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ABSTRACT

. ewe s

An information system is a chain (or, more generally, a
network) of symbol-nrocessing components, each characterized by
costs and delays, #nd by the probabilities of its outputs,

: given an input. 1n recent times, statisticians, engineers, and
; even vhilosophers have all shown increasing tendency to acceot
the economist's way of comparing information systems accurding
t to their average costs and benefits,-~the former depending, in
part, on the delays between the events ingquired about and the
actions decided upon.
. Statisticians have concentrated on the economic choice of
only these two, the initial and the terminal components of the
i system: "inquiry" and "decision rule”. And they have tended
to neglect the processing delays arising in these as well as in
the intermediate components cf a system. Engineers, on the
other hand, have concertrated on the intermediate components
that form the "communication sub-chain®: "memorizing", 'encoding",
"transmitting”, "decoding”. And they have been concerned with
the processing delays that depend on the average number of code
symbols needed (and thus on the "entropy" to be removed by
communication) .

For simplicity, we have assumed that utility (the quantity
whose evpected value is maximized by the user) is the differ-
ence between costs and benefits. The current literature on
communication assumes implicitly that other choice criteria

(28
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{such as the length of a code word) are also additive, and that
channels with equal capacity are equally costly. These assump-
tions may need to be qualified, by studying channel costs and
the economic effects of communication delays.

The eccnomically minded user must consider the several
system components jointly:; and it turns out that, in certain im-
portant cases; the average difference between the benefit and
cost to a user is maximized by large-scale demind. Moreover,
the aggregate demand of all ucers will depend on the joint
supply conditions for the various system components. It will
thus depend, for example, on the cost economies due to the
"packaging" of several components, to standardization and large-
scale production. This opens up the question whether social
interest is best served by a competitive market in information
processing equirment and services, raman as well as inanimate.
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0. Introducticn

0.1 The economist's general information problem. Out

of sewveral pushbuttons, each of a different color, you select
one, A slight push, and massive amounts of energy are re-
leased, and are transformed in the manner you have prescribed.
The button colors which you have perceived and from which you
have selected, exemplify signs, symbols. VYour "manipulation
of symbols", equally vaguely called "handling of information"
has involved little energy but has discharged and directed

a large amount. You have done ‘brain work." No economist
will deny that a large part of our national product is contri-
buted by symbol maninulation -- telephoning orders, discussing
in conferences, shuffling papers, or just verforming some of
the humble tasks required of the inspector, or even an 21di-

nary worker, on the assembly line.*)

*
)See Marschak [1938A), a paper addressed to a wider audience
and, in essence, revised here in a somewhat more v»re-

cise fashion. For some eaylier results see Marschak [1954].
Much is owed -to discussions with J. MacQueen. END OF FOUTNOTE.

s

The economist asks, first: what determines the demand
and supply of the goods and services used to manipulate
symbols. This may help him, second, to understand how social
welfare is affected by the manner in which resources are allo-

cated to those goods and services.
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A pre-requisite is, to define concepts and study their
interrelations in a way that would prove useful for the
answering of these questions. The economist begins by assu-
ming that thnse who demand and use, and those who produce
and supply, the gocds and services considered, make choices
that are "economical” (= "rational") in some usefully defined
way, and are made under well-defined constraints. The con-
straints may include limitations on the chocsers'!' memories
and other abilities. The economic theorist leave the door
open to psychologists, sociologists, historians, and to his gwn
'institutisnalist” colleagues in the hope they will help to
determine the values of underlying »arameters, --provided
L (another hope!) they do not estabiish that the assumption of
"economical" choice fails tn yield usefully close approxima-
tions to begin with. I takethis back: even then, he will
offer his results as recommendations to users and procducers
of "information-handling”, or "informational", goods and

services,

0.2 The user's problem, viewed by non-economists.

Besides its interest to economists, the manipulation of sym-

bols, or information processing, has been the domain of philo~

sophers ~nd linguists{ycomputer scientists,control theorists
of

and communication engineers; and/statisticians. The latter,

following the path of J. Neymann and A. Wald, have become

R AR AT DR TR




E p. 0.3

] more and mor: concerned with the economical mannexr of ob-

taining "infcrmation", and have discovered much that is useful

to the eccnomist. Engineers have proposed a measure of "in-
transmitted”

L formation s based on probability relations between cliasses of

acrbitrary signs. This arose out of practical, "economic™

needs of the communication industry. My task will be, in

; part, to see how those results fit into the general economics

of symbol-manipulating goods and services,~-including, for

example, the services of statisticians, and of men who design

A,

FrT

or handle computers and control mechanisms. (The task of

o

the last-named men is indeed to apply economics to to-day's
most varied and complete combinations of informational goods

and services!).-~Finally, attempts have been made on the part

e

of philosophers and linguists*) to modify the engineers!

U TR T

*
)See e.g., Carnap and Bar-Hillel [1952]:; somewhat diftarently,
Miller and Chomsky {1963]. END OF FOOTNOTE

measure into semantic information" or "content" measure--

essentially by substituting for a class -f zrbitrary signs
its partition into equivalence classes consisting of signs
with identical "content" ({"meaning").

In recent years, the approach via economic rationality--
(bluntly: via the expected utility to the decision makerxy-has
begun to penetrate the work of both engineers and ohilosophers.

An important, thcugh still not sufficiently well known step,
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was made by ploneer C. Shannon himself [1960] when he re-
moved his earlier tacit assignment c¢f equal penalty for all
communication errors. He introduced, instead, a "fidelity
criterion", This is indeed utility itself--albeit confined
(as we 3hall see)

/ko the context of communication only and therefore defined

on a very special class cf actions and events. And Ronald

A, Howard {1966] writes, in a troader context:

"...The early devalopers sressed that the information
measure was dependent only ,n the probabilistic structure
of the communication process. For example, if losing all
your assets in the stock market and having whale steak
for dinner have the same probability, then the information
associated with the occurence of either event is the same.
...No theory that involves just the probabilities of out-
comes without considering their consequences could poss-
ibly be adequate in describing the importance of uncer-
tainty to the decision maker."

his analysis of a neat model
Be concludes/with a challenge to his profession (and perhaps

to mine as well):

"1f information value and associated decision theoretic
structures do not in the future occuny a large part of the
cducation of engineers, then the engineering orofession
will find that its traditional role of managing scientific
and economic resources for the benefit of man has been

iorfeited to another orofession.”
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: And philosopher R. Carnap vhom we have mentioned as oune
of the early rroponents of a "semantic" information measure

{"content measure') wrote in a more recent [1966] vaper:

"when I ccnsider the aoplication of the concept of
probability‘in science then I usually have in mind in
of oredifttisny dd ohiy.Bucdndrriiye the hrobabiiity
the first place the probability/of laws or theories.
Once we see clearly which features of prediction are Ge-

sirable, then we mav say that a given theory is prefer-

HEON RIS 2 OB s vy -

able to another one if the »nredictions yielded by the

kD

first theory possess on the average more of the de-

A

sirable features than the prediction yielded by the other

theory."

LR L CIPTrs %

He then proceeds to show that if 'a practically acting man"

"bases his choice either on content measure alone

b e

or on probability alone, he will sometimes be led to

]

: choices that are clearly wrong." "We should choose that

action for which the expectation value of the utility of

outcome is a maximum." (pp. 252, 253-4, 257).%)

*) another oaper

Tn the qucted paper, he also says that/1Carnap, 1362]

. (strongly influenced by Ramsey, De Finetti, and Savage)
"gives an exposition of my view on the nature of inductive
logic which is clearer and from my present point of view more
adequate than that which I gave in my book, ' viz. in Carnap

(1950] .

s LR SE
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0.3 Individual demand for information services. Thus

encouraged by the spread of understanding of the economic
aporoach to information use, I shall proceed with my task, a
more special one than the general economic information problem
outlined at the beginning. I shall study the rational choice-
making of an individual from among available information sys-
tems, or available components of such systems. The availability
constraint specifies, in particular, the costs and the delays
with or networks
associated with given components, or/chains/of components, of
information systems. As is familiar to students of the market,
the available set depends on the choices made by suppliers.
In last effect, joint choices by demanders and suppliers would
determine which information systems are in fact produced and
conditions
used under given external conditions. Theésad/include the tech-
nological knowledge of those concerned. N
I shall not ke able to make more than casual remarks on
the supply The first of the two general qaestions
to be asked by the economist, the joint determination of demand
and supply, will therefore receive only;partial answer . The
socially
second question, that of/optimal allocation of resources to
informational goods and services, is pushed away still farther,
This is not to say that the allocation question cannot be
studied till the demand and supply of informational goods and
services is fully understood. Significant work of Huxwicz

[1960], Sticler [1961,1962], Hirshleifer [1967], Radner [1967,

1968] testifies to the contrary.
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1. PRCCESSING

1.1 Processing P is defined as

?-‘-‘<X;Y}7‘:)‘{’T>, where

X = set of inputs X

Y = set of outputs ¥y

&

7 = transformation from X to Y, including tne case of sto-
chestic transformation (see telow)

v = transformation frem X to non-negative reals, reasuring
cost (in cost units)

1 = traneformation from X +to non-negative reals, measuring

delay (in time units}

X, X are, generally, random setz. As tc 1: in e special case called
"deterministic" or "noiseless,"” T is an ordinaxy function; i.e., it
associetes every X in X with & unique y = “(x) in Y. However,

we must consider ine more general case, called "stochastic" or "roisy,”
in vhich, instead, T associetes every x in X with some ("condi-
tional") probability distribtution cn Y. For simplicity of presentation
we shall usually (excent for some #conomically interesting examples)

assume X and Y finite,

X = (1,...,m), Y = (l,...,n) ’

so thet T!“ = Prov(y=jix=1). Hemce 7 =77 1 isa mvy n Markov

<y

matrix, i.e., all .20 and 1 for a1l x. XRut see Blacliwvell

xy xy
y
7-$53¥or an extension of the concept of stochastic transtormation tc
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inriaite sets., Cleariy, the special, deterministicmse occurs i1f one
element in each rov of the matrix {nxy‘ is = 1; then we can write

, 1 =

1.1.1) “ay = . ir y (x) .
As to vy: we shel) assume y(x), the cost of proceesing & given imput
X, to be constent. We thus foregc th2 discuseion of a more general,
stochastic case, in which +{x) is a probability distridbution of
costs, ziven X . Similerly, we assume that the time 1(x)
required to process a given imput x iz conctant.

1:2 Cost-relevant. imputs. In important cases,
exerplified ty processings called "storsge” ard "trensportation,” two
ctherwvise differert inputs, x =1 and x = i', ssy, are such thet
1) = 1'), (Tt costs the sere to trane-
vor{, over 100 miles, a gallon of vhiskey or of gasoline.) It is then
convenient to replace the original set X bty & reduced set X/ v
consisting of equivalence classes x/' v such that all elements of

the same class are associated with the sare cost,

1.3 Availsble (feasible) processings. For given X, ¥, not all

triples (7, vy, ) are available. For example, to implement « given
trensformation 7 at lovered delayse t(x) for ell x may require raised
costs +{x). Tne set of available processirge will be denoted by P.

1.4 Purposive prccessing. Consider a case in which the y in ¥

fnow to Ye yewrittenas & in A = (1,...,n)] can be interpreted as

the actions (decisions) of & person whc oteys certain axicms of decision
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N in X
logie:[ and the inputs x /[now tc te rewritten as Z = (1,...,m)1 are
events beyond his control. Then there exists a probability distribution

m = vector {nz] end a bomnded real-valued "utility function”

o{a,z,v(z),7(z)) such wat, given two available processings
P! = < ZL,AY, MYy, 1> PY o= < 2V,AT,T,Y 1>,

the chooser of e processing will choose P! only if

1}y > U i
u, (B) 2 v, ()
vhere, for any processing P, its (expected) utility is

(1.4.1) v (P) = ‘;'E"z"‘za"’(“-‘z’\'(z)”(z)) .

It follews that, given the characteristics of the chocser (viz., m, ©,
listed in the subscript under g “or convenience) and given the avail-

able set P, processing P¥ will L2 chosen only if

P* c p, Um(P*) zuﬂm(p), all P ir =,

Note that "chooser" -ms the word used, instead of "decision-~maker":
see also Sec. 2.2 vhere the chooser of P will te called meta-decider.
1.5 Timing. Utility depends on action. saccorcingly, we consider

that the utility is "earned,”

1/ I refer tc the work of F.P. Ramsey: B, De Finetti, L.J. Savage, accepted

in recent years by professional logicians R. Carnap and R.C. Jeffrey. For
a survey see Marschak [1968k7;alsc, regarding Carnap and regarding the re-
lation of protability to frequency see FMarschak [19707. That certain ob-
served behavior is not really inconsistent with the expected utility rule
it cost or feesibility of storing or other prozessing is accounted for,

vas brillantly shown by S. Winter [19667. Amorg the rany merits of Reiffa's
delightful inticduction to the field M1968] is his forceful emphasis on the
read for ard thne possibility onr training people for consistiency.
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end the action a4 1is talen, at the same tire.
But the coet +{z) 1s incurred 71/z} time units earlier.

}_._§ Continued purvosive processing. It is often recessary to rein-

“arpret tne output & and input z as time-sequences, with "norizon" =

»

>y possibly infinate:
( 0611) & = {at‘, Z = fzt}’ t = l)oo-)T .

An element "’_23 of the transformation 1§ is then the conditional prob-
abi’" %y of a particular sequence of T ectione, given a sequence of T
ever’z. Applying the results of Koopmans 19607, the utility
w(a,z,v(z),7(z)) entering the definition (1.%.1) of the utility of

processing can be decomposed thus: T
m X -r(zs)
(1.6.2) wla,z,y(z),1(z)) = % ”(Et’;t"“(z ))ds:l ’
t=l t

vhere tre "discount constant” d {0 <4 £1) and the function v are

in.ependent of tire and Et, —";t are, recpectively, tune "histories up
'tO Elt:
(l- :).3) zt = (al,...,at), Et = (zl,...,zt) .

1.7 Additive cosis and discounted venefits, A convenient taough

rather special assumption is often tacitly mmle in practice. It is
utility

assured that, given any distribtution n, tae / of processing,

v, ‘(P) increeses in the "expected discounted terefit,” B, and de-

creases in'expected cost,” C. Refore dafining B and C oprecisely,

N T T

Hieeds miwha el on
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let us state the assumption in two other, obrviousiy equivalent, forms:
for any given m, (1) "of all processings with the same C, the ore
utility

vith highest B has highest / "s and (2) "the efficient subset of
@ consists of all those availeble processings for which the pair (-c,B)
is not deminated by any other such availarie pair."

If, or tl.e other hand,the assumption does not nold, then a processing

utility,

may exceed in / and hence should te chosen in preference to, another
processing, even though the latter has lower expected cost ernd higner
expected disccunted berefit. It will te shcwn that the stated tacit
assumptiion implies that the utility function «» is decomposatle in a

certain sence,

More precisely, we define

(1.7.1) c

C(¥) = Tm(z),
' z

(1.7.2) B

1]

o 1) = 3aT(2). .
Bﬂ,:d(-l)'r) = : 5 3(a)z)d Z‘\EZ)' ’

vhere 8 1s the "benefit functiorn” from 2 ¥ A tc reals, and 4 1ie
the discount constant. [A‘Tilar 4o /'(Lh;}z%;cripts under C, B convey
the relevent ciharacteristics of the decision maler.] Note thet d
occurs in (1.7.2) but not in (1.7.1). This is because of the assumpt-un
on timing in Section 1.5; this difference will be removed when we study
proceesing chains, as in Secticn l.3.

It follows frem the general theorem on multi-criteriocn decisions

(Anpendix I) tnst U_” is monotore increesing in B ard in -C if
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and only if there exiets a function £ and constents d and k such

trat
(1.7.3)  wlarzz)n(2) = -kz) + 3(8,2)a7%); x> o
then
(k 1s a conversion factor, fixing the choice of units). It/follows by

utility
{1.4.1) that the / of processing is monotone in -C and B (for

all 1), 4r and only if it is a linear combination,
1.7.4) U=-kC+3B, kx>0,

(Elsevhere, B vas called "expected gross payoff": see Marschak

and Radner Tin pressl).

i.€ Benefit-relevant events and actions. It is convenient to

define Z and A in such a manner that
3{a,z) = 5(a,z'), all & €A, only if z = 2',
and 2(a,z) = 5(a'yz), all 2 ~2Z, onlyif a=a',

Thus if Z and A are finite, so that 7 can be represented ac a

"benefit matrix"

3= [Baz] ’

no two columns and no two rows are identicel, (Returning to Secticn 1.2,
we note that z end 2' may be equivalent with respect to coste
but not equivelent with respect to benefits.) And no gererality

18 lost if a’i tte domireted rovs are deleted.-

1«9 Processing chains. Define a sequence

Pl)ooo’PI\, where
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(1-9.1) Pk = < Xk,xlc.‘.l,ﬂ}{,“'lc,'rls s K= X000k

Let xk have n, elemente, so that T‘,k is of order nX o e Such

13

a sequence is equlvalen® to & proceesing

B R

; - “+

: (1.9.2) P=x< xl)xl l,'ﬂ; sy >,

where

g w oy = T e 27] n Xy n ri4s BO that
N ! i ] KK

xixi L <2 <K XoxE %o T

i

; K

‘ (1.9.3) n- k.,

} k=1

i Wita P in (1.9.2) equivalent to the sequence (1.9.1), the values

achieved by P anéd by that sequence rshould e, in a purpozive case,

egual, This mal:es it impossible, in general, tc fill the places inda-
cated by dots in (1.9.2) by single real-valued functions. Rether, the
utility

/ of P (if F is purposive) would depend on the sequeunces

B {~k}, {Tk}; X = 15.005%. Tnis is easily seen by epplying tie decomp-
osition of utility over time as in (1.6.2) to the case (1.7.3) of addi-
tive costs and tenefits-

1.10 Retworlis. More general then a chain itz e network, in which

each transformation xsy have several input and output variavies, scue
possibly shared witn other trensformations. Ve shall not pursue this

here. See Marschal and Radrer [ir preec], Chapter 8,

-
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2. SYMBOLS AS OUTFUTS AND INPUTS
i S o e

2.1 A purpocsive processing chein. Consider a chain {1,0.1) con-

sisting of R successive processing links, with

7f+

iy

= = se* _1_5_ of acticns a ,

Xl =set Z of events 2z ,

where 8 and z are typicel arguments of the benefit furction B/a,z).
Each may be & time-sequence as in (1.6.1). Scme physical processes
cause an action and event to jointly yiell same pnysical consequence
(again possidbly & time-sequence: e.g., & sequence of arnual monetary
profits), to waich a tenefit number is attachif. But we shall not be
concerred with these physical processes, and/c;;:ins (or retwoiks) that
they form.

The inputs and outputs of tne intermediate processing links,

Pa,... ,Pl‘ do not enter the tenefit function. As in Secticn 1.2, twe

elenents :»:k X

X X5 of the set Xk, Xk =2,...,K can te considerad
equivelient if their processing costs are equal:
- X, ky K,k
() = ()

T will be convenient to reserve the term "symtols" for these, "tenefit-
reutral” but “cost- relevant,” inputs and outputs. Thus tne
linke 1”2,...,1’I * will te seid to process symbols onto symbcls. Typical

examples are: trasslation (e.g., encoding, decoding) of messages; trans-

b migsion of messajes over distances; ard their storage over tire. On

the other hand, an event or an action (even tiaet cf a painter or composer)

g ¢
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will not te called a symbol; tut processing lin:: Pl will te said to

\d
transform event into a eymbol; and P will be said to transiorr a

symbol into action.

2.2 Cnhoosing the chain: a meta-decision. The action, or decisicn,

k41 . . .
a =X -, tne output of the last link in the purpcsive chain must te

distinguizhed from the decision to choose ore rather than another chain.
difference tetween
The /’expected tereit and cost is maximized by the chocser of the chain.

The chooser may hire men or machines to perform the successive processings,
including tre wltimate one, viz., the choice oi action, or decision., IS
T2l
Bl

this ultimate processing /is called deciding, the choice of it end of

~ther links of tae chein mey be called reta-deciding.

2.3 Some informetion systeme. A purposive processing chein is

often called an information sysiem, the word information presumably
bearing some relation to transformations from and into symbol sets.
Information about a physical fact is not tne fact itsell but scme "syu-
bols" (e.g., words) associated witn it. Historically, two kirds of
"shortened” cheins have teen considered by specialists: sta+tisticians

on tne one hand, and cormunication engineers on the otner. They are

(&) a two-link chain, with

Xl = Z = events Pl = experirent, inquiry
X2 = Y = data, P2 = strategy
3 observations
3 Y7 = A = actions,
dgcisions

{b) & four-1link chain, with

1

: X - Z = messages t9 dbe P” = storing
P sent o

X~ = long stored sequences P” = enccding

of mrsenges
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3 3
X~ = enccded rmessages P~ = transmission
)(l'r = received messages P = deccding
X =2 = - decoded
re-sages

“ie sreirs s eni b are linmted together on Figure .
To suic speciel applications, some special assumptions are usually

made, different in (2) end in (b), regarding the cets of irputs crd cutputs,
tie sets of available processings, tre cost and deley functions v and
T, &and the venefit funciion 7. Ve snall indicate rome of those assump-
tions and the implications ¢ remcving thers in due ccurse.

Botn (a) ard (b) can te considered es special cases of some longer

chain. It seens that such longer cnains are recessary to describe, in

their iull ricaress, tae operations of a corputer (including problem-
solving, simulation, pattern recognition, etc.). Tne popular descrip-
tion of trese operations as "information processing” would then appear

a felicitous one, This would inclwde, for example, programmed navigation.
See Ckerncff 1957,

In the following tnree Sections 3, 4, 5, we deal with the two-linke
chein {(a), erd study the consequences of some sirplifying assumptions
used, in effect, in the literature of "statistical decision theory."
Tnese results are, in fact, arplicable also te informetion syesters
consisting of any nurber of links, witn actions based, not directly on
cbservations (outputs of the "inquiry" link), btut on the outputs of sub-
sequerit processings (e.g., encoding, transrmitiing) of observations. By

J (1.2.3), the system's transformetion matrix T is tke vroduct of the
successive transforration meatrices, ﬂk, of its links; and the latter

reei not be specified if the assuvmpiions listed in Section 3 sre uade.
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Accordingly, in the rext three sections, 7T will te called, interchange-
&bly, the inquiry matrix or, to be more gereral, the transformation
matrix of en iniormetion system or, briefly. information matrix.

e S
\," ce

2.4 0f the assumpiions listed in Sectior : that of additive cost is

rerhaps least oflensive and is, at the same time fruitiul of important
results, for it pexrmits to concentrate on the properties of tre inforra-
tion matrix T. On the other hand, the question of successive delays
\operation spceds and capacities at successive linis), mostlv neglected
in tke twc-links theory and introduced in our Section b in general terms
only, will beccre a sericus ore when the processing chain is lergthered
by irserting links thnat implement the communication lwtween the observer

and the decision-zaker.
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3. IQUIRING AND DECIDIG I.! STATISTICAL THECRY

3,1 The two-link chain. Iink P> 1in the two-link chain (a) of

Section 2.3 has Teen variously called "experirent," "taking observa-

"

tions,” also "maling a diagnosis." Idin: P2, "strategy'y has teen
also callad 'decision rule.” Reflecting certain tiaough surely not all
aspects of ctatictical practice, cthe usual anelycis of the two-link
chain makes tacitly some restrictions wiich do not appear necessary or
Justifieble in the broader context of economic cwiparison of purpesive
processings. In perticular, the delays Tl(Z)) -:2(y) are neglected;
and so are the constraints on strategies, and their cost, «(‘g(y).

On =ae other hand, in rost statistical vriitlngs; our environzental
varisble z is gemeralized, as follows. The event (or, in the case of
continued processing, & time-sequence of events) is replaced by a proo-

called “hypothesis,"
ability distritution/ so that our = becomes a distribution on the
space of protability distritutions cf scme variable v. However, this
cormplicated descripiion of tne problem is equivelent, &nd can te reduced,
tc the original problem, with v playing tne role of the event z. We

shail, therefore, not pursue this further.

3.2 Neglecting delays. Vnile, as will be shown, the speed of proc-

eseing is attached great importance in tine existing work of comrwnica-
“ion engineers who study the several-links chain (b) descri’te-i in
Sec. Z.3 vrocessing sreed is completely reglected in the statistical
theory of the two-links chain (a). No explicit attention is paid to
whetner it takes &an hour or a month to collect a sample, or to epply &

given decision rule. Accordingly the questiocn of "overicaded capacity”
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of an observation equiprment or Jzcisicn-maling equiprment is not, to my
knowledge, treated explicitly in statistical literature. It is assuxed
in effect +hat for 8ll processing chains concidered, -rl(z) is the cere
consiant, and 72( y) is the same constant; sc thet, wher. comparing
the values of two processings, one cén assure for Poth, without loss

of generality,

(3.2.1) H(z) = 2y) =0 .

Mo dcubt this assumption is not made in actual etatistical practice,
i the excected trerefit can te
strongly diminished wien decisions are tased on cbsolete data (see
Section S), the chooser of the experirent ard tre strategy will
give preference to eccelerated ones, costs permitting. Moreover, it is
not economical to accelerate the erxcverirent il /'th:essults in piling up
unused data tecause decisions are taken too slowly. Swek corsilerall-ns

surely arise in industrial quelity control, in marketinc

reseerch, in the prenaration of economic indices for putlic ypelicy, &re,
very likely ulso in mach of scientiiic lavoratory and clinical ‘-.zorl:.f—/
3.3 With delays out of thz wey the "Statictical Decition Froblew” takes

the folloving ferm. Chenging notations sorewhat, write:

l x* 1’ l ~

Ty = P(yl2) =%, 5 ¥\2) = v5 P = <%yv>
(3.3.3)

2 1 2

Me=paly) =a 5 67(2) =8, P =< >

The sets Z and A are regarded as fixed; this and the fac’, ..at

1=

*/ See, for exempie, N.3. Andersor 19697,

T T e
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is the range of 7 a:d the demain of o justifies the above ebbreviated
defirition of the links Pl, P2. Then the processing chain (1’l ’ P2),

if evailable, can te written as

(3.3.2) P = ('ﬂ,d,y,é) 1l L

assume &dditive cost as in Sec. 1.7 btut
vhere P is the feasible set. We/postpore tiil later (Sec. 5 ) the

congideration of continued processing introduced in Sec. 1.6. The
thooser  then; maximizes, subject to the constrainv (3.2.2), tue expectied
utility U

/ vhich 1s tne difference between expected tenefit B {ro discount-

ing Tor delay need be considered) and exgected cost Cs whore

/n _ - -~ .

{343.3) B = B,.!';(P) = f ;'- 5(a,z) ﬂz‘rzzyaya p)
. .'\ = = 7 S ?» 2 T 7

(3.3.5) c C"(P) ‘:‘ Tt i "2y

(3.3.5) T =T(P) = B, (P) - c (P) .

#s in fection 1.7, the subscripts under B, G, __ cheracterize tne chooser,
Together with the feesible set P, they form the givens of thne chooser's

chain *
problem. Hence the ontimal / P

is & function of 1, %, . So is
tine efficient set, which consists of all alements of £ for which the
pair {(-C,2) 1is not dominated by any otner such feasible pair.

3.4 Action as a subset of events. In gereral, there is no reed

to assume &ny forzal, logical relation tetween . end A, For example,

Z may be the sei (cancer, no cancer), and £ pey be the set (surgery,

radiotrzerapy, no treatment). The berelit functior 0§ would then assign
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& value to each of the 2x3 = 6 pairs (a;z). In statistical literature,
an action that can be considered relevant to the benefit of the sta-
tistician's "employer,” can be identified with the ckoice of one of
disjoint subsets ('alternative hypotheses") of the set of be.efit-
relevant events. Such actions cannot te more numerous than events.

True, the action of the statistician is, in other cases, seid to
consist in choosing from a set of overlapping subsets of events: e.g.,
in paring an interval.:/ He is then supposed to use choice criteria
relevart, I think, to his own, not his employer's, berefit. It is
difficult to see how, for example, the length of e ccnfidence intervel
in & market prediction affects the seller's profit, given the state of
the market,

For purpocses of ecoromics of inforrwation, it is more useful to say
that the statistician's tisk is to derive, frcm observations ys the
likelihcods n'zy tor all events 2z relevant to his employer's terefit.
Given the prior probabllities m,» Ope can then determire the Jjoint
protabilities “znzy or, for that matter, the posterior probabilities
(“znzy/f"tnzt)‘ The employer or his operaticns research man (possibly
identical with tlie statistician) will combine these probabilities with
the benefits yielded to the employer by his actions, given the events,
end choose the actior that maximizes expected ternefit,

Accordingly- we skall permit the employer's (user's) actions tc te
mere nurercus than events. This will lead to interesting results in the

economies of comparing information systems: see Section £.5.

——
¥ Contrast Exemples 1-3 with Exsmple 4 in Lehmann 19597, Secticn 1.2.
See also Pratt [19611. I am indebted to W. Kruskal for discussions of
this guzstion. ENID GF FOOTIOTE.
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To be sure, s problem of communication arises. It is, in fact, the
problem of optimal encoding, in the sence of our Section 7, below. It
may be costly or even non-feasidble to corrunicate in all detail the
posterior or the joint protability distributions involved, to the em-
ployer, or to his operations research man, or to & low-echelon decision-
reking ran or machine, With this in mind, a condensed message may te
used: for exemple, the posterior probability that 2z lies ina parti-
cular interval. The choice of the interval will then depend, not on
the statistician's "tastes", but on the "mreta-decider's” judgment as

to the contributions cf elternative codes to _h}g tenefit and cost.

3.5 Neglecting the constraints and costs of deciding. in impor-
tant parts of statistical literature decision;-m.king is, in effecti,
assued costless and unconetrained. This strong assumption has led to
a fruitful discussion of "comparative informativeness" of the matrices
= ['nzy]. We shall pursue it in scme detail in Sections 4 and 5.

The assumption of costless and unconstrazined deciding is too strong
to have teen actually accepted in practice. For example, in the case
where observations y and decisions e = ¢(y) are both rea.l:valued,
attenticn was paid, quite early, to a special class of decision rules,
viz., to the class of _l}iegr" oy presunably because linear functions
rejguire less computational effort. (The theorom that, among unbiased
lirear estirators the least-squares estimator ls t2st, gees tack to Geuss,
I urderstard.) The search for good "robust" statistics is also due to
¢ .siderations of computational econcmy, I suppose; as is, of course, the
reunding-off of digits in the computationel process.

3.6 Value of informetion. With decision urdeleyed, costlees and un-

constrained, and inquiry undeleyed, the prcbler of the chcoser of & two-
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link chain P is simplified. Denote by {«' the set of all stochastic
transformations from Y to A (any such trensiormation is feasible

and let {N,v} be the set of feasidle pairs of inquiry transformetions
7 and inquiry ccst functions Y. Then the constraint (3.3.2) is relaxed

into

(3.6.1) P = (“n;)a')‘f) € {a‘ X r(Y:‘n-)’ ’

since § = 0. Further, equation {3.3.3) is unafiected, but in (3.3.4)

the term involving 6 <vanishes. Therefcre, (3.3.5) can e rewritten as

(3.6.2) U = Ca(Mha,y) = By(Tha) - C.(+) »
where

(3-6-3) Bﬂ'}(n)a) = 3;; T(a,z) "z"“zyeya
(3.6.4) e (y) = : Ty,

Define the "inforretion vulue" of T:

(3.6.5) Vnﬂ("}) 5 @A Bﬂ(n}c) = Bﬂn(ﬂ:a*); say;
Rd o P {a} H -

then, to meximize expected utility U with respect to 7, @, Yy over

their feesible sei, given n, 3, 1is equivalent to

(3.6.9) rex V., (1) - min Col0) »
bl Y

subject to the cost constraint

(3-6~7) ('\'}T‘) c {(y,'f‘,)’ .
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With the meta-decider's problem reduced to (3.6.6), (3.€.7) it is
useful to consider the expected cost Cﬂ('v) as fixed and to compare
various information matrices T, 7', ... &ccording to their values
Vo (M V(M) eee

3.7 Appropriate action, ay; value of observation, Vy. The

optimal decision rule o* defined in (3.5.5) depends oniy on 7 and

ﬂ, G:

(3.7.1) o = X, (T) ;

now, for eech M, given m and 5, there will exist a deterministic
Ayl decision rule; /fsris well-known that, in & one-person game,
there exists a pure optimal stretegy. Thus, no gererelity is lost if
ve define {o] as tne set of all mappings from Y to A. The aseump-
tion of costless and nen-restricted decisions excludes the case vhen the
hired (and presumably cheap) decision-malking man or machine uses & non-
optimel deterministic rule; ard also the case vhen he (it) makes ".andam
errors,” unless they happen to comsiitute an optimal random strategy.

with {a) reduced to the set of all pure strategies, ’.e., all
functions « from Y to £ we can write & = c(y) so that [similar
to (1.1.1)]

l = .
aya=o it ¢ e(y),

and derote the action thet is "apnropriate" (i.e., optimel) in responee
to ¥y by

8, = «*(y) ;
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that is, for a given y,

(3.7.2) max Z He,z)n M =T Y a,zjnq =V,
ach 2 2zy LA Y zzy y

say. Vy may be calied "value of the observation y." It follows by

(3.6.3) and (3.6.5) thet the value V of an irguiry is the sum of the Vs
for )

(3.7.3) V=max T Z ;‘(cr(y),z)rrz‘lj” ,
@ zYy zy
(3.7.4) V=ZmxZ ?(a,z)ﬂzﬂzy ’
Yy & z
(3.7.5) V=XV .
y y

We shall write 2 = (,e.e)m), ¥ = (1¢0syn); hence 7 i ol order

m Y Re

3.8 Lavelling of ohservations. It is clear from (3.86.3); (3.6.5)

that V(1)) is invariant under interchange of columns in T. Tnerefore,
if 7 4is of order m ' n and P a permutetion Tatrix of order n,

we shall agree that

(3.6.1) 7 and TP are equivalent.

Thus if (with m=n=2), 2z =1 means "stock will rise" and z = 2
means "stock will rot rice,” then the datum "my broker says stock will
rise" can be latvelied, irdifferently, @s y =1 or as y = 2, There is
no loss of generality in choosing any ore particular latelling.

Also, no gereralily is lost if we agree to eliminate any column of

T +that consists of O's only, and thus desigretes (with Y finite, as
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we recalll) an observetion that never occurs.
It is seen from (3.7.2) that two observations y = J, k, whose
corditional protabilities, given eany event 2z, are pairwise equal, yield

the seme appropriate action a, = a, and tane same value V y = V.. It

J k k
is convenient therefore, and involves nc loss of generality, to redefine
every such inguiry by adding any two identical columns, ard thus to make
every inguiry metrix ' to consist of non-identical coiumnz only.

3.9 Null-information is said to te vrovided by any metrix 1i] whose

rcws are identical, so that we can write

Tuen by (3.7.%)

V=ZX_mexZ >la,z)n
Y a 2

(3...1) V=1-¢maxZ 3(s,z)r ,

so trat ¥V is irdependent of 7. Thus 21l muill-information inquiries
have the same vaiue. As their canonicel form we can conveniently choose
the (m ¥ 1) matrix with ell elerments nzl =1, z2 = leses,m. Thnat is,
the same unijue otservation is obtaired, <rith certainty, whatever tke
event., 4ncn V¥ is tne column vector of order m, with all elements =

l: a "sum vector," soretimes denoted by
T=1.

3.10 Essential set of inquiry matrices. Iet {T}m} bte the set of
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all Murkov ratrices with m rows and with all cclumns non-zerc and rct
pairvise identical., Sumarizing the conventions just made, the essential
set H_ of inquiries about m events is defined as the partiiion {'.";m/e’-
into equivalence classes; where T, and 7! in {“n‘;m1 are equivalent,

= [‘nzy} el = fﬂ'zy,] if 7' = 7MP for scme rerrutation metrix P

or if every T]zy’ f is independent of z.

zy?
3.11 Perfect information will te said to be provided by a ratrix

71 of order m * wm such that the corresporndence retween Z end Y is
ore-to-one. That is, ore element in eacn rowof 7 is =1 (and rence
the other elexents ir the row are = O) erd . is nciseless, &= in
(1.1.1)); and, moreover, in each column one elerent = 1 ard all other
elexents are = O, Thus 7 4is a permutation ratrix, 7 = @, say. Its
. T . . T

transpose ( 1is clearly & perxutation ratrix, too, Q =P, eey; and

it is well known that
I= QP »

where I 15 the identity matrix. Then by (3.6.1); I and Q will Ye
considered equivalent: without loss of generality, rerfect information
will te reprecenied by the identity metrix I as its canonical form.

3.12 Informativeness end optimelity of inquiry. In Section 4, &

strong partially ordering relation called "more informetive than” will
Pe intrcduced on the essential set Hm of irforraticn matrices. Tiis
relation is of general significance as it is irdependent of 7 &nd
end is in this sense ccmmon to a1l users (meta-deciders). Sore &pplica-
tions to delayed vrocessings will te mede in Sectiorn 5, still focuseging

on values V only, by considering expected costs C as given. In
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Section & C will te permit*ed to vary, to analyze optimality conditions
in greater generality,

3.13 Usel2ss inquiries, It will be seen in Section 4.3 that, for

any n, 8, the value of T cannot te smaller than the velue commen

to 21l null-information inguiries, given in (3.9.1). An inquiry will

te called useless with respect to v, 8 if its value, es defired in
(3.6.5) is equal tc the vaiue of & nuli-inquiry. Thus all null-inquiries
are useless, But (as will be shown on an exampie in Section 6.4), the
converse is, in gereral, nct true.

3.14 The irformation velue V_ (7) is a counvex function of T. For,

by (3.6.3), the terefit Bnq('?‘.,a) is linea> in its elexents Ty of M,
Herce, for =, © given, all tenafit functions comstitute & family of
(veekly) ccnvex functions of T. It follows by (3.6.5) and & well-krown

theorem (see €.g., Kerlin (19597, Apperdix B.4), that the informetion
value
v,.q('ﬂ) = DAX Bﬂq(”’e)
¢ 4

is & convex functicn ¢f T3 it is represented by the upper envelops of

*
a family of hyperplanes.—/ The same is true of _Vy in (3-7.2).

3.15 The case of smooth terefit functions. Suppose the set A of
actions is non—.counta'ble, ard the berefit function ~(a,z) is twice
Gifferentialle witk respect to a. Then the observation value Vy and
the information value V are continuocusly differerntiable in the ele-
rents ?zy nf 7. loreover it can te ¢ ijectured [by extepding the
reasoning that follows equatiorn (6.5.10)] that in that case all useless

inguiries are rull-inquiries if A is unbounded and there are only two

¥ [Acinowledgrents tc a suggestion of M. Pham-Huu-Tri.
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4. COMPAPATIVE TNFCRMATIVERESS
b e L —— ]

4,1 Definition. We say, following Blac}mlly that 1M Is ncreg/

infermative than 7, and write 7 > 7Y, if and cnly if

V,,g(n) 2 Vm(n') forall m 5,

where 7, £ are defined on fixed sets Z ard@ A X 2, respectively.
By fixing these sets rich ercugh, we can apply tne definiticn of "more
informative than" to an arbitrarily large set of meta-deciders concerred
with the choice among inquiry matrices, provided the expected cost of
infornation is kept constant.

Clearly ">" is a transitive and reflexive releiiocn, and taus induces
an ordering on the set of inforretion matrices., It is a jartial ordering
oa this set: for it is easy to corstruct cases when, depending on 7w, C,
the information matrix 1 has e larger or a smaller value then W',
Clearly the relation ">" induces also & partial ordering on the essen-
tial set {'ﬂn/e}, defired in Section 3.10, In particuiay, wvhen T e T
then otviously botn N >1M' and 7' <7. Ve shall show in Sectior 4.7
that the converse is alsc true, so that the partial ordering on the

essen ial set of information matrices by the relation ">" is a strong ore.

1/ Several papers by Blackwell and also scre earlier werk by Ronnendlust,
Shapley and Sherme- are summarized, as far as "informativeness" is con-
cerred,in Chapter .. “f Blackwell ard Girsaick [19547. See also Marschel
and Niyasawa 119667,

2/ The "moce" (ratrer tnean "not less") and the sign ">" (ratker then ")
should not confuse. Blackweli's notation nas the advantage of reserving
the sign "=" (usually equivalent to "> and -") for the case of identity.
The sare weculd te &cnieved by symbols "2 "~ used in tne econcmics
of preference,
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4.2 Garbling. Consider an information matrix 1 = [’ﬂzy] and
surpcse that, whenever the otservation y {= 1,...,n) is nade, the
decision-malzer dces not leern it; instead, & random device is used such
that, given the observation Y, he will receive, with probability gyy,:
e signal y' = 1,...n'. Clearly gw, = Q, ’z'.‘!gyy, = 1. The randcm

y

device is thus rnaracterized ty a lMarkov matrix G = [

3, of oxder
Byyr 2
rn > n's It follows thet, given the event z = 1,...,m, the decisior-

raler receives sipgnel y' with probability

‘.?» : i = s
(l’ l) -lzygyy' Tl zy' 2
J
say, vhere 's']'_,y, 0, Z"’x]'zy, = 1. In erfect, he has used an informa-
€ y
tion matrix T = [’.‘!zy,'_‘ of crder m ¥ n' such that
(h.z.g) T;’ = T:G -

It seems *o agree witn ccmron usage, to say *nat T}' is obtaired frem
T by garbling. Ard it 3s intuitively clear tnat & gartled informetion
ratrix cannct exceed in value the origiral one: for the decisicn-maker
receiving a "gartled" sigral will, at test, chocse an actiorn ampropriate

to trat signal, rot to the nriginal cbservetion. Forrally, we heve

Theorem: If 1, ', G exe Markcv matrices witnh W' = TG, then

Tt > T,

Proc: By 13.7.2), 73.7.5), (%.2.1)

5]

rfmi Y . 5! S
V(i) =% "ay"z'ﬂznzy

4

(3]

<«
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1.3 Z(ay,,z)ﬂz'!}

%y
yz N

A

T max T S(a,z)ﬂznzy =v(3) ,
y a z

by (3.7.4).

4.3 Maxiral and minimal informaticn mat-ices. Tteorem:

where T ras n rowsend I and 1 (identity matrix ené sum vector
cf order B) correspord to rerfect and to mull-inforraticn (Sectiens

3.11, 3.9). Prccf: Verify that

A=3IT, 1 =T1 ,

14 =r 3¢}

Lol
i

fcreny 7 of order = " n; then, neting that and }-n are i2rgov

matrices, apply tne Tnecrer of Sec., 4.2 or "gartling.”

4. ~ 3 A P ) T &7,
W CRIAIITT. AT Dy e

Thus/perfect information - -0 =le o007 ZileomwmZ-a st eos
corstitute, resrvectively, i
raciral and mirnizal elements cff the lattice in wnich the essential set
of irformation matrices is vertially ordered ty the relaticn "mcre

informative than,”

L,: Ccmparative coarserness. Suppose *he garbling matrix G in
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(k.2.2) is nciseless,i.e., analogous to (1.1l.1l),
1 =
(hob.1) Eyyt = ir y g (¥)
0 4

for a1l y,y' . That is, 8 1is reduct;d to & many-to-one zapring, g,
frem Y = (1,.0.,n) to Y' = (1,...,n'); &and cleariy n' < n . Then
it seems to agree with ccmmon usage to sey that Y' 1is coarser than Y
(or, equivalently, ¥ is firer than Y'). For example, two elemepis
y, amd y, zay te reel muters (or vectors), identiczl except for the

last d:git (or the last comporest), ard this digit (or ccmpenert) is

critted in tke elexent yi = g(yl) = g(y2) of Y' . "Some details are
supprees2d”; or more gererally (to include the iiriting case G =I ,

n
n' = r),"no details are added." Applying (4.h.1) tc (k.2.1),

! = A N = f 2 = n s
Tyt = iy 2 vhere S, =T ylely) =y

an intuitively obvious result. It follows frcm the Theorem of Section
4,2 that

(+.5.2) 1f " is coarser ttan 7' then T > 7' .

Tr!s confirms tre intuitive assertion that adding detail {at no cost!)

cannnt 6o demage, since the detail can te ignored.

i_+_._§ Elackwell's Theorem. We give this reme to the propcsition that

T >7%" if and only 1f 7' = 7NG foxr scme Markov matrix

Tte sufficiency part was proved in Secticn k.2. For proof of neceseity;

see Rlackwell 719547 or Merschak ard Miyasavae 719353] ,

~

4
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4,6 The case of noiseless informstion.

Theorem: If T end %' are noiseless ther T >T' if and only

if 7' 1is coarser than 1.

Proof: Sufficiency fullows from (4.k.2). Necessity follows frem
Blackwell's theorem, noting that if 7' =76 and 17, T' are nciseless
then by (4.2.1) every entry in G 1s eitner 1 or 0, i.e., G is noise-
less. (For a possitly more instructive, direct proof see Marschak and
Radner [1in press?.;

h,7 Strong ordering by infcrmativerese. It can be shown that

for any two non-rull information matrices 1T, ',

V ~(%) =V ~(M*) for all m, >
(h.7.1) b -

if and orly if N and T' are identicai up to & permtation

_9_{_ columns.

Tne sufficiency part of this proposition is obvious (mee also Section 3.5).
The necessity pert can be restated using tte ordering reiation ">" and

tne equivelence relxtion e of Section 3.10, thus:
(4.7.2) If T>7% and M >T then NeT' .

It would follow *tet (as stated at the erd of Section L.l) the pertial
orderirg of the esgentisl set of *nfermation metrices by the relation

"gore informative thar" is a strong one,

Cutlire of proof. Tre hypotresis of {L4.7.2) implies by Blackwell's

theorem (Secticn 4.5, thet there exist two Markov matrices G, G' such
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that
(4.7.3) =16 1=7%,
ard hernce
(boT.b) N = T66' .

We can use two lermas (proofe omfitted)}. First, to show that GG' = I
unless i} is aull, we use

lerra 1: pry A snd B are two Markov matrices ané A = AB then

B Is an identity metrix or A consists cf identical rows.

The proof of the theorem is ccmpleted by using

Iemmra 2: If tre preduct of two Markov matrices is the identity

zatrix, then they are rermutation matrices,

Y¥ote: The theorem of +this Section is obvious for the case of noiselese

irforraticn matrices, in view of Section h.6: for if g maps Y onto
Y', and g' meps Y' orto Y, then g and g' must te ome-tc-ore
neppirgs. -- For tre general case, I would have liked but have not

. succeeded to provide a direct proof, not involving Blackwell's theorem
and in a serse more instructive; to shiow thet the equeiity in (L.7.1)

cannct te meintaired ander sore well.chosen variations of w, B, excep.

when n e n'!




5. INFORMATIVENESS OF SYSTEMS OVER TIME

5.1 Eavironment, action, and sbservation as time-

sequences. One or both of the arguments a, z of the benefit
function B can be interpreted as time-sequences, as in
(1.6.1), assuming additive costs as in Section 1.7. With 2z
a time-sequence, it will be convenient (changing our termin-
ology somewhat) to call 2z the environment and to reserve
the term "successive events” to the components of the sequence

2 = [zt], t=t;,...,t

i to give unit-~length to each of the

intervals .t i=1,...r; and sometimes to make t,= 1,

i+1)’
so that t =1,...,T. Each component ay of a will be
called successive action. If the benefit can be revresented

i

as a sum of discounted "successive benefits"

T
(5.1.1) Bla,2) = = d% B'(a,,2,),
t=1

say (as would be implied by the assumption (1.6.2) combined

with (1.7.3)), then it is imoortant to agree that a_ and

z, need not "physically" occur simultaneously: e.g., a, may

t

be "sell stock short to-day" and 2z_ may be "stock price a

t
montn from to-day.’

A successive action a, is taken, using the élcision
rule @ , in response to ;; (note the bar!) where ;;
is, .. the remembered past history of successive

observations,

(5.1.2) .it = (Yt_u "“’yt-l’yt’:
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the time-length p measures the length of memory. Again,

the subscrint t in y, means only that the action taken
at time &t is based on §£ ; it does not necessarily mean
that y, , the last component of ;;, was 'physically" ob-
served at time ¢t .

In this interpretation, w7 becomes a distribution cn
the set 2z of sequences 2z . The information matrix 1
transforms (stochastically, in general) the environment 2
into a sequence of remembered histories,

(5.1.3) y = (}‘t ...,37,1.) €Y ;

_u’ °
that is, “zy is the probabilivy of the sequence y of re-
membared histories. given a particular environment (i.e., a

particular sequence of successive events), 2z = (zl""’zT)'

A strategy a 1is a sequence of functions @yseeesChps where
a, = at(§£), thus a is a function from Y to the set A of
action-sequences. (As stated in Section 3.7, the R and
thus a , need not be stochastic). With these generalizing

interpretations, the results of Section 4 apply.

5.2 Effect of memory length on informativeness. Let

p' < p: let inguiry 7' yield rememb~red history
(5.2.1) ;é = (yt-u.""”yt)
whenever inquiry 1 yields remembered history

(5.2.2) ;; = (Yt-u""’yt-u"“"yt)’
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clearly 1! is coarser than 1M . Hence by (4.4.2) 1 is

more informative than Nt .

5.3 Delayed vs. prompt perfect information. Pxompt

perfect and delayed perfect information are defined, respec-
tively by

yt = zt , t=1,...,T

Yé =2 3 t=06 +1,...,T

® is the delay an integer with 0 <& {T . Now, the:e is
a one-to-one correspondence between the set 2 of environ-

the
ments 2 (sequences of successive events) on/one hand, and,

on the other, the set, Z (say) of seguences E'=(Ei,...,zT)

of past histories, z, = (zl,...,zt), of successive events:
for E£+1=(E£’zt+1)‘ Replace Z by Z and redefine B

and T accordingly. Then prompt perfect inquiry, n, say,
is represented by the identity matrix I: but delayed perfect
inguiry is not. Hence % > T' , by (4.3.1). A delay cannot
improve perfect information. But if prompt information is not
perfect, its value can be exceeded by that of delayed (perfect
or inperfect) information. Thus, detailed survey data, even
when 2 years old, may be more valuable (because less "coarse":

see Section 4.4) than those of a less detailed survey made

at the time the action is taken.
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5.4 Perfect information with long vs. short delav

vhen the environment is Markovian. Given the distribu-

tion 7T on the set of environments (sequences of successive
events) we can derive the conditional probability of the event
z, 9given the preceding past history, *)

o, = olz.lz, )
and also the conditional probability of 2z, given 2., ,

P, ® plz lz ).

The environment 2z is said to be Markovian 1if

4 b =
(5.4.1) Py = Py -
Theorem. If 2z is Markovian then a perfect inquiry

with shorter Gelay is mo>re informative than a perfect

inquiry with lorger delay.

Outline of Prnof. ‘e omit the proof of the following

Lemma: If 2z is Markovian and t,< t, < t,

then plz, |z, ,z,_ ) = p(z, |, ).
k3 8T Y 3 %

Now let two perfect inquiries, ne and ne,, be characterized,
resvectively, by

(5.4.2) Yy = 2,9 » YL = 2, _g>
where © < 8' . If 2z is Markovian then by the Lemma,

(5.4.3) p(zt!yt,yé) = n(zt|yt),

or temporarily n»mitting the subscript t  for brevity,

*)

We aBe the same functional symbol! p for various conditicnal
and joint orcbabilities. =»(:{-), p{-.:); no ambiguity arises
af one vays attention to the arguments within the ovarentheses.
END OF FOOTNOTE.
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n(z|ly.y') = o(z]y), that is

B

n{z,y,y'}./ply,¥y") = plz,y)/ply);: hence

)]

o(z,y,y') /p{z,y) o{y,y')/p(y),

p(2,7,¥') /piylz) -pi2) = ply'ly),

plz,y,y') /o(2) = plyl2)-»(y'|y),

ply,y'|z} = p(yl2) -ply'|y):
summing over y and restoring the subscriut £,

plyilzy) = & oty dz) -plyily,) -

Ye

Thus ingquiry ﬂe, can be sbtained from ﬂe by garbling, as
in (4.2.1), Hence: by the Theorem >f Section 4.2, My is more
informative than 1, .

As in the case ® = 0 discussed in Section 5.3 for
all (not necessarily Markovian) environments, the condition
@' < 8 does not imply greater informativeness of ne com-
pared with ﬂe, , 1if ﬂa.,ne, are not perfect inquiries in
the sense of (5.4.1): for then, even if z is Markovian,
(5.4.3) would not follow. So that, again, a shorter delay
can be profitably traded off against greater nrecision.

Furthermore. shorter de’ 1y is not necessarily advan-
tageous if the environment is not Markovian but is, for
example, periodic. Restaurant menus do not vary much as be-
tween Sundays, and also, in Catholic countries, as bhetween

Fridays. And both differ from each other and from the menus

of other days of the week. In a Catholic country, before
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deciding on a Thursday where to eat next Sunday, it iz best
to know next Sunday's menu (8 = 0 , as in Section 5.3); but
the next best is to learn the menu, not o5f naxt Friday

(6= 2 Jdays) but of the vprevious Sunday (6 = 7 days)!

5.5 Obsolescence and impatience. The discount constant

d , as used in Sections 1.6, 1.7, reflects a feature >f the
utility function, sometimes called impatience. It is one reason
vhy delays diminish the value of an inguiry (and, more generally,
of information systems: see end of Section 2.3). Ve se2e now
another reason,which, when it is applicable, may be more povier-

1)

“ul: the obsolescence of the inputs to the decision-making.

5.6 Sermential ingquiries and adantive prcgramming.

The concent at

fully e:tended to include decisions about the observations tn

of a successive action (decision) can be use-

be taken at the next prn.nt of time. Thus

~ 1 -— Y
(5.0.4.) at = (at': ) nt+1':

where aé may be called, succescive action in the ordinary

sence (it encers the benefit function) and "t+1 is "inquiry
"

at time t+l . Both are chosen simultaneously, on the basis

1)Furt:her analysis, using some special classes of environment
distributions 7w and benefit functions B is given in Chacter
7 of Marschak and Radner [in n»ressj.




2. 5.7
2f remembered history, §£ . Sequential samplinu in statistics
is a special case, with aé including among its values the
null-action: ‘'d> nothing that wou.@d directly influence the

benefit, and T inciuding among its values the null-

t+l
inquiry 1 al,; is null, (i.e., crdinary actinn is nost-
poned) and nt+1 is non-null (i.e. further observations arc

taken), till some point T (say) such n1+1 is null (obser-
vations cease) and a; is non-null ("terminal action”). The
more qgeneral case is "earn while you la2arn”.

Inquiring and deciding ovar time, including the gencral,
sequential case just discussed is sometimerc mlled adaptive
programming. This is sometimes described as a sequence of
step-vise revisionsof the probability distribution of the en~
vironment, starting with the prior distribution r and rae-
placing it with posterior distributions, given past histories,
p(2|§£), t =1,... fThis description can lead tc mizappli-
cations, if the researcher estimates each of these successive
distributions by some conventional parameters {(means, variances,
for example). The oparameter actually needed is the opti-
mal action az (say) itself! Also, a misleading distinction
is sometimes made between "stochastic nrogramming” in which
the distribution of z is known, and "adaptive programming”
in which it is gradually learned. But actually, once the

knowledge of the jyrior distribution 7 is admitted the mathe-

matical processes needed to compute the optimal sequence of
actions (includinc inguiries as in (5.6.1)are equivalent.l

Ske Beilmar [1961, Marschak [1963], mMiyasawa [1968] .
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6. QPTIMAL_INQUIRIES

. 6.1 Binary information matrices as an examrle. The
'likelihood .

/ matrix’' T = [nzy
2%x2, so that 2 = (1,2), Y = (1,2) and we can write

] 1is called binary if it is of order

ho = Py
{6.1.1)

My =1 =Ty =9y -

To avoid triviality, we assume the proiabilities w, of the

two eveats to be both positive:

(6.1.2) 0 < T, = 1 -~ ™ <1,

Binary information matrices are wid:ly used in =tatis-
tics. In testing against a null-hypothesjs, the "error
probabilities of first and second kind" are defined as
’11’“22 or their complements. Binary "channel matrices" are
much used in the theory of communication. %o shall louk to
both fields for examples when, later in this section, we com--
pute the maxirmal difference between expected benefit and ex-
pected cost, using sampling costs as wal)l s the cost of a

channel,

6.2 Intormativeness of birary jJnquivies. (Fovr brevity,

we speak of "inquiries" instead of “information matri~ces” even
though we are, in fact, concernad with the stochastic trans-

formation 7N characterizing the whole information processing
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6.2
chain: see Section 2.3). Given the matrix
P 1-o )
(6.2.1) W= =/ ! N, 0<0, <1,i=1,2,
zy 1-p p 1
2 2

there is no loss of generality in mernuting the columns so as
to make

{6.2.2) Py Py, 21.
(The "error nrobabilities of two kinds", usually taken to be
small, would then be denoted by l'pl’l'p?)' Define the twn
likelihood ratios

(6.2.3) X, = pl/(l—pz): A, = 92/(1-p1).

Then under the convention (6.2.2),

(6.2.4) 11 21, 12 21,
. (k) (k) o _ rectivelv. th
and, denoting by DY R ly (y = i,2), respectively, e

likelihoods and likelihood rati»s characterizing the matrix

n(k)

» we have the following

Theorem. (1) 1f l;l)‘z 152)(y = 1,2), then ﬂ(1)>ﬂ(2),

and conversely.
(2) 1f 551{3 952’(y =1,2), then 7P (2,

but the converse is not true.

(1) and the first part of (2) follow from Blackwell's theorem

(Section 4.5 above). For the sec: 1 part cf (2) let

D{1)_{){2)> p{1)9;2)_»{2,p§1)> p;z).pz(l)> 0.

(). (
Then »{!> p{? pur nil< 032 yer 2 {Y 12\ (D5, (2

so that by (1) 11 5 42
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~

then condition €.2.5 is gatisfied. Thus, regardless of

[enalties for errors of first and second kind (i.e., regard-
less of the benefit matrix P : see Section 6.4) it may pay
+5 decrease the err~r probability cf only one kind while in-

creasing that of the cther. (Zee Figure 1).

It is clear that all null-information matrices (Section
3.9) satisfy

(6.2.2)  py¥p, = 1; A = A=1, {(main diagonal in Fig. 1)
while perfect information is characterized by

(6.2.3) P1=Py = 1; 11,12 infinitedpoint(1,1)in Fig.l)

6.3 Symmetric binary information matrices. This is

2 cspecial case of (6.2.1), with
Py TPy =2
say. The convention (6.2.2) becomes
224,
and it follows from the theorem >f the precediny section
that the irf-svmztisn value is non-d2cr-zsing in n:an intui-
. tively obvious result. On Fig. 1, the symmetric matrices
are represented by the line (not drawn) connecting (%,%) and

(1,1).

prowsy
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6.4 Benefit matrix and information value: the case

of two actions. As stated in Section 1.8, no two rows and

no two columns of the matrix B = (Baz] are ideatical: and
any action represented by a dominated row is eliminated.
If after such elimination there remain two rows, i.e. A=(1,2)
“here is no loss of generality in writing

b
1l bz"rz "

/
2/

the r, are often called "regrets" (about not having used

R rz> 0,2=1,2 ;

(6.4.1) Bl |

b,-r

1°r; b

the action a=z , optimal under certainty). This henefit
matrix is, in effect, used in statistics when the two actions
are: '"reject the hypothesis” and "accept it;" the r, are
then penalties for committing an error of first or second
king.

For brevity, write

(6.4.2) qQ; =1-p;, i=12.
With both N and B of order 2x2 the value of information
is, by (3.7.2) , (3.7.5}

V() = V, ()4, (M), vhere

V(M) = max (B,,7,9,48,,m0,, B, T P;+8,57,9,)
VoM = max (B,,m) A, ,7T,D,, By T 4B;,T, P)) :

then by (4.3.1), (6.2.5),(6.2.3),(6.4.1}, the value of perfect

and of null-information are, respectively




nax

<
i

T1B11 4By, =T 4T D,

min

<
]

max (w8 4myB1os TyByy#TyBop) =V —min(myry, TpTy) -

(Note: 1If we considered inquiry costs fixed, the com-
parison between expected utilities (not: beiefits) of inquiries
would not be affected by putting b1=b2=Vmax = 0. This is
usually done in statistics).
The "weighted regrets" vzrz,z=l,2, are by (6.1.2), (6.4.1)
always positive, and we can label the events 2z so that,
without loss generality

wzrz.z LER Y >0.

Then

min max

v =V - T, X

171

[

v(m
by (6.2.2).(¢6.4.2).

ax . -
v - min (vlrl,vlnlql+v2r2q2),

Hence, remembering (6.4.2),

vm:m

m

if r.x +T. X £ LD

1T1P1772%0P;
*_L (M) otherwise;

(6.4.3) V(1) = "2

where L(1), the loss due to imperfection of information, is

(6.4.4) L(m) = erl(l—p1)+ﬂ2r2(l-p2).




Thus all inquiries such that

T T2+ T,Py S ToT,

have the same value as null-information. They constitute a
"useless" indifference set., 1In the (py,p,) -plane, all othex

indifference sets are straight lines parallel to the line
(6.4.5)  T1F1P1*Ta¥oPy = ¥y

which bounds the triangle representing the useless set. See

Figure 2. The information value as a function of (p1’° ) over

the region (6.2.2) is. then, renresented by a horizont?ﬁl plane

and an upward sloning nlane, intersecting along the line (5.4.5).
If T is symmetrical, p;=p,=p2 1, the above results

become:

ymin ifggv2r2/(n1rl+ﬂ2ré)
(6.4.5) v(W) =

max

\' “(wlrl+v2r2)(l-p) otherwise -

Thus, the information value of symmetric binary information
(in the case of two actions), if plotted against the pro-
bability p(> %),consists of a "useless” horizontal segment
till p reaches a certain bound: and is a positively sloped

straight line for larger p . See Figure 3a.
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6.5 The case of more than two actions. If the mmber of actions

exceeds two, the velue of & binary inquiry need not be (piece-wise) linpear
in the protabilities DqysPo5 and the indifference curves, including the
one bounding the "useless" region need not be nneart-{ In fact, the
indifference curves can become strictly concave (quite unlike those of

consurer theory). This can be shown by inserting appropriate numerical

*/ The non-lirearity of indifference curves in the considersd case of
riore than 2 actiors contradicts a staterent of L.J. Savage 71962] who
obtaired parallel straight lines of equal informetion values in the plene
(pl,pz), presumebly for any snwmber of actions. Consider tke following two
objects: 1) an inquiry - = (pl,pe) (i.e., & binary inquiry with
Top® Do)y and 2) a garble, vhich we shell denote by g = (?',7";a),
end which gives you access to incuiries 7' = (pi,p'z) and 7" = (P;_:P;):
vith odds «:(1-c:). Sevage considers, in effect, 1 and ac identi-
cal objects, provided

T13% Py

g

(*) p; = apy + (1-e)pys D, = avp + (1-adp, -
It is trve that, if 7' and ™ heve equal values, then g has the
same velue. TFor a decider in possession of g will respond to observa-
tion y by the actions a; "and a; with respective probabilities ¢

ard l-a; vwhere a; and ay denote the actions appropriate to y vhen

the inquiry is "' or 7", respectively. Hence, for the pcssessor of
8> Observation y has value [in the sense of (3.7.2)]

vy(G) = dvy('ﬁ') + (l-a)Vy("]"), y=12,
Therefore V(g) = '»'l(e) + Ve(g) = :{Vl(?‘z’)wz(“')] + (l-c')[Vl('ﬂ" )+v2(n")]
= oV(N') + (1-¢)V(T"); so that, if V(N') = V{1") =V, say,

then indeed V(g) = V.

If, in addition, condition (¥) would imply that y end 7 are . 'on-
tical objects, then j¢would indeed imply

V(n) = V(g) = 7 = V(') = V(") ,
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eo that the points representing 1, 7', " would 1lie on the same indif-
fererce line. 7 his line would be straight since by (4), (Pl’PQ)
lies on a strajght line between (pi,p;_) ard (p;,p;). Ard all such
lires are parellel since you would, by the same reasoning, be indifferent
beiween gembles such as (0',M*;o) and (N",7%;0)e

However, I don't think that condition (*) makes the objects 1 and
& 1identical, or their values equal. The possessor of 1T will respond
to observation y by same appropriate action e.y (say) which has, in
general, no relation to the actions a; and a; vhich are appropriate
vhen the inquiry is 7' or 1", respectively. There is thercfore no
necessary equality between V(1)) and V(g), and hence none tetween
v(n) =od V(3') and V(7").

ERD OF FOOTNOTE

values into the 3 X 2 bemefit matrix (3 treatments, each witk cancer
present or absent), mentioned in Section Z.k. To permit the use of
calculus consider, instead, a case in vwhich actions constitute a closed
non-;-countable set, 0 sa <1, and the benefit function A{a,z), ncw
written ez(a.) for conveni..ce, is twice differenticble witk respect to
8. As tefore, 2= (1,2). Let Bl(a) increase, and Bz(a) decrease,
in 8. Then & >a' implies ﬂl(a) > Ol(a') end 52(8.) < ea(a'),
hence po action is dominated.

The following example will impose scame further constraints. A
farrer wishes to maxdmize the apount hiarvested. He must decide on how
to allocate his total acreage (=1) between twe crops, the "wet" crop
teing favored by wvet weather (dencted by z = 1), and the "dry" crop
by dry weather (z = 2). The action a 3s the acreage allotted to the
#et crop. Let the harvest from ¢ acres of a given crop when the weather

is or is not favorable to it, be. reepectively, f{c) and g(c). The
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combined harvest of the wet and the dry crop is then

Bl(a) = £(a) + g(1-a) in wet weather

02(8) = £(1-a) + g(a) in dry weather.
It is natural to assume that Bl increases, &nd 82 decreases, ix 3,
80 that no action is dominated, and

a{a) = £'(a) - g'(1-2) > 0; Ry(a) = -r'(1-a) + g'(a) <O .

Finally, if both crops obey the "law of decreasisg marginal returns, "

£'(c) <0, g"(c) <0, then
8)(2) = £'(a) + g"(1-a) < 0; ryla) = £"(1-2) + g"(a) <0

write
(6.5.1) yz(a) = nsz(a), g = 1,2 ;
then, since n, >0,

vi(a) > 0; v (a) <0
(6.5.2) Yz(a) <0, == 1’2 .
This is, in fact, the only additional constraint we neea, to show thet
the information value V() 1is strictly convex (and therefore strictly

quasi-convex); that is, as PysP, VAIY, the second differeniial d2V >0

*
(ard tnerefore the indiffcrence lines sre concave.-'s A sufficient condition

#/ A twice-differentiable and increasing function F(x) of a vector x

15 called strictly concave over its sub-domain X if, in that sub-domain,
4°F < 0;,, clearly such a fun~tion is also strictly gquasi-concave cver X,
i.ees daF < 0 holds, in particular, for al¥ x in X such that dF = 0.
The contour lines of equsl values of a quasi-concave F &re convex: Sce,
€.2.; Arrow and entnoven [1961]. Now, replecing "<" by ">, the defini-
tions of F strictly convex and strictly quasi-convex (with ccntour lires
conceve) are ov.ained.
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for this is:
V.. W
(6.5.3) ./ > 0} W, > 0, L 12‘ >0 F}
11 22 . W ‘
1721 22
vhere (6.5.3') v“ = ‘~2v/api®J .

To evaluate the vy 5

the observation is y is

note that the expected terefit of action & when

o
z Yz(a) 'nzy: Yy =12;

By(a) = Z

the value of the observation y 1is
= = = . + = 1 2 <
Vy = zax B (a) = B(a ) = vy(a )0 o + vp(a )0, v ¥ = 1,2

. d‘By(a) . . .
(6"5’1") Vy = T] = Yl(ay)nl,y + Ya(ay)‘.e’y =0 )

a=8

since by (6-5.2) and with all 'n,zy positive,

a%p (a)
'l

j]a,-.ﬂa
y

"

(6'505) = Yl(ay)'ﬂl’y + Ye(ay)'ﬂz’y <0.

In terns of PysPps ¢nd emphasizing that Vy deperds on ay,

(605'6) vl = ’1(8'1) = Yl(al)pl + Ye(al)(l‘}?a); v2 = va(az) = ‘1'1(32)(1‘1’1)
+ Yo(a,)p,

(6:5.7) V) = Vy(a.) = vjiay)py + valay N1-p,) = 03

-t L ]
"2 = '(82) = ‘{l(aa}(l‘Pl) + Y2(32)92 =0.
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Write ’33,{';’1’1 =84 then differentiating (6.5.6) vith xespect to 2
using (6.5.7)
2 V,/ep; = wq(ai)eii +yy(a) =0+vy,(a,)
E:VJ/’}pi = V';u'a:l €41 - Yi(a,}) =0 - Yi(e',j) ; 143

ard since V=V1+V2,
SV/apy = v5(8y) - vi{asd: 3V/3p, = v, (2] + vu(ay) 5
3V/ap) = v3(8y) - v118505 3V/3p, = ~v5(85) + v,(8,) 5
then by (6.5.3') and
vriting v, (a,) = v;, 5

: 11 = Y1281y - Y1oR21 Y2 = Y53%ho - V2B
(6.5.8) ‘
Vor T - Y;®yy t YooRsy Voo = Y;m®io *t Yooopo S

{1t w111 be confirmed presently that W, = 21). To evaluate the s,

differentiate with respect to p, the equations (6.5%.T}, vhich sre

identities in the =a J:

] 1" “

Wyfopy =0 =Ty cay vy Vo =02V my, - vy
t " -

Wpfap) =0 =V, * 8y - vpp v, Ap, = 0=V, 8, Yo

solve for the & writing for brevity

’
B>

(6.5.9) V:; 21/k <0, 3=12 [ty (6.5.5);

then 8y5= - Eg¥ys 8y = kyyyp 4 £3;
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and by (6.5.8), (6.5.9),
2 2 2. 2.
Y T YnfYigMy oz T Y fqYagie 7V

Vip = Yy Vorky t ViVooko = vy

> 2 = A ] \2
: Wq¥oom ¥ = Kkp(Yia Vo YoV ) > 0

thus establishing condition (€.5,3), -wfficient for V, +V, to te
strictly convex in PysDpe

E mst not be less than the value c¢f null-information whick is
V2 = zex [y, {8) + vp(8)] = vp (%) + v,(e%)
a - - .

vhere

(6.5.10) vy(e®) + vy(a%) = 0,
y;(a*) + y;(a*) <0 vy (6.5.2) .

I. en ipquiry ic usclcss, o4 o= o¥, Then Ty (€45.7)5 {6:5.12)
Py tE, = l. Thus <nc set of usclees inquirlcs coiicidee with that ou

sull-inquirics, rcprescted by the moin diapgenel of the unit-square.

{5ee conlecture i Scoticm 3, aie) .
For & gimple example,let prior weather probebiliiies be =

n, = 1 and let the production functions g,f (for the crop not favored

or fevored, respectively, by weather) de
(6.5.11) g(c) = (3¢ - c2)/8; £{c) = 3g(c); c=2a or l-a.

Then 2:(8) = 2y(e) = da% 0 + %3 Bo(a) = 2v,(a) = e? +% .
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Apply this to (6.5.6), and solve (6.5.7) for the 8,y = 1,2 (optimai

acreages of wet crop), writing q; = 1-p;. Then
e =2, /(p; + a); 8y =3/(q; +2 )
{6.5.12) v+V=2/h(p+ ‘+q2/1+"q +1.)+%.
1 ¥ T2 =P/ HP T Qs T /R T I T
It is easily seen that
1 n
v, + v, = VIR L 578

if and only if py+ I P 1., 7Thus ail useless inquiries are mdl-inquiries,
represented by the dlagcnal pl+ Py = l. All indifference lines in_tl}e

space atove the diagonal are strictly concave since v, + 7,

1 2 in (6.50]2)

is scrictly convex in Py'Ps when pl+ P, > 1.
In the symmetric case, 1.e., With p, =D, =P =1-a2 1, this
example yields

a1=PI aa-"q
Vv +V,= (0" + O+,

so thet, plotted againsl p, the information value V is represented

Ty a strictly convex, rising curve (a parsbola withk a minimm at p = 3).

Se2 Figure 3b.
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6.6. Cnst conditions. So far, we have exolored, at

least for the case of binarv information matrices, the be-
havior of the information vaiue function V(1) which asso-
ciates each T with the maximum expected benefit. If uti-
lity can be represented as the difference between banefit and
information cost, zn ontimal matrix 17 maximizes the differ-
ence between V(1}) and the expectzd information cost, subject
to a constraint on feasible pairs (1,y) of inquiries and
cost functions (Section 3.6),

M,v) e((,v)].
A simple assumption is to associate each 1 with just one
cost function Yz(ﬂ), viz,, the one giving the lowest expected
cost [as in (3./.6}], for a given 17 . In adédition we shall
make yz(n) independent of 2z :

v, M = ym ,

say. Thus, if 1T is obtain=d by a sampling survey of families,
the cost v(N) will depend on the size of the sample needed

to obtain T (i.e., to attain some preassigned error pro-
babilities): but not on the properties of the families --
disregarding, for example, the fact thzt housecholds of certain

types may require seccnd visits.
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Using these simplifying assumptions, and still cocnfining
ourselves to binary information matrices, we shall give two

examples i;llistrating the possible behavicr of the cos- furc-

tions vy(7). An important question is: under what conditions

does the expected utility, as 2 function of 1,

(6.6.1) um = v(m) - v(n)
behave .in such a way that the optimal information matrix is
an "interior solution". If it does not, the optimal binary
information matrix may be the perfect information,

(pl,pz) = (1,1): a case of "large scale econcmics," making
the competitive market equilibrium non-optimal fxcm the pcint
of view of social welfare. Thus when V(1) is quasi-convex,
i.e. the indifference curves are concave, the existenca of
interior solution requircs that the lines of cguzl cost be
also concave, with even larger curvature, This requirement
would mean, in the case of binary svametric matrices, with

p( > %) =xeplacing TN in (6.6.1) i: an obvious manner, that,

(6.6.2) V!'(p) = yY'(p) should imply V"{2)< y"(p).

6.7 Cost linear in channel capacity. The capacity
C = C(pl,pz) of a channeltransmitting one bit per time unit

(see below, Section 7.4 ) is given*) by

c = (p,B,-q,H,) /(q,-p,) ) (pyHy=q,H,) /(G ~,)
T o= + -

where Hi= -(pilogzpi+ qllogzqi), i=1,2.

*)

»

See, e.c. Ash [1965], Theoxem 3.3.3 ,».56) and problem 3.7
{p.304). C is the conventional symbu. .. channel capacity.
In Section 3.2, C was introduced to denote expected inform-
ation cost, which we shall here assume 1linear and increasing
in channel capacity. Apologies to the reader of this mimeo-
graphed paper for this inconsisternce in notations. In this
section, cost and expected cost are both = v(p) .
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C is quasi-convex in ‘Pl’Pz)' The contour lines of equal

capacity are strictly concave for p,+p, > 1 ; all points
on the straight line p,+p, = 1 have equal capacity C = 0:
and maximum capacity is C(1,1) = 1 . See Fig. 4.

Suppose tha: the indifference lines (contour lines of
equal information value) are strictlyc:n .av=2, as in the
"farmex's case" of Section 6.5. Supposc further that the
' cbservations" y = 1,2 are messages ("wet", "dry') received
through a channel vhose inputs are tha “truve" events (viz.
actual future weather), z = 1,2 . And suppose information

Za cptimal

cost increases linearly with channel capacity./ information
sysiem (consisting in this case of the channel and nothing
eise) is an “interior” optimum if the optimal pair (pl,pz)
is such that

not : p1+p2=1, or p3=1, oxr p2=l.
This requires that the contour lines of equal capacity be'more
concave" (i.e. have greater curvature) than the indifference
lines.

In the symmet-ic case, p;= p, = P 1 -g , the channel '
cagacity is

C=1+0p logzp +q log2 aq.

If the channel cost vy(p) (measured irn our farmer's hairvest

bushels or dollars) is increasing linearly in C then the

e oo w ——— St e bt g S ek W < B Nk newe TV T
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axpected utility is
U=V -2 C - const. (r > 0)
U = ~3(1-p) -x[p log,p +(1-p)log,(l-p)} ~-s ,
say. It will depend on the constants r,s, whether condi-

tion {6.6.2) is fulfilled and thus an interiosr solution exists.

6.8 Cos% of inferring sicn of mean of finitc population

froix_sicn_of mean of sample. Suppose 15 random variables

ui(i=1,...,n) are jointly normal, with

1 =
- y = e 4 .
E(ui) 0, n.uiuj) 0 iZ 3 * i.

Define the events 2z and tha "observations" (usuclly callea

"statistics") y by

1{m<n:
thus m is the size of the sample, and n is the size of
tha population. Then (see ~rzmér [1946], p.290) the joint
distribution of z and y is given by
Pr(z=1, y=1)=Pr(z=2, y=2)=1/4 + (arc sin p)/2 7
Pr(z=1, y=2)=°r(z=2, v=1)=1/4 - (2rc sin p)/2 7 ,
where p=/m/n *). Heance 1 1is binary symmetric, with

T]n=Pr(y=l|z=l)='$ +(arc sin /m/n) /7 = Myy=190 > 3 ;

*)See Marschak [1964], equation (35). The example given in
that paper has n stocks in a portfolio and a sample of m

-— T e TRl
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of them . It seems more difficult to think of a finite popu-
laticn (firite number of possible future states of humidity)
in the case of our "farmer." With populaticn infinite the
optimal sample size is convex in nll= » (instead of ex-

hibiting an irnflexion), so that the example would not add
much to that of the preceding Section. END OF FOOTNCTE

m=n sinzv(P-i)
dm/dp = T n sin w(2p-1)

dzm/dp2= 27%n cos m(2p-1; z 0 if p ; 3/4 .

The sample size m is thus an increasing function of p ,
convex for smail (and hence less informative: Section 6.3) ,
values of p , and concave for large:r ones. So is the cost
of information (sampling cost) if we assume it to increase
linearly with m . Therefore a whole range of sufficiently

small values of p (and therefore of m) is non-optimal,

especially if information V(p) is strictly convex in p .




7. ECONOMICS OF COMMUNICATION

7.1 The fidelity cricerion as benefit. 1In the pre~

ceeding three Sections, the benefit f(a,z) depends on the
"action" a in A and the "event" (or l'.ypothesis*) z in
2 . P probability function 7 4is defined on 2 . Event 2
is transformed into "cbservation" y by a proccssing 1 ;
and y 1is transformad into a by a subsequent processing
called strategy (these processings are possibly stochastic).
Now let us interpret, instead, 2z in 2 as a "message
sent”, occurring with probability , - Interpret processing
1 as "communication" (to b.e specified later as a chain:
storing, encoding, transmitting): it transforms message z
into y , the latter to be interpreted as some signals re-

ceived by the decision-maker. An important restriction is

this: the set A of actions a is identical with the set

2 of messages sent. The srategy a ccnsists then in amle

of "decoding" the received signals y , i.e., in prescribing
which element a of 2 (cr vhich conditional distribution
of a) should be associated with a given y .

The early writings on communication theory -- most im-
portantly the pioneering work of Shanncn [1948] - imposed a
further restriction, by assuming equal penalty for all commu-
nication errors, so that "a miss is as bad as a mile." That

is, the benefit function is taken to be simply

0 =
(7.1.1) Bla,2) = _, if a 4 z,

*See second paragraph of Section 3.1

[INT Prapwe)
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i.e., PB{a,z) = 1 minus Kronecker delta. Then the expected

benefit is, by (3.6.3) and (7.1.1)

] Q =‘Pe:

where p_, denotes the "probability of error". For a given
get 2Z (characterized by 1), Pe depends on the pro-
perties of the communication processing 7 and the decoding
strategy a .

However, the egpecial restriction (7.1.1) was abandoned
later, when Shannon [1960] introduced the "fidelity criterion”
(and its negative, the "distortion"), a general real-valved
function of the message sent and the message decoded. This
function is identical with our general benefit function that
maps Z X A into reals; except for the restriction (mentioned
above) that replaces 2Z ¥ A by Z x 2 . A fidelity criter-
ion does, then, assign different penalties (negative benefits)
to different errors of communication and decoding. This idea
has not yet penetrated the bulk of literature, certainly not

*
the textbooks, on communicati.-n theory. )
*)

But see, more recently, Jellinek [19¢3] and Pham-Huu-Tri
[1968]. The- codingy pricedures recommended by
Shannon to maximize exnected fidelity can be made moxe effi-
cient in several respects. E~ND OF FOOTNOTE

7.2 Capacity of noiseless channel. We mentioned in

Section 3.2 that statistical decisiun theory neglects delays
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in processing. Communication theory does not neglect them.
Concepts like the speed of a processing(thruput per time unit),
and the maximum of this svoeed, achievabie with a given pro-
cessing instrument and called its capacity, arise naturally.
As a simple case, imagine 2 noiseless transmission channel.

Its inputs?zgquences of symbol3 such as dots and dashes, or
numerical digits. Let us call them digits. They are the
outputs of the preceding processing link, the encoding, to be
discussed in the next Section, 7.3. The digits are trans-
mitted througn tue channel one by one and received at the
other end with no distortion. 1If the channel is a cable con-
sisting of several wires, several symbols can be transmitted
simultaneously. %e can therefore diminish delays by increasing
the number of wires, which thus wmeasures the channel's capa-
city: the maximu@ number of digits that can be transmitted
per unit of time.

Channel capacity--already in the noiselss case--is
economically significant for two reasons. First, if the inflow
of input digits per time unit exc¢eds the channel capacity,
untransmitted, and therefore useless, inputs wiil pile up in-
cdefinitely, with an obvinus detriment to the exvected benefit.
Second, any further increase of capacity, in excess of the
inflow of inputs, will diminish the delay between input and

output of the channel.

.
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Why delays can diminish expected benefit, is due to
"impatience" (preference for early resu.ts of actions) as
well az to the obsolescence of data--i.e., in our case, of
the channel outputs,-un which the choice of action is based.
This was digcussed in Sections L. and 5.

“hile increased channel capacity thus increases expected
benefit, it will, in general, also require an increase in
cost.

Expected benefit is diminished by delay. But benefit is
not necessarily a linear function of delay. Hence {see
Appendix I) expected utility (difference between exvected
benefit and expected cost) is not monotone in expected delay.
Therefore, it is pnt correct to present the economics of commu-
nication--even in the simplest case of a noiseless channel--
as that of minimizing expected cost for a given expected de-
lay, or expected speed of transmission. Yet, ju.t this seems
to be done, in this or similar contexts, in much ofjgiteratuze,

where, essentially, the problem is nresented as that of deter-

mining an efficient set in the space cf expectations of various

. *
"eriteria." )

*)The clearest formulation of such an efficient set is given
by Wolfowitz [1961],. in the context of optimal coding for a
noisy channel. It seems that the assumption of utility linear
in its criteria is implicit in the discussion of optimal de-
sign in many fields of engineering. See, e.g9. Englic» [1968].
END OF FOOTNOTE
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7,3 Minimum expected length of code word, es the "uncertainty at

source." If only two vozsible messages z (=1 or O, say) can be sent,
each can be encoded as a single binary digit, to be transmitted through
the channel. However, if a time sequence of T such two;valued me 58age8
is to be commicated, less than T digits (and hence less than one
digit per message) will = reeded on the average if one uses "code words"
{bipary sequences) with few digits for the more prote*le and with more
digits for the less probeble secuerce of messages. rux example, if one
uses this principle and if the odds for z taking its two values are
9:1, then, even if the sequences of measages occur indepencently ("have
no rattern"), it is possible to devise codes which will use, on the
average, approximately only .64 or .53 digits jer message when T = 2

or T = 3, respectively. In general, as established by "Shannon's

first theorem," the minimum expected length of the code word decreases

as T increases, and it converges towards the (mever negative) quantity

(7.3.1) - T mlogym, = H(r), =slsc written as H(Z) .
2€2

™ais limit is valid not oniy for the ca:.: of two-valued messages (as in
our vxemple, with H(m) = .47) but for e set Z of any size m. Since
H(m) 1is largest when all the m elements of Z are equiprobatle [so
that every w, = 1/m, and H(n) = m], the name "amount of uncertainty”
{about 2} occasionaliy given tc H(n) is indeed a saggestive one.
Alternatively, one seys that H(m) units of infcrmation are gair -3 if

this uncertainty is removed (by learnirg the actusl value of 3). Indeed

Nty ’3Wﬁmwww‘“”“ gt P
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H(n) has teen proposed as & ":reasurd' of uncerteinty, or of info.m-tion,

. because it is additive in the following sense. Iet m?, n" characterize
two statisiically independent sets Z' and Z'"; that is,the joint occur-
rence % = (2' and 2z") cf given messages from the two sets occurs with

probability

then, by the definition (7.3.1) of the distribution parameter H,
(7.3.2) H(n) = H(a') + H(n") .

Sirilar additivity properties are -derived for certain related distribution
parameters (such as "uncexrtainty removed by transmissicn,” of which more
later). Since K(n) measures the average length of a sequence of bipery

digits, the measurexent unit of "uncertainty” (or its negative, "infor-

mation”) is called, briefly, a bit, following a suggestion of J.W. Tukey.
It is not clear, however, for what economic purpcse ope should neas-
ure uncertainty, or infoamation. Because of the additive property
(7+342) ot the @ stridution yerameter Y, specialists in various fields
(mathematics, ztatistics, psychology) expressed enthusissm: the subtle,
intangidble concept of information has now teccre measurable "in e way
similar to t-at as money is used in everyday life" (Rényi [1966]).

Indexzd a paper currency oill can be measured by the number of dollars it

represente, and thus bythe amount of some useful commodity at a given
price. But it can be also measured (a8 peso and & hundred peso bill

alikz) in square inches of its area. If I use it fer pepering my walls,

the latter not the former measurement s appropriate.
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Somewhat anticipating the subsequent more deiailed discussion,

note that a distributior parameter such as H(w)
cannot alone detexmine the informatlon velue of & system. For H(m)
dercnds only on the daistribution 1, not on the benefit function 8.To
be sure, the specisl assumpiion (7.1.1) of equal pepalty for all comm-
nication errors dces remove variations of the benefit function. This
fact pay have been the source of aisunderstandings about the economic
sigrificance of the mmber of bits gained or.iost, regardless of the
use the decision-maker can meke of them. if a general fidelity cri-
terion (presumatly vefiecting the decision-maker's needc) is introduced,
H(w) foils to determine the informetion value of the system,

What is economically important about H(w) is its meaning as the
lower limit of the expected length of a code word, given the distridbution
r. For, the shorter a code word the less i3, presumably, the time needed
to trepsmit it, digit by digit; and therefore, for reascns Jjust stated

*
ir Section 7.2, the largexr the expected beneﬁt.-‘l

%/ Wolfowitz f1961] vrites that the function H should

"for convenisnce end brevity have a nare. However, we shall draw
po implicit conclusions from i{ts name, and shall use only such
properties of E as we shall explicitly prove. Ir particular,
we shall not erect any philosophical ystems on H as a founda-
tion. One reason for this is that we shall not erect any philo-
sophical systems at all, end shall confine ourselves to the proof
of mathematical theorems,"

namely, theorems on optimel ccding. The present wri‘er, though guided by
economic rather than mathematical interest, iends to agree.

ey
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On the other hand, note that, to bring the expected length of ccde
words down close to its lower limit, H(w), one may have to wait till
& very long sequerce of messeges (g‘_ large) is piled up. The resulting
delay may offesi +ie acceleration due to the shortening of ccde wcrds.

In 24dition, there are storage costs.

We can now refer t» the "four-link" chain (b) of Section 2.2 .
Messages to be sent are stored, encoded, received, and decoded. The
terefit (fidelity criterion) depends on the messeges to be sent and on
the deccded messages; the expected benefit will dspend on the protability
distribution n cheracterizing the source (i.e., the messages to te
sent) and on the Markov maeirices characterizing ccmser -ive processings.
Costs and delsys arise at each processing link, and their distribution
{ard hence expectation) depevds, %00, on w and those Merkov uairices.

We have, however, just remarked that the four-link chain is merely
e part of the total informotion system, in which tenefit depsnis on
events and actione. Events are transformel, by inquiry, intc ovserva-
tions ("data' ). ihege are the pmessages to be sent, the initial Znput
of the ccmmunicatfon systern; and its final /o:ztputﬁe decoded rressages,
are {:ansforved intv actions by applying strategies. Ye have thus added
two links, one at esch end of tte communication chain. It remainz true .
that the probability distribuiion (ard hence the expectatior) of
tenefits, costs, ard delays dep2nis on the initial distribution |
(now sttached to everts, not to messages received) ar? on the successive

lMarkov matrices.

We can also regard & commnication system as a special case of the
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general informztior system; viz., one in which the processing of events

into data snd the processing of deccded messagesd irnte sction are chal-

acterized by idenuity transformatiorns and by zero-costs and zero-delnys.

7.4 Noisy channel: transmission rate and capacity.

To concentrate
on the properties of a qbannel, 4% vill be convenient to reinterpret our
nclational symboisagsin. Jet us now designete channel inputs by 2z in
2, erd 1. outputc by y in ¥, sanalogous to the "events" and "obser-
vations" of Sections 3-5. Channel inputs 2,
message, occur with provbabilities Ty Chernel outputs, y, the digits
received at the chanpel's erd, occur, for a given i,
prcvabilities p(ylz) = 1

nzy)

the digits of the enccded

with conditional

elements of the Markov matrix 7, called

the chanrel matrix. une channel it rnoiseless if 17 is the identity

matrix. The joint pribebility of z and y and the marginal rrobebiltty

of y are, respectively (see footnote to Section 5.4, on notat.ions),

It will be convenient to give a special symbol,

5 ..(an el:ment of the
yz.( D

Markov matrix § = [Syz]) to the posterior probability of z, given Y.
Clearly & deperds on nm and ™

‘g = p(zly) = p(z,¥)/6(y) =

sﬂ"‘, T .
Z 2 uezuw

Ye ray

2all "uncertaiaty atout 2, retained after digit y

a2

B W e et
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was received through the channel", the expression

H(Zly) = - 5 1
(zly) zﬁyz°“yz’

and to ¢all its expectation

(7.4.1) -Z p(y)u(zly) = B(Z}Y)
y

the "uncertainty .etainzd," in L. Breiman's [19607 suggestive language.

It is clear from its d:Tfinition that H(Z|Y) depends only on the prob-
ability distribution m and T, and we want to emphasize this by writing
occasionally

H(Z1Y) = I(y7)

The quantity (never negative)
(T.4e2) R(Z) R B(z|Y) = 1(2,Y) = 1(Y,2)

has teen called "uncertainty removed” or "amount of information transmitted S

Iecause of the symmetry with respect to Z, ¥, which i3 easily shown, it
*
has also been called "muvual 1nfomtion."—-/ Cleerly, it depends on n

#*/ H. Theil [1967], [1968], uses the difference H(Z) - H(Z|Y) to measure,
for example, the discrepancy between the predicted and the actual composi-
tion of £ Ybalance /ahee 'Eﬁe naetional income, or scme other total. Of
course; this measure can be used outside of economics au well; and it is
related to information mainly because the same formula has been used in
the theory of ccumunication as developed by C. Shannon and others. This
explains the difference in content between Theil's studies and those pre-
sented here, in spite cf the similarity of titles.

EnD OF FCOTHOTIE
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and T only,and it will be convenient to write
(7.k.3) B(n) - 3(m7) = K(m7) »

say. Shannon's "generalized first theorem" states that K(m,1) is the
lower limit of the expected numbter of binary digits, needed to identify

(by appropriately decoding the digit sequence received) each digit put

. through the channel. Thus K(m,7) is measured by a number of bits, divided

by the mumber of digits put throuch the chancel.
In Section 7.2, the speed of a channel, v digits per time unit (say)

vas introduced. If we multiply it by K(m,n) bits per digit, we obtain
(T.4.5) v(aigits/time) x K{m,n)(bits/digit) = veK{m,M)(bits/time) ,

a guantity called transmission rate. Soe confusion is present in text-

tooks though certuinly not in engineering practice, by choosing the time
unit so as to wake v = 1 {or convenience, and not stating this very
explicitly. Yet the distinction between "uncertainty removed” and
"uncertainty removed per time unit® is of economic impor-tance. If
(though not only if: see Section T.6 below) transmission causes garbling,
in the formal sense o our Section 4.2, the mmber K(m,n) cf bits per

*
digit decreases .-/ Thus variations of "unccrtainty removed” can affect

*/ Tt is easily seen that, in fact. vhen the channel is noiseless {i.e.,
T is an identity matrix) then J(w,7) = 0, K(mw,n) = H(n). That is,
for given 1w, uncertainty retained is at its pinimm, and uncertainty
removed reaches its maximm, when the channel is noiseless.

R orgad et b i SRS
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expected benefit because of possible gardbling. But another factor
affecting expected benefit is the delay in tramsmission. An accurate
but slow trensmission may have the same value to the user as an inaccurate
but fast one.

By (7.4.5) the transmission rate depends on v, m, and M. If ¥
and 1 are kept constant but mn varies over the set of all probability
vectors of order m, the transnission rate will vary, and its maximm

is called the capacity of the chammel. It depends on v and 17 (and

thus also on m, for 17 is of order m X m). However, in theoretical
discussion v 1is usually rut = 1, making the capacity, denoted by C,

deperd on 7 (and thus m) only. In this notation we have, for any v
max K(m,n)v = C()«v bits per time unit.
m

7.5 Capacity and cost. It can be presumed that the cost of chanrel

incveases with v. It is also usually assured, I think, that channel
cost increases with C(n). This assumption was used in

Section 6.7, vwhnere & formula for C(7) was given for T binary and

v = 1. However, it is not too clear why two chennels with two different
matrices 1, 7' should require equal costs (of comstruction, meinte-
nance and operation) whemever C(7) = C(7'). For example, formula {6.7.1)

yields approximately (see Figure 4)

/.83 a7\ i5 .5'\
C }:.‘ .3 = c H l P
‘\.17 -83; ‘-\.1 0}

The matrix »n the right is exemplified by a ckannel which transmits every

"no" without fault, but transforms a "yes" into a "no" helf of the time:

Lo
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"You will serd me & word {through a very unreliable ressenger) only it
you decide to come." It is not clear why the use of such a chanrel
should equal in cost the use of & Scmewhat more reliable messenger who

mistakes a "yes" for a "no", or conversely, about one time out of six,

8s in the matrix on the left. I suppose data on such cost questions are

at the disposal of the communication industry. As far ss I can see,

theoretical literature does, in effect, regard all channels with equal
capacity as equivalent with Trespect to cost. It answers, for example,
the question: "What is the * <t code for a chanrel with a giver capa-

city?" Yet, the user's €concmic question should te: "What is it for

a chennel with a given cost?"

1.6 Dees informativeness elvays increase with "information trans-
W

mitted?” The ansver is no. Let © be any convex function of a ron-

regative variable., One such function is
(7.6.1) qpo(x) =xlogx, O<xs<1,

since q:;(x) =1n 2/x > 0. f%he following has been proved::/

Theox e IP '(l)= (1) A "(2)_’ r—n(a) 0 infor-
eoren 7 [nzy(l)] an? = [ zy(z)} ere two infor

metion matrices then 7}‘1) > r(a)

D

(7.6.2) 2
A1)

-

(1) (2)
p(y'™’) E(P(ay(l)z) 2;(32)1’(1( ) E(P(By(r‘)z) ’

" ard
;/ gge Blackwell ard Girshiek [1954], part & of Theorem 12.2.2; /DeGroot
\.19 ]'

if and only if, for any convex function

—~an

L %Y ‘;J'u.\&mwwuwm«,m

LN
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vheie, as in Section T.h4, p(y(k)) and § (k) ores respectively, the
y 'z
: marginal probability of y(k) end the posterior prcbability of 2z,

(k).

given y'’; Yboth depend on the distribution n and ‘n(k). Consider

nov the particular convex function ¢, defined in (7.6.1). By tre
defivitions of Section 7.k,

};P(Y) zz: (90(5yz) = J(m~) ,

vherz T = [‘nzy}. It follows from the above theorem tkat

3wy 2 3@y 1 2 5412

corcition
it aiso follows that the converse is not true since the theorem requires /

(7.6.2) to koid for all convex functions and not just for 9o+ It farther
follows, by {T.4.3), that the ccendition

K(ﬂ,‘l‘.(l)) 2 K(m'-}('a))

is necessary but not sufficiexat for 'n(l) t0 be more informative “han
2
(2,

(fidelity criteriaj 8 such that an incres:ie in ¥, the information

This means that there exist distrivutions 1 ard terefit functions

trapsmitted, can be consistent with a decrease iz t:e expected berefit.

7.7 Efficient coding, given a fidelity (bene<it) function. ILet

us contim> with the rotstions of Section T.4e A channel is characterized
by speed v, and ty a Markov matrix 1), which trazsforms chanrel inmputs
z in Z (occurring wvith probebilities nz) into channel ocutputs y
in Y. FKow, the chanrel is a processing link intermediary vetween two

. others. On the ope hand, at its exit, outputs rust te decoded; and, as




Pe Tol5

tefore, we identify, in the contexi of commnication theory, the results
of decodirg (decoded messages) with tevefit-relevant aciions & in A
identify

(vhere the sets A and Z are identical), and, hence,/the deccding
transformation wvith the strategy «. On the other hand, the benefit-
relevant events are not the channel inputs but the messages to be sent.
These are transformed into channel inputs by & processinug calied encoding,
possibly preceded by storing, as indicated in Section 7.3. Keglect
storing for a moment (i.e., assume it to be characterized by identity
{rarsformation, zero costs and zero delays) and denote the messages to
be sent by s in S, and their probability distribution by o. Denote
by w tke speed of inflow of these messages. An encoding Markov
matrix ¢ (possibly noiseless) transforms S inmto Z; and clearly o
and ¢ completely determine the distribution w on Z, To be feasible,
an encoding metrix ¢ is conditiored on some costs and delays, as is
the decoding matrix «o. These costs and delays are presumably increasing
with the length of code words, and also with the mmber of code words
(size of "dictiopary”). The pair (c,z) is called code.

Given o and the tenefit {fidelity) function 8 on A XS, we
can express the expected benefit thus, analogous to (3.6.3):

B_g(Msesa) = s’z?y’ae(a,s)cse“ﬂ,,aya .

If the channel is noiseless, its matrix 1 is an identity metrix, I.
Write

max BOB(I,G’Q) = ﬁoq 2
€

- ————
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vhere the maxdimization on the left side is over all pairs (e,c'). The

notation on the right side is Justified if it is proved that

Bi:x 2 Bo,p(‘n)eyd) for all M,e,o .

In this notation, Shannon's "second theorem"” generalized for the case
of any fidelity cri‘bericnf/ rather than the special ome of (7.1.1), can
be stated thuss

For axy positive k, amd given o, 2, 7, 1ikere exists &

code (e*,a*) such that
B‘O’ﬂ - BOB(T}:S"‘.‘O'*) <k,

provided H(c)ew < C(7})>v .

The left side of the upper inequality becomes the "protebility of error"

P

e in *t.;be.special case when all errors arc aseigned equal penslty as

in (7.1.1). The theorem is then reduced to its criginal formulation.
(In addition, the speeds v and V¥ are often taken to te equal.)
The code suggested by Shannon [1960] to prove the generalized second
thecren is of a perticular form, in two respects:
transforring
(1) the encoding corsists of two steps, first o/ each
message to be sent, 8, intc vhat may bte cslled "appropriate action under
certainty,” e  in A, such that B(as,s) = max 8(a,s); and then
ach
transformi~g each &_ into & channel input, another element of A;
of these two -
(2} the second/stepsis the ssme for any two chanrel matrices

™A with ¢{n) = ¢(nf).

#/ See Shannon [1960], Jellinek 19681, Pham [1968].
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Unless the sequences of messeges are very long, the seperation

into two 3

teps diminishes the expected terefit. For, as to step (1),

imagire S <o consist of ihe followirg four elements.
8y¢ stock will ~all by $10 per share
€,: stock will fall by $1 per share
54t stock will riee by $1 rer share

-~
.
r

.3 stock will rise by $10 per share

Let the elesints of A te

a = gell one share short; a! = buy one share.
Then the terefit function is represented by the following matrix (with
rows for actions, columns for messages to be encoded):

/

10 1 -1 -10
B = .
(-10 <1 1 10
Under
/ certainty, a is appropriate to both s, and s,; and a' ie

appropriate to both 33 and 8o But the loss due to chanr2l noise,

vhen inmput & is sent through the channel, ard output a' is received
(or conversely), is ten times larger i the message to te encoded is
5y (or 8’4) than vhen it is s, {or 33). It would be more efficient
to encode 8, 5), Yy long ("redundant.") sequences of symbols, and
851 83 by shorier ones.

As to step (2), consider the two matrices of Section T.5. They have

equal czpacities but, again, it wald te efficient, in the case of the

right-hand matrix to encode the first, but not the second row with

redundancy; vhile such asymmetry is rot called for by the matrix on
the left.
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Howvever, with or without the perticular restriction presented by
Shannon's dcuble ccding, the code (e¥*,o*) may require,for X small,
long code words and w:iting for long sequences of messages to be sent.
As discussed eariier {Sections T.2, 7.3), long code words cause delays.
Long sequences presuppose storing. Therefore, io reslize a code {¢¥*,a%)
for a small k, it is not possible to neglect (as we have done at the
beginning of this Ssction) the storage of messages that must precede
their encoding. And this introduces additionel delays.

T.?. Demand for ccrmunication links. Tne cost of each processing

link (storing, encoding, transmitting, decoding) wiil depend on the
characteristics of its transformation matrix but it mey also, in geperal,
vary with its inputs, as in Section 1.1. Thus the expected cosi of en-

coding will depend on probebilities O

encoded; the expected cost of transmitiing will d2pend on the Og6gs’

and that of decoding, on the o ¢ sz'p'zy' And similarly with expected

delays. This is simplified if, as in Section 6.6, the cost and delay of

of tie verious messages to te

each processing depends on tbe transformation characterizing it (e,Mc)
but not on the imout; and If the same is essumed of delays, The sum of
costs of the links is then subtracted frcm the expectcd benefit; and the
latter is affecicd by the delays in the several links, especially tecause
of the jinimuticn cf expected benefit, csused by the ovsolescence of actions
(here: decodings), as in Section €.

However, most of the existinz literature lets each link e czoncicied,

with with
not ;/ 1its costs and delays,but / characteristics such as channcl

capacity, length of the code word, and size of the code dictiomvry. A
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question such as tre following is asked:

given the channel capacity, the (expected) word length,
and the code size, how large an expected fidelity can
be achieved?:/

Ansvering such a question would not really provide the set of
communication systems efficient fram the point of view of a given user,
characterized by a fidelity function and & probability disiribution of
ressages to be sent. We remerked in Section 7.5 that two channels with
equal cepacity (and speed) reed not haveegual cost. As to the length
(or more generally, the expected length) of code words, it is due to
delays; and these influence expected utility to the user, not by treing
added to costs bul through a complicated effect on expected beneilt,
especially vy making decisions obsolete, &s we have just remarked.
Expected utility cannot be decomposed additively into expected tenefit,
channel capacity end (expected) word length; that is, utility is not
lirear in these quantities. {Similar conriderations would apply to the
size of code). Yet without such additivity answers to a guesiion like
the ore just formulated would not provide the sei effi:lent from a given
user's point of view (see Apperdix I).

In a sense, the set of non:doninated quadrupics (exzpected fidelity,

chanrel capacity, expected word length, code size) 1s the result of a

but

%/ This is the formulation given by Wolfowitz [1961],/generalized in two
Tespects: by intrcducing a general fidelity critexion instead of an
equal pepalty for all errors; and by permitting the ccde words to vary -
in length, thus presumably increasing coding efficiency. I must acknow-
ledge a great debt to Wolfowitz's clear presentation of the econcmic
problem.
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crude "averaging" over all users. Delays, being undesirable for all
users, ere replaced by what emounts to an additive cost, as a make-do.
This gives a rougn guidence to the supplier of .he commmunication links
in estimating the demand for them. The remand of the individual user
(1f he 1s "rationel") is ratner different, and hence that crude averege

cannot represent the aggregete demard.
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G. MARKET FOR INFORMATION
e —— 4

8.1 Demand for systems and subt-systems. Return nov to the general

outline of pwrposive processing chains (and networks, for that metier)
that we gave in Sections 1 und 2, with especial regard to informastion
systems, The irdividual user (meta-decider) can achieve a given sequence
of transformations only &t certain costs and with certain delays (ox,
more generally, a certain probability distribution of costs and deleys).
Subject to these constraints, he should maximize the expected benefit
simultaneously with respect to all of the transformations., Just lile

an id2al plant designer decides simultaneously about the size and com-
position of the personnel as well as of the macnine park, the warehouses
and the transportation facilities! This 48, o: course, hardly ever
achieved in reality:/ The humb’-r meta-decider makes his choices sepe- .
rately for eacn of several sub-systems; tnis is what the term "sub-
optimization" is cfier intended to mean, I believe. Hopefully, he
partitions the total syster in such & way that the complementarity
tetween sub-systems (with regard to expected benelit) is small.

The failure to maximize over all system compcnerts simmltanecusly
is Jjust ore of many allowances for "lacl of rationality” that rust dbe
rade before we claim a modicum of descriptive velidity to the result
of aggregating the derards of individual users intc the total demand for

system components of various kinds, given the consitraints.

*/ For an attempt to deal more formally with the limitations of the meta-
ecider ("organizer”) see Merschak ard Kadner lin pressl, Chapter 9.

Al

YRR E o

B BV WA AU 00




N TR T TR Dbl T MvearTeE Tewet V- == A B .
r'w—-m,—. TPy w—— L Ly

pe 0.2

§_._:_3_ The supply side. The "demand side” of the marict, the relation

associating the ret of constraints with the eet of demands, depends on

the bdenefit functions 9 and the provebility dietridutions n char-
acterizing individual users. The "supply side" is the relation between :-..-
constraints axﬂ;’l:qrplies, and depends on the "production conditions"

("technology") cheracterizing each supplier. As ususl, the economist

is almest completely ignorant of technolegy.

P L S PN

Jet me conclude just with tnree, ratner casual, remar.s on these
production conditions. It is superfluous to remind the economist tuat
the market 1s supposed to eque’ize demend and sunply, and the demand and
supply constraints.

6.3 Standardization. In many cases, it does not pay to vroduce

"on order.” Mess production may te cheaper. This may explain why our

Sunday newspaper is so bulky (it gives all things %o all subscriters),

and vhy our telepaones bave such a high fidelity. The individual user
is "forced” to purcahase information services which, for him, would te

wasteful if they were not so cheap.

8.4 Packeging. In our scheme, inquiry wes presented as a compcrent

separate from storing the deta, encoding as separate from transuission,

- e M

etc, Tre producer of automata end control mechanisms may find it cheaper

to produce <hem jointly, in fixed “"packages.” This, again, imposes con-

straints on the user, similar to those of standardization.
Siandardization and packaging are, of course, not peculiar to the

g production of informeation services erd are present in other markets. I

e s 4

would te grateful for references, especially to writirgs of & more forral

kind.
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?_3_._5_ Man vs. mechire, The competition between machines ard human

. nerves (not muscles) is much discussed today. Scme symbol-manipu-
lating services consist in Any-to-one mepping, variously called “sorting”
and "pattern-recognitiocn."” Enceding and decoding are of this nature,
but not the (gererally noisy) transmission. To be sure, we have, in

encoding and decoding
Section T, charac'berized_/'by Mari:ov matrices, thus alloving for "randopdzed
codes,” BSuch ccdes nave teen used for the convenience of matlheratical
rroofs. But, as in any one-person gare, thnere exists an optimal non-
randonized choice. Except to allow for (non-rstional) error-making
encoders and decoders, we may as well consider these activities as meny-

to-ore mappings. In perticular, let us consider tne "double encoding”

proposed by Shannon 719607 and referred to ir our Section 7.7. We can

iragire the encoder to pertition a set of visible or audible stimuli,
including verbel sentences, into equivelence clesses, variously called
"patterns” and "reanings." These are translated, in turn, into the
lenguage of chanrel imputs and outputs, and then decoded back into
"patterns” or "reanings.” As a special case, we ray be little concerned
with transmission noise -- rewspaper misprints or slips of the tongue.

With the channel assured noiseless the ire{ficiency of double encoding

is removed. The problem of trhe test code repains: vwhat is the best :
way to make the rece'ver (a listerer or reacer, for example) to “"under- %
stand" tne serder (& lecturer or writer)? Tre serder must encode into 7
e well-chosen set of patterns, (an "effective styl." of speech, or writing,
for example) » such thai the receiver would be able tn recognize tnem,

and respond to trem by verefit-meximizing actions.
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We are told by psycholinguists -- e.g., Miller (1967) -~ that man's
effectiveness as & chnar :1 (and also as & storage facility) is poor
compared with inanimate equipment such as telephones (end record tapes).
But his coding ability seems superb in many cases. It is variously

called "insight,” "Jjudgment," "ability to recognize & Gestelt (pattern)”...

-

- ————




APPENDIX I: Requirement of Cowmensurable Criteria.

In the text, utility was defined on =ach pair "event,

action.” It issometimes useful tc introduce an additional

concept-~the result, r (also called consequence) of the

given pair "event, action", and to define utility as a func-

tion of the result. The result need not be numerical. For

example, the result's values can be "getting cured: dying:;
continuing in ill health." vhen the result is a numerical
vector, and utility is monotone increasing in each of ics

-Q
components, we call each component a (desirable) criterion. )

* 3
)In fact, a suggestion has been made to replace the commodity
space of usual economic theory by a space of criteria that mav

"explain" the consumers' preferences: e.g., a car becomes a

bundle of criteria such as speed, mileage per gallon of fuel,
etc. See Lancaster [1966]. END OF FOOTNOTE

Thus .
action = a ; event = 2 ;

[

result r = (rl,...,rn), with every r; numerical:

= pi(a,z) (i-th "result function"):
utility u = v(rl,...,rn);
v(rl,..o’rn)> v(ri)o!.’rr‘l) if

1 1 1 1
r or! for some i , r.2x! for all .

Consider a case when n =1 : suppose, e€.9., the decision-

maker maximizes the expected utility of money profit. The

unique component cof the criterion vector is then a dollar

amount. It is well known that, in this case, expected utility

W i hriage s ko AR B 0y
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is not necessarily monotone in expected mcney profit (inde~
pendently of some other parameters of the distribution of
mouey profit such as variance) unless utility is linear in
noney.

Before we generalize 3 the case of i components,
note, as an example, that the pair "minus cost, numerical
benefit" constitutes a vector consisting of two criteriez. (n
Section 7.8 the fellowing criteria, used in communication
theory, were listed: fidelity criterion:; length of code wor:
size of code; capacity of channel (provided of course that
the last three numbers be replaced by their negatives).

Given the distribution w7 of events 2z , the action a will
result in some joint distribution of EyseeesTy s to be denot.:d
by

a
T (rl,...,rn).

Consequently, action a will yield expected utility

a
(A.1) Ea(u) = = v(rl,...,rn) L (rl,...,rn) .
rl.t.rn

Given the action a , and thus the jcint distribution Wa R

the marginal probability distribution of a particular criter-

ion, for example of £ will be denoted by

-

a a,
T (r,}= D! T {Eyyeeer, )
1l 1l n
r ...r
2 n

T IR Y,
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no ambiguity results from using the same symbnl--<here ™ -
for two different functions, made distincuishable by tneir

different arguments, in parentheses.

Then the expected value of r; given action a , is

- a
(A.2) Ea(ri) = E £, w (ri) .
i

The vector of expected criterion values will be denotedby

[E,] = [E,(r;),...,E (x)].
Given two actions a and b , we say, as usual, that [Ea]
dominates [Eb] , and write [Ea] dom [Eb] s Aif

Ea(ri)-z Eb(ri) , all 1

Ea(ri) > Eb(ri) , some i .,

then
e shall/also say that actiocn a dominates b with resnect

to criterion eimectations.

Suppose that

Ea(u) > Eb(u) whenever
(A.3)

[E,] dom [E,] .
Clearly this is equivalent to saying that expected utility
Ea(u) is a monctone increasing function of the expected
criterion values Ea(rl),...,Ea(rn) . If this is the case

then, and only then, the feasible action a* (say) that maxi-~

. . BT
P P B T 8 L

mizas each of the Ba(ri) will also maximize Ea(u) .
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Suppose the utility function v 1is not known:; but condi-
. tion {(A.3), or, equivalently, the monotonicity of Ea(u)

with respect to the criterion expectations Ea(tl)”“’Ea(rn)

is known to hold. Then, while it is not possible to determine
an optimal action one can at least eliminate ail actions tha”
are dominated by some feasible action. The remaining subset

of feasible actions will be then, as usual, called thz efiicie- .
set.

Consider now the case

u=vr) = r, + X, 4+ oot rn :

2
‘ then by (A.1),

_ - a a Y -
) Ea(u) = ; Lr r.w (rl,...,rn)+...+ ) Zr T (rl,..pgl
1... n 1..‘ n
then by {A.2)
E_(u) = A z wa(r J+.oe+ = x ﬂa(r )
a - . ! 177 " n n
ry r

Ea(r1)+...+ Ea(rn) s

an obvious result ("Expectation of sum = sum of expectatiors "

Theorem. Expected utility is monotone in expected criterion

values if and only if utility is .linear in the criteria.

b Ve shall now prove

Clearly, the conclusion of this theorem ("the expected utility

is monotone in expected criterion values"”) could be reglaced

D v

by the following equivalent propositions:




p. A5
(i) "If action a dominates action b with respect
to expected criterion values then a is pre-

ferred to b ":

.

(ii) "The efficient set consists of all those feasible
actions which are not dominated, with respect to
expected criterion values, by any feasible action.”

(ii)

'An action that maximizes, over the set of feasible

actions, the expected value of each criterion, is
optimal.”

By substituting any of these three sentences for the conclu-

sion of the Theorem, we obtain three theorems equivalent to it.

The "if" part of Theorem is obvious since a sum is a

monotone increasing func. .on of its components. It is un-

fortunate that the "orly if" part is alsc true. For it

follows that unless it is known that utility is additive the

computation of expected crirerion values luses much of its

L usefulness: an action b dominated by some other action a

with respect to the expected criteria may still be preferakle
to & , and may indeed by optimal, unless of course some
further conditions are known to exist [e.g., distributions

wa(r), nb(r),... yielded by all feasibiz actions are known to

belong to some special class-Gaussian, for examgle].
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n. A.6
I shall now give & proof (suggested orally by Roy Radnex)
of the "only if" part of the above Theorem. Consider three

vectors

~
L]

(r:,.-o’rg) b ]

r' (ri,...,r;x) FY

r= (;1’...’;11) ’
where T; = arj + (l-a)r} (all i), and 0 <a <1, rhat

is, r 1is a convex corbination of r°

T is represented by a point on a straight line between r°
and r'). Let two actions, a and )b , result, respectively,

in the following two joint distributions:

wa(r)

wb(r)

A, o (o] a
v (rloovc,rn) = a, T (Ii,...,r;‘) = l-a H

0

wh(rl,...,rn) =1,

Then for every i=l,...,ua ,

o)

Ea(ri) = Qr. +(1-a)ri »

™

B (r,) = 1??1 = arg + (l~a)x} = Ea(ri) .

Hence Eb(ri) = Ea(ri), all i .
Cn the other hand,

Ea(u) =a v(r°) + {(l-a) v(r!')

B (u) = v(a r + (1-a) r').

and r' (gecmetrically,

TEITIRIAND L.

T w
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p. A.7
Suppose expected utility of any action is monotone in the
expected criterion values (resulting from that action). Then,

since Eb(ri; = Ea(ri) for all i, we nust have

Ea(u) = Eb(u)’

a v(r®) + (1-a) v(r!) = via r°

+ (l-a)rx?).
This is possible only if the function v on the space of
vectors r is linear, i.e., if there exist wi(i=o,l,...,n)

such that
n

-

is then often said that the criteriaae "commensurable"
(among each other and with utility itself). A most common
case is to convert them in dollars, under the (sometimes tacit)

assumption that utility is linear in dollars.
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Regions with shaded boundaries are:

R: consisting of inquiries more informative than ",

Rn consisting of inquiries less informative then 17 .

FIGURE 1. Informativeness of hipary inquiries.
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Given the decider's characteristics rys Tpr Ty Tpo the region
with shaded boundaries is
SO consisting of useless inquiries.
The remaining Region of the half-square above the main diagonal
consists of useful i.quiries. It contains indifference lines, ?
all parallel.
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FIGURE 2. Velues of binary inquiries in
the case of 2 actions. .
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Space of binary chamnel matrices.
Loci of equal chamnel capacity at unit speeds C = 0, .3, 1.0 .

The upward sicping balf-diagonal consists cf all binary symmetric
channel matrices.
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ABSTRACT
-continued-

users will depend on the joint supply conditions for the various
system components. It will thus depend, for example, on the cost
economies due to the "packaging” of severazl components, to
standardization and large-sca.e production. This opens up the
question whether social interest is best served by a competitive
market in informatiun processing equipment and services, human as
well as inanimate.

For simplicity, we have assumed that utility (the quantity whose
expected value is maximized by the user) is the difference be-
tween costs and benefits. The current literature or communication
assumes implicitly that other choice criteria (such -« the length
of a code word) are additive, and that channels with equal capa-
city are equally costly. These assumptions may need to be gquali-
fied, by studying channel costs and the economic effects of
cormunication delays.
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An information system is a chain (or, more generally, a network) of
symbol-processing components, each characterized by costs and deiays,
and by the probabilities of its outputs, givan an input. In recent
times, statisticians, engineers, and even phiilosophers have all shown
increasing tendency to accept the economist's way of comparing inform-
ation systems according to their average costs and benefits,--the formej
depending, in part, on the delays between the events inquired about and
the actions decided upon.

Statisticians have concentratad on the economic choice of only these
two, the initial and the terminal components of the system: "inquiry"
and "decision rule". And they have tended to neglect the processing de-
ldys arising in these as well as in the intermediate components of a
system. Engineers, on the other hand, have concentrated on the inter-
mediate components that form the "communication sub-chain": "memor-
izing", "encoding", "transmitting", "decoding". And they have been
concerned with the processing delays that depend on the average number
of code symbols needed (and thus on the "entropy" to be removed by

. communication) .

The economically minded user must consider the several system com-
ponents jointly; and it turns out that, in certain important cases,
the average difference between the benefit and cost to a usel 1S maxi-

mized by large-scale demand. Moreover, the aggregate demand of all
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