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ON A CLASS OF STOCHASTIC PURSUIT-EVASION GAMES 

by 

W.W. Willman 

Division of Engineering and Applied Physics 

Harvard University Cambridge, Massachusetts 

ABSTRACT 

This report continues the investigation of a class of stochastic 

differential games introduced in an earlier report by Willman [ 1] . 

Iterative algorithms for computing numerical solutions to games of 

this type are discussed. It is shown by numerical example that there 

exist multistage games analogous to this type of differential game for 

which minimax solutions do indeed exist. Several candidates for quasi­

optimal strategies are presented which are simple to compute and easy 

to implement compared to the minimax strategies. A criterion is 

developed for evaluating the performance of non-optimal strategies. 

The performances of these quasi-optimal strategies are evaluated in 

terms of this criterion for a numerical example (an interception 

problem involving two second-order systems). 
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1. INTRODUCTION 

This report is meant to be a continuation of an earlier report by 

this author [ 1] . The main subject of that earlier report is the 

stochastic differential game described by the following state vector 

transition equation: 

x=Gu-Gv+e P e "', (1: 1) 

where u is the control vector chosen by one player (called the pursuer) 

and v is the control vector chosen by the other player· (called the 

evader). The players have a common prior probability distribution on 

the initial state which is Normal (x
0

, P 
0
), and receive the following 

measurements: 

z =Hx+w 
p p p 

(pursuer's measurements) (1:2) 

and 

z =Hx+w e e e (evader's measurements). (1:3) 

r -! -J l-~- is a zero-mean Gaussian white noise process with spectral 

density parameter r
~ -~ _o_ J -~ 
0 1 R 1 0 

I p I 

--L--.J--

L 
'1 , O , R 

I I e 

The criterion which the 

1 pursuer wishes to minimize and the evader wishes to maximize is 
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(1:-!) 

Pursuit and evasion strategies are sought to minimaximize thl' value of 

this criterion, making this a zero-sum game. 

· Some results are obtained there relating the solution of this 

game to that of the so-called "corresponding deterministic game." 

This corresponding deterministic game is described by the equations: 

x=Gu-Gv p e (transition equation) (1: 5) 

( criterion) ( 1: 6) 

where both players can measure the state x exactly. 

The solution to the corresponding deterministic game has been 

obtained by Ho, Bryson, and Baron [2}: 

u = -B-lGT Sx 
p 

V = -c- 10T Sx 
e 

(pursuer's strategy) 

(evader's strategy) 

) where the matrix S(t) is defined by the differential equation 

(1:7) 

(1: 8) 

(1:9) 

Two f~rms of the minimax strategies for the stochastic game are 

derived in Willman [1}. In one form, these strategies are expressed 

directly as linear functionals of the available measurements: 

- t 
u(t) = -B- 1(t)GT(t)lAP(t) x

0 
+ f A (t, r)z (r)dr] 

p O p p 
·o: 10> 

and 

(1:11) 
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Another form of these same minimax strategies is derived by utilizing 

the fact that the mean minimax sample path of this stochastic game 

coincides with the minimax path of the corresponding deterministic 

game (the so-called "certainty-coincidence property"). The minimax 

strategies are expressed in this alternate form, called Realization III, 

as the certainty-equivalent minimax strategies plus error terms which 

are zero on the mean sample path. 

The stochastic differential game is solved (in terms of a set of 

implicit equations) in Willman [ 1] by considering it as the limiting form 

of a sequence of approximating multistage games. First, the solution 

to the analogous multistage game is characterized in terms of a compli­

cated set of implicit difference equations. Then a sequence of multi­

stage games of this type is considered, all of which arise from making 

successively fine time-discretizations of the differential game. A set 

of implicit integro-diff erential equations characterizing the solution to 

this differential game is then obtained formally by taking the limiting 

form of the equations for the multistage game sequence as the discreti­

zation interval becomes infinitesimal. 

t I ii 
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2. COl\tPUTAT\ONA I. Ct )NSllll-:H :\ l'\l lN~ 

The solution in Willman [1) for the stochastic differential game 

was given in terms of a solution to the primary and subsidiary systems 

of implicit equations derived there. For the purpose of discussing the 

properties of such game solutions, it was assumed that a solution to 

these equation systems had been obtained. The questions of the 

existence and computation of such solutions to these implicit equations 

will be investigated in this section. As in the derivation of the game 

solution, this investigation will proceed by first considering the analo­

gous multistage game and then treating the differential game as a 

limiting case of a sequence of multistage games. 

A. The Multistage Game 

The multistage analogue of the generic differential game 

considered here is examined in detail in Appendix A of Willman [1]. 

Restating the problem here for convenience, this multistage pursuit­

evasion game is described by the equations 

x(i+l) = x(i) + Gp(i)u(i) - Ge(i)v(i) + ,(i) 

' 

[ 
N-1 ] 

J = ~ t xT(N) Sfx(N) + ~ ( uT(i)B(i)u(i)-vT(i)C(i)~(i)) 
~o . . 

zp(i) = Hp(i)x(i) + ·wp(i) 

ze(i) = He(i)x(i) + we(i) 

1\ ., ' 

,I' 
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~(i) 

w-<1> p . are independent Normal 
w -(i) 

e 

0 

0 

0 

I 
Q(i) I Q I Q 
- - - - - - - - - -

0 1 R (i) 
1 0 

---'-E-~---
o 1 0 1 R ( i) 

I e 

The common prior is independent of the noises and 

is Normal (x , P ). 
0 0 

To briefly summarize the results of Appendix A of Willman [ 1] , 

it is shown that if the pursuer uses a strategy of the form 

* * i * U : u(i) = -a (i) - L A (i, j)zp(j), 
p j=O p 

i=O, ... ,N-1, 

then the evasion strategy that maximizes against it, if such a strategy 

exists, is 
i 

V': v(i) = a' (i) + L A' (i, j)z (j), e . 
0 

e e 
J= 

i=O, ... ,N-1, 

where the A'(i,j)'s and the a'(i)'s are obtained from the A>-'((i,j)'s and e e p 
* the ap(i)'s by solving a stochastic optimal control problem. This 

dependence is expressed schematically as 

A' = f (A*> e e p 

and 

Analogously, it is also shown that if the evader uses the generic 

strategy 
i 

v*: v(i)· = a:(i) + L A:(i, j)ze(j), 
j=O 

i=O, ... ,N-1, 

(2: 1) 

( 2: 2) 

then the pursuit strategy that minimizes against it, if such exists, is 

i 
U': u(i) = -a~(i) - -~ A~(i, j)zp(j), i = 0, ... , N - 1, 

J=O 

I 
! I . 
I 

I I 
I 

' 
1 
I 

. ,I 

I I 
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where 

and 

* >:C 
a' = g (A a ) . p p e' e 

(2:3) 

(2:4) 

Moreover, any evasion strategy satisfying the conditions (2: 1) and (2: 2) 

which also satisfies a certain convexity condition is shown to be optimal 

* for the evader against the pursuit strategy U. . Likewise, any pursuit 

strategy satisfying (2:3), (2:4), and the corresponding· convexity con­

* dition minimizes against the evasion strategy V . 

These results suggest the following kind of iterative procedure for 

determining a solution to this kind of game: 

* * * * . (i) Guess the values of ap(i), Ap(i, j), ae(i), and Ae(i' J) for 

i = 0, ... , N-1; j = 0, ... , i. 

(ii) Use the relations (2:1) - (2:4) to determine the values of 

a~(i), A~(i, j), a~(i), and A~(i, j). 

(iii) Repeat from step (i) with the values of a~(i), A~(i, j), a~(i), 

* * * * and A~(i, j) substituted for ap(i), Ap(i, j), ae(i), and Ae(i, j), 

respectively. 

If it happens that the values being substituted in step (iii) on any 

iteration are all equal to the values that they are replacing, then these 

values satisfy the relations (2: 1) - (2:4) by construction. That is, the , 

convergence of this algorithm implies that it has converged at values of 

a~, A~, a~, and A~ such that U' and V' are minimax· pursuit and . 

evasion strategies, provided that these values also satisfy the convexity 

conditions. These convexity conditions should be checked after the 
'' 

application of this algorithm, if it converges, to verify that the values 

. ' 

" 
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to which it has converged is indeed a dolution. 

Notice that from a conceptual point of view this algorithm can be 

interpreted as the following procedure: 

(i) Guess an initial pair of pursuit and evasion strategies 
,:c * 

U and V . 

(ii) Calculate the pursuit strategy U' that minimizes against 

* * V , and the evasion strategy V' that maximizes against U 

( iii) 
>!: ~:: 

Repeat from step (i) with U' and V' replacing U and V . 

The steps here correspond to those listed in the preceding algorithm. 

This interpretation of the algorithm as a series of alternate opti­

mizations will be useful at a later time when the extension of this 

algorithm to the differential game is discussed. 

So far, ,this algorithm has only been presented in a vague outline 

form. Although there is no intention of examining all the details here, 

it is instructive to descend at least one level toward greater explicit­

ness in order _to appreciate the computational requirements of step (ii' . 

It is apparent from the description of this step (ii) that its imple­

mentation requires the manipulation of several equation schemes from 

Appendix A of Willman [ 1]. These equation schemes involve some 

jntermediate variables, which are either "enlarged" matrices or 

''enlarged" vectors. These intermediate variables are, for i = 0, ... , N 

and j = O, ... ,i: 

__ :....:..__..__ 

I 
I 

I 
I ' 

j 
( 

'. 

l 
I 

i ' 
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e 
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(n+r)(N+l) vectors 

(n+q)(N+l) vectors 

(n+r) (N+l) x(n+r) (N+l) matrices 

(n+q) (N+l) x(n+q) (N+l) matrices 

(n+r) (N+l) xq matrices 

(n+q) (N+l) xr matrices 

where N is the number of stages in the game, n is the _dimension of 

the state variable x, and r and q are the respective dimensions of 

the evader's and pursuer's measurement vectors ze and zp. 

With these intermediate variables in mind, it is possible to sub­

divide step (ii) of the preceding algorithm outline into a number of 

smaller steps. A flow diagram is shown in Figure 2-1 for the compu­

tation of the new values of the A I s and a 's. The procedure for e e 

computing successive values of the A 1s and a 's is entirely analogous. p p 

Basically, each of the two parts of this implementation consists of a 

backward sweep followed by a forward sweep. The dominating storage 

requirement in this implementation is that of storing all N of the "S" 

matrices generated in the first backward sweep. From the manner in 

which the equation schemes generating the "S" matrices originate, it 

is well known that they are symmetric. Tl. is means that this algorithm 

requires the ability to store approximately ~ (n+m) 2N3 numbers 

., , 
' ,, 

' . 

,, 

~-. I . 
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Recursively compute S (i) backward 
e 

from i • N. Store all these values. 

,, 

Using the stored values of S
8
(i), I 

recursively compute P (i), K (i,j), e e 

and A (i,j); j • O, ••• ,i; foreward 
e 

from i • O. Store all A (i,j), but 
- e 

only current values of P (i) and 
e 

K (i,j). 
e 

, 
Using the stored values of S (i), 

e 

recursively compute y (i) backward 
e 

from i • N. Store these values. 

Using the stored values of Se(i) and 

y (i), recursively compute 6 (i) and 
e • 

a (i) foreward from i • O. Store e 

the a•(i). 

FIG. 2-1 MULTISTAGE GAME ALGORITHM 

·-- · 

PART I 

I ' 

PART II . ' 
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simultaneously, where m = max(q,r). Since each computation 

mPntiotwd in t.h(' (H'l'l'<'d ing implPtnPntat ion involvPR "rnlargrd" vt•ctot·~ 
., 

and mat.t'icl'H, who:-;t• dinwnHio11s , ·;11•~· 1·t•:-;1w,·I i\'1•l ., · :,:, N :111d N • . tlw 

amount of processing required also becomes very large as N (the 

number of stages) increases, although the extent of this requirement is 

hard to estimate without examining this algorithm in great detail. It is 

encouraging to note, however, that the only matrix inversions involved 

in these calculations are applied to matrices of dimension n or less. 

A point of some minor interest is that the values of the A's can 

be computed independently of the a' s with this type of algorithm, as is 

indicated by equations (2:1) - (2:4). This is important because the 

convexity conditions, which should be verified if the algorithm con­

verges to a result, depend on the A's but not on the a's. If these 

conditions are satisfied, then the corresponding a's can be obtained 

-later, using the previously calculated values of the A's. In fact, if x
0

, 

the initial estimate of the initial state, is zero, then it follows by 

inspection that a solution is obtained by taking all of the a' s, -y' s, and 

6's to be zero. 

B. An Illustrative Example 

Since an effective procedure is known for determining whether or 

not a strategy pair produced hy the above algorithm is actually a 

solution to the game, the question that aris~s next is whether the 

algorithm ever converges, and if so, under what circumstances. The 

only answers to these questions available at the present time are based 

on numerical evidence from the following two-stage scalar example. 

,,, 

't 
' ,, , 
.! 

. ! 
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This evidence indicates, to the extent that any numerical evidence can 

indicate, that this algorithm does indeed converge under a fairly wide 

range of circumstances and that solutions to the game exist under 

these circumstances. This last point is reassuring because it means 

that the theory presented here is not occurring in a vacuum. 

Example 

(transition equation) 

. - 1 

J : t l x~ + i~O ( bu~ - cv~)l b, c > 0 (criterion) 

z . = x. + w . 
pl 1 pl 

z . = x. + w . 
e1 1 e1 

prior on x
0 

is Normal (0, 1) 

(pursuer's measurements) 

(evader's measurements) 

[:::] are independent Normal([ :]t :1) and independent of the prior, 

The reason a two-stage example is chosen is that this is the minimum 

number of stages for which the interesting features of these stochastic 

games become apparent. The one-stage example solved in Willman [ 1) 

i., misleadingly simple: the implicit equations could be solved explici tJ.y 

by substitution and the estimation problem was independent of the control 

problem. Neither of these features is present in this example. 

In this example the quantities b and c can be interpreted as 

indicators of the pursuer's and evader's energy capabilities, 

respectively. As b increases, the restriction on the pursuer's energy 

II 

I 

I 
I 

i 
I I 

I , 

I 

• 
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expenditure is greater, and hence his capability is lowered, and 

likewise for the evader. The quantities q and r, however, represent 

i11formation capabilities. As q increases, the pursuer's measure­

ments become less reliable and his information capability decreases. 

Similarly, an increase in r represents a decrease in the evader's 

information capability. 

It can be shown that in the corresponding deterministic open-loop 

game (in which the players receive no measurements) a minimax 

solution exists if and only if c '.i?:- 2. If this inequality is not satisfied, 

the evader can make J arbitrarily large, or "escape." In the corre­

sponding deterministic closed-loop game (perfect measurements), on 

the other hand, the conditions under which a solution exists are c '.i?:- 1 

and C :;?!- o!~). 'The first of these inequalities is a less stringent 

version of the existence condition for the open-loop game, less 

stringent because of the improved information capability of the pursuer. 

The second inequality represents a condition imposed on the relative 

energy capabilities of the two players. As b - oo, the operative 

inequality is the second, which approaches c ~ 2 (the open-loop 

condition); for b ~ 1, the first inequality is the operative one. These 

existence conditions are not important in themselves but rather as 

guideposts in examining the behavior of the above algorithm for various 

parameter values. These regions are shown in Figure 2-2. 

Because of the small number of stages in this game, it is expedi­

c,nt to express the computations of step (ii) of this algorithm directly in 

terms of a single function evaluation for each A, bypassing the inter­

mediate variables . Since the mean of the prior is zero in this example, 

. r~if .. 
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BOTH OPEN - LOOP 

AND CLOSED- LOOP 

SOLUTIONS 

0.._._....a..,1 ..... ....,~~ ..... ~~~~.,..--+--.....~~b 
0 t 2 3 4 5 6 7 8 

FIG, 2-2 REGIONS OF SOLUTION EXISTENCE 
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th e values of the a's can be taken as zero, as was explained earlier. 

This set of functional relations, which constit'Jte the "primary" system 

of implicit equations for this example, will be stated here because it is 

instructive .v compare their complexity with that of the analogous 

equations in the one-stage example in Willman [1] . Before doing this, 

however, it is convenient to reduce the complexity of the notation by 

referring to the generic linear strategies as 

(2: 5) 

and 

(2:6) 

Defining 

and 

and denoting the "new" values of the g's and h's in expressions (2:5) 

and (2:6) with primes, the equations involved in the implementation of 

step (ii) of the iterative algorithm are: 

J4i @&A#\b £0 qq: !\ 

-( l+g3-h3+bg3)g2 - ( ~) [ [ ( l+g3-h3)2+bg~-ch~] ( l-h1)-( l+g3-h3+ch3)h2] 

o·' = 
b l (l+g3-h3)2 + b(l+g~) - ch~ 
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This form of the algorithm was applied for several different 

parameter values. In all of the cases tried, convergence was apparently 

insensitive to the initial values chosen for the "g" and 11h 11 parameters. 

The following results indicate the convergence properties of the 

algorithm for this example: 

b C q r convergence in 100 steps? 

1 2 .01 .01 YES 

1. 5 1.5 .01 .01 NO 

1. 5 1.5 1 1 YES 

1. 5 1.5 10 1 NO 

11 ; the first case, the parameters b and c are such that both the open­

loop and closed-loop solutions exist; in the other three cases only the 

closed-loop solution exists. The apparent failure of the algorithm to 

converge, however, does not mean that the evader can make the 

criterion J arbitrarily large. As long as the closed-loop solution exists 

.. 

( , 
; 

,, 



I I l, 

-17-

and the pursuer's measurement noise variance is finite, it follows from 

the certainty-equivalence principle (applied to the evader) that the 

pursuer can guarantee a finite upper bound on J by applying his closed­

loop control law with z . substituted for x .. Therefore, the pursuer 
pl 1 . 

can prevent the evader from "escaping" in all of the cases listed above, 

whereas this algorithm apparently converges in only two of them. In 

the cases where it did converge, the values were accurate to three 

significant figures after about twenty iterations. 

The solution obtained for the first set of parameters listed above 

is interesting. For these values, the result was: 

u : \ 0 
{ u0 = - .495e zpo l (pursuer's stochastic 

u 1 = -.1997 zpo - .3996 zpl f minimax strategy) 

and 

{ 

v0 = -. 2512 zeo } (evader's stochastic 
Vo: 

v 1 = -.1034 zeo - .1990 zel minimax strategy) 

Because the standard deviation of each player's measurement noise is 

only one-tenth that of the prior on the initial state, it might be expected 

that the solution to this stochastic game is "close to" that of the corre­

sponding deterministic closed-loop game, in which both players have 

perfect measurements. The solution to this deterministic game 

happens to be: 

u =-5x} 0 ' 0 

2 u = - -x 1 3 1 

and 
{

V =-.25x} 0 0 
Vo. 

• 1 
V = - - X 1 3 1 

.JI I I• ,,_ 

" ' 
• I 
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which does not appear to agree closely with the solution to the stochastic 

game under the assumption that z . ~ z . ~ x ., i = 1, 2. This last 
pl el l 

assumption is based on the fact that the measurement noises are small . 

If the minimax strategies are substituted into the dynamics in the 

deterministic game, however, it is seen that 

Using this last identity, the control histories produced by the minimax 

strategies in the deterministic game can be expressed as: 

{

u =-.5x } 

u: = -.2 x:-.4 x1 
and 

which do agree closely with the control histories produced by the 

stochastic minimax strategies under the assumption mentioned earlier. 

This means that the solutions to these two games are similar in the 

sense that the trajectories they generate are close to each other with 

high probability. They are not similar, however, in the straight­

forward sense that one might initially expect. 

C. The Differential Game 

The preceding algorithm for solving the multistage game immedi­

ately suggests the possibility of solving the differential game by the 

same method of alternate optimization. In the case of the differential 

game, the parameters being iteratively calculated are the functions 

Ap(t), Ae(t), Ap(t, -y), and Ae(t, T) occurring in expressions (1: 10) and 

(1: 11), and the equations used to calculate them are the primary and 

I I 
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subsidiary equation systems listed in Section 4 of Willman [ 1] . 

As in the multistage case, it is instructive to examine in some 

detail the procedure used to calculate new values of these parameters 

from previous values. In the actual ilnplementation of this procedure, 

of course, the independent variables t, T, and a will be discretized. 

These variables should therefore be considered in the following 

remarks as being discretized into N values of increment ~ in the range 

[o. tf]. Under this assumption, the integrations called for in the primary 

and subsidiary equations should be interpreted as summations in the 

usual way. 

Given the parameters characterizing the pursuit and evasion 

strategies at a particular iteration of this process, the suggested pro­

cedure for generating the values of the parameters for the pursuit 

strategy at the next iteration (i.e., the Ap's and the Ap's) is shown in 

Figure (2-3). The method for computing successive values of the Ae 's 

and A 's is entirely analogous. 
e 

An examination of this procedure shows that the storage require-

ment is approximately 5n2N2 numbers, assuming that the dimensions of 

the measurement vectors zp and ze are less than n (the dimension of 

the state vector x). If the number of discretization steps N is large, 

this requirement represents a significant improvement over the storage 

capacity that would be required if the discretized game were treated as 

a general multistage game. which would require storage proportional 

to N3. This saving is possible because the fact that the discretization 

step size ~ is small can be used to eliminate the computation of higher 

order terms. In other words, the preceding algorithm takes advantage 
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Recursively compute n (16) and 
p 

r (16,j6) backwards. Store all 
p 

these values. 

Using the stored values of r and p 

n, recursively compute P (16), p p 

M (i6,j6), N (i6,j6,k6), and 
p p 

Lp(i6,j6) foreward for O ~ j,k ~ i. 

Store only current values of P , M, 
p p 

and N • p 

II 

Using the stored values of n and r, 
p p 

recursively compute n (16) backward. p 

Store all these values • 

• 
Using the • tared values of n, r, p p 

and n , recursh,~ly compute D (16)., 
p p 

0 (iA,jA), and A (iA) foreward for 
p p 

0, j, 1. Store only current values 

of D and 0. 
p p 

FIG. 2-3 DIFFERENTIAL GAME ALGORITHM 

PART I 

PART II 

I 

____ _____ I 
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of lhe differential nature of the game. 

If this differential game algorithm converges, the point to which 

it converges represents a solution by construction of the algorithm. It 

should be pointed out, however, that this algorithm has not been tested 

numerically and that nothing is known about its convergence properties. 

But it is equivalent, to within second-order terms, to the multistage 

game algorithm presented earlier, as applied to the discretized version 

of the differential game. Both algorithms proceed by computing alter­

nately optimizing strategies. Since the available numerical evidence 

indicates that the multistage game algorithm converges under a fairly 

wide range of circumstances, it is reasonable to hope that ·the differ­

ential game algorithm would do likewise. 

D. Summary 

Algorithms were suggested for solving the two-point boundary 

value problems in terms of whose solutions the minim~x strateg:·es for 

the multistage and differential games are expressed. In both the multi­

stage and differential cases, these algorithms consisted of successively 

computing alternately optimizing strategies. A significant reduction in 

the storage requirement was found possible in the case of the differ­

ential game if advantage were taken of the differential nature of the game. 

The multistage game algorithm was tested numerically for a 

variety of two-stage scalar examples and was found to (•onverge in 

several but not all cases. It was shown, however, that the apparent 

failure of this algorithm to converge does not necessarily mean that the 

evader can "escape." Since the inability of the evader to escape is not 

~-,-------------~----------llialilii~-
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known to imply the existence of a minimax solution, it is still an open 

question whether the nonconvergence of this algorithm implies the non­

existencf of a solution. 

- ------~•-->d•-•-• • 
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3. QUASI-OPTIMAL STRATEGIES 

It is evident from the preceding chapter that the numerical 

determination of the minimax strategies for the type of stochastic 

game at hand here is fraught with formidable if not insuperable diffi­

culties. Aside from these difficulties, moreover, the implementation 

of these strategies is not feasible by conventional means because they 

are infinite-dimensional. For these reasons, it is of considerable 

interest to examine the possibility of constructing strategies for these 

games which are simpler to determine and implement but which still 

perform reasonably well. Since this examination involves comparing 

the performances of optimal strategies and non-optimal ones, the first 

part of this section will be devoted to determining the performance of 

the minimax strategies in this type of game. The approach used in this 

determination generalizes naturally to the case of non-optimal 

strategies. The consideration of a special class of linear non-optimal 

strategies also leads to easily calculated upper and lower bounds for the 

minimax performance. 

A. The Minimax Performance 

Formulas for determining the minimax value of the criterion J 

can be obtained in a fairly straightforward way by considering the 

stochastic 'differential game as the limiting form of an approximating 

sequence of multistage games. In any multistage game of the type 

,-
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considered in Appendix A, the well-known (see Bryson and Ho [ 3) for 

example) results on the optimal performance of linear-quadratic­

Gaussian control systems can be applied to either the pursuer's or 

evader's associated optimal control problem to compute the minimax 

performance, assuming that the minimax control laws have been found. 

That is, the minimax strategy of one of the two players is substituted 

into the transition and criterion equations, resulting in a linear­

quadratic-Gaussian stochastic optimal control problem from the point 

of view of the other player. Since the other player's minimax strategy 

must be a solution to this associated optimal control problem, the 

minimax performance (or cost) of this game can be evaluated by 

applying the known control theoretic results to this control problem. 

Notice that two expressions can be obtained in this way for the minimax 

performance, since this procedure can be applied from either player's 

point of view. 

The next step is to consider the particular subclass of such 

multistage games that arises in the discretization of differential games. 

As in the determination of the minimax strategies, the equations for 

determining the minimax cost can be considerably simplified for small 

discretization step sizes by eliminating second and higher order terms. 

The result for the differential game is then obtained by taking the 

limiting form of these simplified formulas as the discretization interval 

becomes infinitesimal. 

Once the method used in the appendices for obtaining the minimax 

s t rategies is established, the application of the above procedure is 

essentially a tedious but straightforward repetition of these manipulations. 

I 

1 
j • 
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I 
I I 



I 

' I 

I 

' ' I 
;, 

' ' 1· I . 
Ii 

i • 

: r 
: t 

--- ·-·-·--- ---··- ·-·-···~·--·· ····· 

-25-

Th<-' refore, the formulas for calculating the minimax value of the __ 

criterion .J for the differential game will be presented here without the 

details of their derivation. One of the two expressions for this minimax 

value for the stochastic differential game defined in Section 1 is 

(suppressing the "t" argument for functions of t only): 

J ' . = .!. -T y + n + n T + f n T T A -T n dt X [ 
t ] 

m1mmax 2 xo po po po f
0 

p ( e e p p) o 

1 tf { + -2 Tr f Y Q + Y T Y P + S 3(t, t, t) R 
o P PPPP P e 

t t 
+ { r T(t, t)T r (t, t)R (t)dt + Y T f r (t,t)M (t,~)dt 

·o P P P e P P o P P 

t 
+ f MT (t, t)r T (t, t)T Y dt 

0 p p p p 

t t T } 
+ J J r (t, t)T r (t, a)N (t, ~, a) dt da dt, 

0 0 p p p p 
(3: 1) 

where sp3 is determined by the equation 

as 3(t,T,a) T T T 
Pat = r (t,T)[T -T ]r (t,a)+[r (t,T)-i\ (t ,T)]T (r (t,a)-i\ (t,a)] p pep p e ep e 

(3:2) 

This expression is obtained from the control-theoretic analysis of the 

pursuer's associated optimal control problem. The formulas for the 

minimax cost that arise from the evader's associated optimal control 

problem are exactly the same except that all the "p" and "e" subscripts 

are interchanged. By definition, the values of these two expressions 

are the same (the minimax value of J) if the parameters in them 
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constitute a solution to the primary and subsidiary equation syst0ms 

(i.e., represent a solution to the game). 

Notice that the evaluation of either of these expressions for the 

minimax performance entails the solution of the primary and subsidiary 

equation systems. This means that it is in effect necessary to 

determine the optimal strategies in order to evaluate their performance, 

which is not surprising since it is also true of the corresponding type 

of stochas.tic optimal control problem. For this reason, these 

expressions are of practical importanc 2 only in cases where one is 

willing to calculate, if not implement, the minimax strategies for a 

game of this type. 

B. Bounds on the Minimax Performance 

Suppose now that the pursuer has decided upon some possible non­

optimal admissible strategy U>:C. If this strategy is substituted into the 

transition equation and criterion equation, a stochastic optimal control 

problem faces the evader. Defining the quantity 

+ >:C ~ ,:c 
J (U ) = max J(U , V) , 

V 

J+(U,:c) has the interpretation of being the minimum value of J that the 

purr:uer (who wishes to minimize J) can guarantee by using the 
,:c 

strategy U . Similarly, the quantity 

- >:C >,'< 
J (V ) = min J(U, V ) 

u 

is the maximum value of the criterion that the evader can guarantee by 

* adopting the evasion strategy V . 

·--------
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If a pair of minimax strategies u0 and v 0 exist for this game , 
) ~ ,,~ 

tl11•11 fot· a11y U and V 

J 1-<0 ·:,) ._. J(tJ ·:, . v'') ,1 ,1 • -} _ ... . ~-~ ,1 ~~ ,1( ll . \ ) -~ .1 ( ,. l . 

where J 0 designates J(U0
, v0

). The outer two inequalities hold .-:. s r. 

consequence of the definitions of J+ and J-; the inner inequalities 

follow from the saddle point condition. 

The utility of the concept of J+ and J- stems from the fact that 

these quantities are easy to compute for the type of game considered 

* * ' 
he re if U and V are taken to be finite-dimensional linear strategies. 

This means that upper and lower bounds can be readily computed for 

the minimax value of the criterion without finding the minimax 

strategies. How tight these bounds are, of course, depends on the 
):< ,:c 

choice of U and V . 

This concept also provides a way of evaluating non-optimal 

strategies which takes into account the element of conflict in a game. 

In the evaluation of a pursuit strategy U, for instance, J+(U) is the 

value of the criterion that would result if the evader knows that the 

pursuer is using this strategy and takes full advantage of this knowledge 

to achieve his own goal. Since the evader's goal is in complete conflict 

with the pursuer's, this advantage to the evader is a disadvantage to 

t l ;c pursuer. J-(V) is a similar evaluation of an evasion strategy V. 

These evaluations of pursuit and evasion strategies are based on 

pessimistic assumptions about the action of the opposing player, but 

this pessimism is justified by the fact that the players' goals are in 

complete conflict. Moreover, this evaluation scheme has the appealing 

•, 

· . l 
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0 0 properties that, for minimax strategies U and V , 

and 

.. 1( .. ,, 

for any other admissible u'• and v··· . 

These are properties that any reasonable evaluation scheme should 

certainly possess, and depend only on the fact that this is a zero-sum 

game. That is, this method of evaluating strategies and establishing 

bounds on the minimax value of the criterion (if such a value exists) is 

applicable to zero-sum games in general. 

As a final remark, however, it should be pointed out that, for the 

class of games considerect here, it is not known whether the existence 

(and finiteness) of J+(U) and J-(V) for some pursuit and evasion 

strategies U and V implies that minimax strategies exist. In other 

words, it might be in some games of this sort that pursuit and evasion 

s trategies can be found such that J+ and J- are finite, but where no 

minimax value of the criterion J is defined. In such an eventuality, non­

trivial performance bounds would exist, but no minimax performance 

value. 

C. Reasonable Quasi-Optimal Strategies 

Turning now to the question of finding simple but good strategies 

for the stochastic differential game defined in Section 1, it is convenient 

o begin with a consideration of the certainty-coincidence property 

possessed by this class of games. It is shown in Willman [ 1] that, as a 

' 
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consequence of this property, the minimax control laws for this game, 

if they exist, are of the form 

Uo: 

yO: 

u = -B-lGT(Sx + error terms) p p 

i = [T -T ]Si +P HTR- 1[z -H :St )+ error terms 
p e pp PPP PPP 

i (O) = x 
p 0 

-1 T[ ] v = -C G Sx + error terms e e 

. ] T -1[ ] x = [T -T Sx + P H R z -H x + error terms e e p e eee e ee 

(pursuer) 

(evader) 

where the matrix time functi.on S is the same as in the corresponding 

deterministic game, and where P and P are respectively tl.~ covari-p e 

ances of the pursuer's and evader's estimates x and x of the current p e 

state, under the assumption that both players are using these strategies. 

The "error terms" have the property of being identically zero on the 

mean sample path (i.e .• when x(0) = x
0 

and wp =we= E = 0) This 

means that these error terms represent noise-induced discrepancies 

between the behavior of the stochastic game and that of its deterministic 

counterpart. 

The reason for considering the certainty-coincidence property at 

this point is that it makes it possible to immediately single out a 

special class of quasi-optimal strategies that can reasonably be 

t::·xpected to perform well. Since the error terms in the preceding 

equations only represent noise-induced deviations, it is reasonable for 

the pursuer to adopt a "certainty-equivalent" strategy of the form 

.. . . 
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u = -B-lGT Sx 
p p 
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i -· [T -T ]Sx + P HTR- 1[z -H x ] 
p e p P PPP PPP 

x (O) = x 
p 0 

_._ ---~--\ ' 

(3:3) 

and similarly for the evader. These strategies are formed from the 

minimax strategies by dropping the error terms and considering Pp 

(and P in the corresponding evasion strategy) as undetermined 
e 

parameters. In the minimax strategies, these parameters c.ould be 

interpreted as the covariances of the pursuer's and evader's estimates 

of the state, but this interpretation does not extend to the present 

context. 

In order to evaluate these certainty-equivalent strategies, it is 

necessary to calculate the extent to which the opposing players can 

optimize against them. Concentrating on the pursuer for the moment, 

it is easy to verify that, for any time function P (t), the substitution 
p 

of his certainty-equivalent strategy into the transition equation (1: 1) 

and criterion equation (1: 4) leads to the following situation from the 

evader's point of view: 

,T = ½ £. {[xf: xf-i f] [~f -: ~J[- _x_] + { f [x :x-Jt ] [-S~ ~S - :_-~T-P~] [-: -] 
1 p O , 0 x-x O I p -ST S , ST S x-x 

T } I p p Ip p 

- v Cv dt (criterion to be maximized) 

1 
'{ 
,I 

'· I 

I , 
( 
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z = [H l O] [- : -] + w e e 
1 

.. e x-x p 

(available measurements) 

This represents a standard type of linear-quadratic-Gaussian stochastic 

optimal control problem, the solution to which is well known. In this 

particular case, the manipulations developed by Behn and Ho [ 4) can be 

used to express this solution in the form: 

V = -C-lGT[Sx +r € ) 
e e e e 

~ = [T -T 1Sx +[T S+T r 1€ +P 1HTR- 1[z -H x 1; x (O)= x (3:4) e e pep ee e e ee e ee e o 

€ = [T r -P Q 1t +PT2HTR- 1[z -H x 1; € (0) = 0 ee pp e e e e e ee e 

where x and E are the Kalman filter estimates of x and € ~ x - x 
e e e p' 

and where 

S = S[T -T 1S· S(t) = S (i.e., this is the same "S" as before) 
p e ' f f 

. T 
Pl =T S[P 2-P 11+ [P 2-P 11ST -P 1Q P 1+Q; P 1(0) =P e pee e e p e ee e o 

. T . 
P 2 = T S[P 3-P 21 + [P 2-P 1]ST -P 2QPP e pee e e e e p 

- p lQ p 2 + Q ; p 2( O) = p e e e e o 
(3: 5) 

. T 
P 3 = T S[P 3-P 21 + [P 3-P 2]ST - P Q P 3 e e e e e e e ppe 

T -- p 3Q p - p 2Q p 2+ Q + p Q p ; p 3(0) - p e p p e e e p p p e o 

t = -r T r + r [P Q -T s1 + [Q p -ST 1 r - ST s; r (tf) = 0 e e ee e pp e pp e e p e 

The matrix r is the same feedback gain as that found in Behn and Ho [ 4) 
e 

for the case where the evader has perfect measurements, which is 

explained by the certainty-equivalence principle. 

I . , 
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t 
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Applying the standard formula given in Bryson and Ho [3I for the 

performance of this optimal opposing evasion st1·atC'gy yiC'lds tlw 

following express ion for J+(U ) : ce 

J+ ( U ) = -2
1 x To S x + -21 Tr { S P + r P + f tf ( SQ+ r Q+ P Q P r ) d t ce o o o o eo o 

O 
e p p p e 

- Jtf T (SP 1S+SP 2r +r P T2s+r P 3r ) dt} ( 3: G) 
0 

e e e e ee ce e 

An entirely analogous analysis can be carried out for the optimal 

pursuit strategy opposing a certainty-equivalent eva sion strategy V c e 

for an arbitrary measurement weighting function P e(t). 

All of the preceding formulas depend on the as yet undetermined 

matrix time function P (t) (or P (t) in the case of the evader). Several 
p e 

methods for choosing these quantities that suggest themselves are the 

following: 

( 1) Solve the nonlinear deterministic optimal control problem 

with r , P 1, P 2, and P 3 as state variables, P as the control e e e e p 

variable, and J+(U ) as the criterion to be minimized. This ce 

approach, although it gives the best quasi-optimal strategy of 

this form as evaluated by J+, requires the solution of a matrix 

two-point boundary value problem. 

( 2) Since P is the covariance of the estimate in the minimax p 

strategy, select P to be the covariance of the pursuer's esti-p 

mate of the state under the simplifying assumption that the 

evader has perfect measurements and is u:~ing his deterministic 

minimax strategy. Under these assumptions, P is generated by 
p 

the equation 

·--·---------·---·--··· -· 

• 
j 
• 
i 
l 
I 
i 



I ' 

' ( 
! ' 

'i 
I 

I! 

I 

l ,,, 

-33-

P = T SP + P ST - P Q P + Q ; P ( 0) = P . 
Pe PP e PPP P 0 

(3) Since this is onl~· a qu:.i:,;i-optim:11 st1·:1ll•g-y :111yway, ;1~; :-: 11111, · 

that there is no g1·cat loss in rc'slricting P (t) 1l1 b1c· ~, .._·~•n~ 1 • • ~:1'. 
p 

Do a parameter search to determine the best (in terms of mim-

mizing J+) value of this constant. 

Several of these methods are applied in the next section to a hopefully 

typical numerical example. 

All of the quasi-optimal st rat egies considered thus far have been 

of the "certainty-equivalence11 type, in which the presence of the 11error 

terms" in the minimax strategies is ignored. There is, of course, an 

infinite variety of other types of possible approximations to the mini­

max strategies that could be applied. One of these other possibilities 

that immediately suggests itself is a refinement of a certainty-

equivalent strategy in which the infinite-dimensional error term 

generation in a minimax strategy is approximated by a finite-dimensional 

approximation. 

Such a higher order quasi-optimal approximation is also 

examined for the numerical example in the next section. For simplicity, 

the "second-order11 approximation considered here is taken to be of the 

type that optimizes against the certainty-equivalent approximation. 

This means that, in the case of the evader, for example, this quasi­

optimal strategy is of the form described by equation (3:4). Notice, 

however, that equation system (3:4) does not in itself specify the values 

of the parameters P (t), r (t), P 1(t), and P 2(t) to be used in this p e e e 

evasion strategy. Since this type of strategy is being considered as an 
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approximation to the minimax ('vasion strategy instead of being USl'd to 

optimize against a simpler pursuit strategy, it is not reasonable to use 

equation system ( 3: 5) to determine these unspecified parameters. 

Instead, for the purposes of this approximation, P and r are chosen p e 

arbitrarily to be those values obtained in minimizing J+ for the 

certainty-equivalent approximation discussed previously. The parame­

ters Pel and P e 2 are considered free parameters to be selected to 

minimize J for this second-order quasi-optimal strategy . 

In evaluating J for a second-order approximation of this type, 

it is again necessary to compute the extent to which the pursuer can 

minimize against this evasion strategy. If the above evasion strategy 

is substituted into the game dynamics and criterion functional, it is 

straightforward to find that the stochastic optimal control problem 

facing the pursuer is again of the standard "linear-quadratic-Gaussian" 

type. As in the case of the certainty-equivalent approximation, this 

control problem can be solved, and the optimal performance determined, 

in terms of the free par_amete1·s Pel and P e 2, thereby determining J 

for this evasion strategy 1 n terms of these parameters. The details of 

this optimization will not be carried out here since it is conceptually a 

repetition of the procedure used to determine equations (3:4) - (3: 6). 

Once the evader's "second-order" quasi-optimal strategy is 

chosen to be of this form, then, all that remains in finding the best 

strategy of this type is to determine Pel (t) and P e 2(t) to maximize J-. 

A second-order approximation of this kind can be defined similarly for 

the pursuer, in which two free parameters (actually time functions) need 

to be determined to minimize J+. The effectiveness of these various 

quasi-optimal strategies is examined numerically in the next section. 
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4. A NUMERICAL EXAMPLE 

A specific example of a stochastic differential game is introduced 

in this section for the purpose of testing some of the conjectures made 

ea r lie r about quasi-optimal strategy. The particular example presented 

here , which hopefully is realistic enough to be typical and yet simple 

enough to be examined readily, is an interception problem involvi.ng 

two second-order dynamic systems. 

A. Problem Formulation 

The classical interception problem concerns the lateral maneuvers 

of a pursuer and an evader with acceleration control, approaching each 

other in space on a nominal collision course. A one-dimensional 

example of such a problem is considered here for simplicity, although 

it should be pointed out that a higher dimensional interception problem 

r educes to a set of independent one-dimensional problems for each 

l ateral axis if there is no coupling between the dynamics and measure­

ments in the various dimensions. This reduction is demonstrated in 

Behn and Ho [ 4) . 

Specifically, the interception game considered here is described 

i1, reduced state space (i.e., relative coordinates between the players) 

by the equations: 

,iil,llllli/l------------- ------·- - ---~ial- - • 
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(dynamics) 

x2 = u -v+ ~ 
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x
1

: rclativt> position 

x2 : relativL' velocity 

u: pursuer's control 

v: evader's control 

1 { 2 Jtf 2 2 } J = 2 £ x (tf) + 
0 

(bu -cv )dt (criterion) 

The players have the following position and velocity measurements: 

where 

zpl = xl + wpl 

zp2 = x2 + wp2 

zel=xl+wel 

ze2 = x2 + we2 

(pursuer's measurements) 

(evader's measurements) 

q'o 'o 'o 1 0 
- .l. - - .1... - ~- - _, - -
Q 1 r IQ , Q I Q 

I pl I I I 

is Gaussian white noise 

0 

0 

0 

0 

0 

- , - - , - . . T - -,- -
Q I Q Ir p2 I Q I Q -· ---•--~--·- -0 , O , O , rel , 0 _. __ .., _ _, __ ~_ 
0 , 0 1 0 1 0 , r e2 

I I I I 

and where the prior distribution of the initial state is the same for both 

players and is 

and independent of the process and measurement noises. The 

parameters q, rpl' rp2, rel' re2, band c are constants. 

·> ,. 
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It is possible to formulate this game in terms of a scalar-state 

va l'iable by using the concept of "predicted terminal miss" developed 

by Ho, Bryson, and Baron [ 2]. Defining the variable 

th e dynamics can be expressed as 

and the criterion as 

1 { 2 tf 2 2 } J = 2 e y (tf) + J
0 

(bu -cv ) dt 

Since (zp 1+(tf-t)zp2] is a sufficient statistic of the pursuer's measure­

ments for y, and similarly for the evader, the measurements can be 

taken as 

z = y + w 
p p 

and 

z = y + w e e 

where 

and 

Therefore, the vector 

(pursuer) 

(evader) 

w 
p 

w 
e 

is a zero-mean Gaussian white noise 

process with spectral density parameter 

v,-"1 11.r, '-Clw-a111fi;.,... ..... •--•-... - ......... .-~,.•-·•·• 

--- -- ---

'1 

., 

------- ~ 
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The prior on y(0) is Normal(y , p ), where 
0 0 

and 

by the standard rules for linear transformations of Normal random 

variables . 

The numerical values chosen for the parameters of the game in 

this particular example are: 

tf = 10 

b = .04 

C = .1 

q = 1 

pursuer's controi penalty 

evader's control penalty 

process noise magnitude 

pursuer's measurement noise magnitude 

evader's measurement noise magnitude 

[
xl(O)] 

prior covariance of 
x

2
(0) 
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Th e mean of the prior is carried as an unspecified parameter. Notice 

that the above values of the parameters imply that the pursuer has a 

l ess stringent control penalty than the evader. Both players have 

velocity measurements which are better than their position measure­

ments by the same factor, although the pursuer's measurements are 

more accurate than the evader's. When the game is transformed into 

a scalar problem in the manner indicated above, the prior variance of 

the initial "predicted terminal miss" becomes 

p = 200 . 
0 

B. Certainty-Equivalent Quasi-Optimal Strategies 

When this game is considered in its reduced scalar form, the 

various parameters introduced in earlier sections can be expressed 

explicitly as 

G = G = 10 - t p e 

T ~ G B-lGT = 25(10-t) 2 
p p p 

T ~ G C-lGT = 10(10-t) 2 
e e e 

H = H = 1 p e 

Q ~ HT R-1 H = __ 1_0_---= 
p p p p 100+(1o-t) 2 

Q ~HTR-lH = 1 
e e e e 100+ (10-t)2 

Q = (10-t) 2 

In this example, it is also possible to calculate the quantity S(t) ana­

lytically. Since s-l obeys the differential equation 

,. 
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.£!.. [S- 1] = T - T = -15(10-t) 2 
dt e p 

and since S- 1(tf) = 1 

S- 1(t) = 1 + 5(10-t) 3 

and 

S(t) = 1 

1 + 5(10-t) 3 

~-------' -----~--- --··-----··· -- ' 

Therefore, it is possible to explicitly find the parts of J+ and J- for the 

certainty-equivalent quasi-optimal strategies which depend on the mean 

of the prior. From equation ( 3: 6), this is just 

-2 
-T T XO 
XO S(O) XO = 5001 

for J+ in this example. It turns out that the part of J- depending on x
0 

is the same, as are also the parts of J+ and J- depending on this 

parameter for the second-order quasi-optimal strategies considered 

here. For this reason, the values of J+ and J- will henceforth be com­

puted as if x
0 

were zero. For nonzero x
0

, this term can always be 

added to J+ and J-. 

As mentioned in Section 3, the only latitude that exists in 

choosing a quasi-optimal strategy of the certainty-equivalent type 

( equations ( 3: 5) and their counterparts for the evader) is the selection 

of the time functions P (t) and P (t). Of the three methods suggested 
P e 

in Section 3 for making this selection, only the second two are carried 

out here. The first method, which calls for the solution of a two-point 

boundary value problem, is not attempted because of its complexity. 

The first of the remaining methods consists of calculating these 

parameters according to the equations: 

I I 

• 
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p 2 p (0) 200 = 2T SP - P Q + Q · = 
p e p p p • p 

and 
., 

p -2'1' SP 11 .. I.~ I 1.) . \ 1 (,,) ~~II I 1 
\: . e p (' l' l' (' 

These are the covariances of the players' estimates that would result 

under the simplifying assumption that their opponents have perfect 

measurements but are using their deterministic minimax strategies. 

The values of P and P determined by these equations are shown in p e 

Figure 4-1. 

u. -~••ar-

As it happens, the above simplifying assumptions lead to 

serious errors. The strategies determined on the basis of these 

assumptions perform extremely poorly when optimized against. The 

evader can make J arbitrarily large against the resulting pursuit 

strategy (i.e .• J+ = oo) and J- = 2. 7. It will be shown shortly that much 

better bounds for the minimax performance, assuming it exists, can 

be obtained with certainty-equivalent approximations of this type. 

The other method used here to obtain the parameters P (t) and 
p 

P (t) is to consider, for simplicity, only constant functions. The best 
e 

constant values are then determined empirically, which requires only 

a one-dimensional search in this case. For each value of P • equation p 

systems (3: 5) and (3: 6) are used to evaluate J+(P ), and similarly for p 
+ -P . The dependences of ,J on P and J on P are shown in e p e 

Figures 4-2 and 4-3. 

As is apparent from these figures, Pp and Pe can be chosen 

respectively as 48 and 130 to bracket the minimax performance between 

a J+ of 20.3 and a J- of 8.56. The basic intuitive reasons that the 

-···-· 

~ 
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simplifying assumptions used earlier resulted in such inferior per­

formance are: 

(1) The pursuer unde restimate s the evade r's ability to degrade 

his m easurements and thus becomes ove rconfident in his 

estimate. 

(2) The evader overestimates the pursuer's ability to estimate 

the state and he nce d ,w s not make enough or an effort to 

avoid capture. 

Comparing the parameter values obtained by these two methods, it is 

apparent that these assumptions lead to values of P (t) and P (t) which 
p e 

are too small on the average. 

C . A More Complex Approximation 

Another type of quasi-optimal strategy which was evaluated for 

this game is the second-order approximation described in Section 3. 

This approximation consists of an evasion strategy of the form 

de scribed by equation system (3:4) and an analogous pursuit strategy. 

As explained in Section 3, the values of P and P used were P (t) = 48 
P e P 

and Pe(t) = 130. r (t) was obtained from the r equation (3: 5) with e e 

P = 48, and similarly for r (t). 
p p 

The parameters Pe 1 (t), P e 2(t), P pl (t), and P p2(t) in these quasi-

optimal strategies are not determined, the idea being to select Pe 1 and 

P ? to maximize J-, and P 1 and P 2 to minimize J+ . Since these 
e ... p p 

s trategies are only quasi-optimal anyway, consideration was again 

limited for simplicity to constant values for these parameters. 

•>t• ,_. I ... -. •-- ~ .,.,.. .. .....,._...,, ........ ,_ ~--•V-.....-: 
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The' performancf's of these ty1ws of stra tc gi <' s ar c shown :.i s a 

function of the free> param('tcrs in Figures 4- 4 ;ind 4-5. It can b e· sc·c n 

fron. L11ese figures that the best performance's und e r the se restri c tions 

occur in the following circumstanc e s: 

P -= 31 } pl + J = 18.2 and 
pp2=-·33 

P = -25} el J 

P e 2 = 109 
= 15.5 

This means that with two-dimensional strategies, ev en under th e abov e 

restrictions, it is possible to bound th E' minimax performance (for x = 0) 
0 

between 15. 5 and 18. 2. 

D. Performance and Complexity 

Referring to an "n-dimensional linear pursuit strategy" as one of 

the form 

T 
u "" k y 

y = mz + d 
p 

y(O) = y 
0 

where y is an n-vector, and similarly for an "n-dimensional linear 

evasion strategy," it follows that the certainty-equivalent strategies in 

this example are one-dimensional linear strategies and that the second­

order quasi-optimal strategies are two-dimensional ones. Of course, 

the particular types of quasi-optimal strategies considered here do not 

exhaust the possible range of one- and two-dimensional linear strategies 

for this example. Therefore, the J- to J+ ranges obtained for these two 

types of quasi-optimal strategies contain, but are not necessarily equal 
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to , the minimum J- to J+ ranges obtainable with one- and two­

dimensional strategies . 

These containing ranges are shown in Figure 4-6 as a function of 

strategy dimension. A zero-dimensional range is also shown, a zero­

dimensional strategy being one in which the available measurements 

are not used. This definition is made because an n-dimensional 

strategy is one in which an n-dimensional statistic of the available 

measurements is allowed to be used. The upper and lower end points 

of the ranges shown in this figure for one- and two-dimensional 

strategies are just the best values of J+ and J- found for the certainty­

equivalent and second-order quasi-optimal strategies examined earlier. 

The range for zero-dimensional strategies was found by evaluating J+ 

and J for the certainty-equivalent strategies with P and P equal to . p e 

zero (so that the measurements are ignored). It is shown in Rhodes 

and Luenberger [5] that this is actually the best type of strategy to 

adopt if no measurements are available, so that the range shown for 

zero-dimensional strategies is the minimum range. 

Using the dimensionality of lii1ear strategies as a measure of 

their complexity, Figure 4-6 can be interpreted as an approximate 

depiction of the tradeoff between complexity and performance. Of 

course, these results are only for an isolated example. Furthermore, 

if the restricted classes of one- and two-dimensional quasi-optimal 

strategies examined here are not good choices, then the performances 

cl is played in this figure are misleading in a conservative way. It is 

reassuring to know, however, that in this hopefully typical example a 

performance within fifteen percent of the minimax can be obtained by 
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e ither player with only a two-dimensional strategy. It is also inter­

esting to note that this represents a significant improvement over 

the performance possible for the evader with only a one-dimensional 

strategy in this case, assuming that none of these is much better than 

the type of certainty-equivalent strategy evaluated here. 
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