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Abstract

The author, in his masters thesis [3], constructed a catalog of 442
Bernoulli sampling plans which approximately minimize the maximum expected
sample size among all plans which guarantee certain 0.C. probability require-
ments. Fifty-two of these plans (which would appear to be of greatest prac-
tical interest) are presented in this report. A.S.N. curve comparisons are
made with plans based on the Wald sequential probability ratio test and the

fixed sample size test which guarantee the same 0.C. probability requirements.
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1. Introduction
In a paper by D. Freeman and L. Weiss [1], Weiss proposed using, for a
Bernoulli population, a sequential sampling plan with an A.S.N. curve that

has the smallest maximum among all sampling plans satisfying

Pe(plan accepts the population)

v

l-a  if 6256,

(1.1)

A

Pg(plan accepts the population) < 8 if 626,

where 6 represents the percent defective in a population and 0<6_j;<6;<1, a>0,
8>0, a+B<l. He presented the theory for constructing plans which approxi-
mately minimize the maximum expected sample size, and with Freeman developed
a few examples of such plans. For all of these Weiss plans, the number of
observations required by a plan is a bounded chance variable; the fact that
the bound is known for each plan is of obvious practical importance. In Sec-
tion 2 the theory behind the Weiss test is discussed.

Other important work in the area of sequential sampling has been done
by A. Wald [9] and the Statistical Research Group at Columbia University
(S.R.G.) [7,8). Wald introduced sequential sampling plans which minimize the
A.S.N. curve at 8.1 and 6, among all plans satisfying (1.1), and the S.R.G.
developed and cataloged sequential plans which in many instances (but not
always) possess A.S.N. curves that are lower than those of single- or double-
sampling plans which satisfy (1.1).

In a masters thesis [3]), the author presented a catalog of 442 sequen-
tial-sampling plans as suggested by Weiss. The present paper will display S2
of these plans which are appropriate for small values of 6_;,8, and thus are
considered to be of greatest practical interest. The A.S.N. curve character-
istics of these plans will be compared with those of corresponding Wald and

fixed sample size plans.




2. Theoretical Development

2.1 Introduction

The theory behind sampling plans which approximately minimize the maxi-
rum expected sample size was presented by Weiss (1] and will be repeated here,
essentially as Weiss presented it, with remarks relating to the application

of the theory in constructing plans.

2.2 A Related Problem

The discussion will now center on a problem differing fror but related
to that described by (1.1). The exact relationship will be deicribed later
in Section 2.3. The problem to be discussed is that of constructing a sam-

pling plan which satisfies the conditions

v
-
(]
Q

Pq l(plan accepts the population) 2
s (2.1)

A
™

Pel (plan accepts the popuiation) <

and which minimizes the A.S5.N. curve at a specified value eo(e_l<e°<el) among
all plans satisfying (2.1). It is assumed that the observations taken are
independent Bernoulli variables. The formulation of the above problem is
aimed at controling the A.S.N. curve for values of 6 between 6_; and 6;.

The following notation will be employed. If T is a plan, Pe(AIT) de-
notes the probability that T accepts the population when 6 is the proportion
of defectives. Pg(A|T;X},+++,Xy) denotes the conditional probability that T
accepts the population, given that T has observed Xj,:++,X; and is definitely

going to observe Xm’ when 6 is the proportion of defectives. N denotes the

1
number of observations that will be taken before sampling is termirated. N
is a random variable whose distribution depends on 6 and on th2 plan used.

Ee(NIT) denotes the expected value of N when T is used and 6 is the proportion

2




of defectiveg. EG(NIT;XI,---,Xm) denotes the conditional expected value of
N, given that T has observed Xj,+*+,X; and is definitely going to observe
xm+1’ when 8 is the proportion of defectives. Thus Ee(NIT;xl,---,x"p 2m+l,
If T is a plan which minimizes E9 (N|T) among all plans satisfying (2.1),
o

then there are three positive constants, b_j,by,b;, adding to unity, such

that

b_lll-Pe_l(AIT)] * boEp (NIT) + blpel(AlT) < e

b_l[l-Pe-l(AlT')] + boEeo(NIT') + by (A|T')
for each and every plan T' (see [2], Lemma 4.1). A plan T satisfying (2.2)
ic called a Bayes plan with respect to the a priori distribution b_j,b,,b;. It
should be noted that the Bayes procedures are used here only as devices for
constructing plans which possess certain properties. The values of b_;,b,,b;
depend on a and 8, but the exact relationship is unknown. Therefore, rather
than preassigning a and 8, the values b-l'bo-bl will be preassigned, and a
Bayes plan T will be constructed with respect to b_,,b,,b;. This Bayes plan
T then has the following property. Jf T' is any plan satisfying the condi-
tions

Po l(AIT') 2, Py 1(AIT)

Pg. (A|T') < Py (A|T)
1 1
then Eq (N|T') > E, (N|T). That is, the values 1-a,8 have been replaced in
0 o
(2.1) by Py l(AIT), Pel(AIT), respectively.
Define Q(m,X) as equal to unity if m=0, and as equal to
elx1¢---.xm(l_el)m-xl-----xm
x*"" m-x -t 0.
1 xm(l_e_l) 1 X

8.1

if m>0. As characterized in Theorem 4 of [4], a Bayes plan T with respect




to a given a priori disiribution b-l'bo'bl has the following properties.

There is a finite integer n and two sequences of nonnegative values,

a,5a, g cap=b /by, To2r) 2t 2rp=b y/by

0 =

such that T cannot observe xn’l; and for m=0,1,***,n-1, T observes xm+l if
ap <Q(m,X) <ry, T does not observe meI and rejects the population if

Q(m,X) >r,, T randomizes in any way between observing Xm1 or not observing
)(n“1 and rejecting the populacrion if Q(m,X) =ry, T does not observe )(ml and
accepts the population if Q(m,X) <a,, T randomizes in any way between observ-
ing xm#l or not observing )(“Ml and accepting the population if Q(m,X) =aj.

If Q(n,X) =b_l/b1, T randomizes in any way between accepting or rejecting
the population. The values n,ap,r, all depend on b_j,bg,b;.

For the sake of definiteness, the only plans to be considered will be
those that definitely observe xm’l whenever Q(m,X) =a, Or ry, for m<n and
definitely accept the population whenever Q(n,X) =b_;/b;. The characteriza-
tion of T just given is presented below.

If m=0 then it is understood that Z Xj is equal to zero. If

ju1 7

m m

914, (l-el)

& < m m < Tp

PR m-) X

)=l j(1 o ) J°1 J
-1 1

for m=0,1,**-,n-1, then
el(l -0 1)

log aj < Z Xj log [ (108 )] + m log (r——-) T

anc there is a finite integer n and values Agshpset o)A «++,R

n-1'Ro'Rp»

n-1

where

B




1-€3
log ap -m log(rjg—IJ
Am = 1og t1U-6-1) ’
o8 [g— T8,y 1o, ]

1-84

log 1y -m log(l_e )

R = -,
. 91(1-9_1)]
°g[e_(i‘—)'_1 5

and Ap <R, for all m=0,+++,n-1. For n

b 1-6
log sIl -n log(r:E%I)
= = . 2.3
An Rn 61(1-9_1) ( )
108[5:111:3171

Then for m=0,1,-+-,n-1, T observe. )(u"1 if

m
< X. ,

T does not observe X , and accepts the population if
!
X: « .
)
T does not observe X;,, and rejects the population if
m
_Z Xj >Ry,
i=1
T accepts the population if

n

J'lej <
If A, is not an integer and m<n, A, can be replaced by the smallest integer
greater than A, without chenging T. Similarly, if R, is not an integer and

m<n, R, can be replaced by the largest integer less than Ry, without chang-

ing T. Henceforth, it is assumed that the changes are made, so that Ay and

PSS




Ry, are integers for all m<n.
For a given a priori distribution (b_l,bo,bl), if Xj,°++,X, have been

observed, cj’m(xl,-’-,xm) is defined as

y x14oo.+xm A, m_xl-ooc_xm
bJej (1 GJ)

x PN N TN m—x -con-x
bysy 1 xm(l-ei) 1 m
i=-1,0,1

for j=-1,0,1. The set of quantities (C-l,m(xl-"'.xm). o m(Xys s Xp) s
cl'm(xl,---,xm)) is called the "a posteriori distribution given Xpsooe s Xp"

If m=0 the quantity cj,m(xl,-.-,xm) is defined as equal to b IfT is a

j.
Bayes plan with respect to the a priori distribution b_;,b,,b; and T has

observed Xy5°+,X,_ 1, then T observes X, if and only if
BTG PRI SV S NG SRR YY)
* Co,me1Xpr e Xy B (NIXp,eeeuXy )

* Cpme1 Kyt oKy PPe (AIXp, oo Xy )

(2.4)
S m-Deg py XyoeeeXyy)

*minfe ) o G Xn Yo na Xy ooy )

for m=l,.++,n. Now suppose that the values of Ay and R; are known along
with the values of Py  (A|Xy,-+,Xp), Py (A|Xy,--+,X)), and Eg (N[Xp, <+, %)
for all Xy,++«,X, with A <X;+:«-+Xp<Ry. Then the following values can be

computed: A _,, R _,, and Pe_l(AIXl,---,Xm_l), Pel(AIXI,---,Xm_l), and

Eeo(N|x1""'xm-1) for all X;,«--,X , with A <X #+eesX <R . The

method for computing the quantities mentioned above is presented in the fol-

lowing two paragraphs.

It is clear that Am-l 2Ap-1, for if Am_1 <Ap-1, then if




A T R

m-1

X. = A .
i=1 i m-1

T would observe X, and then surely accept the population so that observing
X, would be wasteful. Similarly, Rm-l-iRm' It should be noted that for
most sampling plans of a practical interest consecutive values of Ay or Ry
will not be farther apart than a value of 1. If

mil
X, = A -1,
=1+

then for all 68, and m<n,

Pa(A|X ,eee,X () = 1-646P (A|X,,*¢,X_ .,1)
] 1 m-1 e 1 m-1 (2.5)

Eg(NIX,eo0X_ 1) = (1-0)meBEg(N|X}, =+, X ,,1).

m-1

X, =R,
=1 *

then for all 6, and m«<n,

P (Alx »0ee, X ) - (1-8)P (Alx yeee,X ,O)
6 1 m-1 0 1 m-1 (2.6)

Eg(N|Xy, e+, X ;) = am+(1-0)E (N|X ,++,X _,,0).

If

m-1

Am-l < Z

Xi < R
i=1

m H
then for all ¢, and m«n,
Pe(Alxl:"°)xm_1)

= (1-0)Pg(A|X , 000, X 1,0)+0Pg (A[X ,+-, X 1,1) oo

Ee(lel""’xm-l)

= (l'e)Ee(Mxl’""xm-l'o)MEe(lel""’xm-l’l)‘




——y - - W T —— T T e—— -

Now if inequality (2.4) is satisfied when
m-1
izl X; = A1,
(using the relations in equation (2.5) to compute the quantities in equation
(2.4)) then Am_1 =Am-1. If (2.4) is not satisfied when
m-1
L1oX =A-1,
i=1
then Am_1 > -1

which (2.4) is satisfied (the quantities in (2.4) being computed by using

Am-l, and Am is the smallest integer greater than Am-l for
the relations in the appropriate one of (2.6) or (2.7)). Similarly, if in-

equality (2.4) is satisfied when

then Rm_1 'Rm' If (2.4) is not satisfied when
m-1
igl xi = Rm X
then Rm-l is the largest integer less than Rm for which (2.4) is satisfied
(the quantities in (2.4) being computed by using the relations in the appro-
priate one of (2.5) or (2.7)).

If the actual value of n is known, as for example in Weiss [10], ther
A =R, is known and is given by equation (2.3) above. The quantity Ap=R, is
not necessarily an integer and cannot legitimately be replaced by an integer
if it is not already ome. A ,, R ,, Pe(Alxl,---,Xn_l) and EG(N|XI,-~-,Xn_1)
can be computed as described previously except that on the right-hand sides

of (2.5), (2.6), and (2.7)
Eg(N|Xy,***,Xq.1,K) = n for k=0,1; and
Po(AlXy, . Xp-1,K)
Po(A|Xy, *,Xq.1.K) =

(1}
—

if X1+-- -+Xn-1+k ;An,
if Xq#ee#Xp1*k > Ag, for k=0,1.

[l
o




Thus, if n is known, the entire plan T can be explicitly constructed, since
the values of Ay AL, e yAnRo, Ry, oo+, Ry can be found. Also, by repeated use
of the recursion formulas (2.5), (2.6), and (2.7), Pe(AIT) and Ee(NIT) can
be computed for any desired values of 6. The above is accomplished when by
the recursive construction the point is reached where the quantities

Pe(Alno observations have been taken) and Ee(NIno observations have been
taken) are sought. The proper one of (2.5), (2.6), or (2.7) is then chosen
by which of the conditions the value :Zixi satisfies (here this summation is
not precisely defined but is necessarily zero since no observations have been
taken).

If the actual value of n is not known before the construction of the
plan starts (as is true for all cases except the symmetric unes mentioned in
Weiss [10]) but it is known that ng<n', where n' is a known finite integer,
then the Bayes plan T can still be constructed as presented below. The con-
struction technique mentioned earlier is employed, proceeding first as though
n' were the correct value for n. If n' is actually greater than n, then for
some value n*<n', (2.4) will not be satisfied for any values of xl,---,xn,_l,
otherwise, some sample sequences would not terminate at n, which is a con-
tradiction. This shows that nin*-1, so the same construction is employed
again, proceeding as though n*-1 were the correct value for n. Continuing in
this way, the Bayes plan T will eventually be constructed and the value of n

will be found in the process. The computation of n' will be discussed in

Section 2.4.

2.3 The Relation Between The Two Problems

The Bayes plan T discussed in Section 2.2 is a generalized sequential
probability ratio test. Therefore, by Theorem 2 of Lehmann [5] (see also

Ghosh {2]), if T satisfies (2.1), it also satisfies (1.1). This shows the
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relation between the problems discussed in Sections 1 und 2.2, as far as
the 0.C. curve is concerned.

It is still necessary, however, to investigate the relationship between
minimizing the A.S.N. curve at a given value 6,, and minimizing the maximum
value of the A.S.N. curve for a plan which satisfies (2.1) and (1.1). Sup-

pose T is a Bayes plan with respect to the given a priori distribution

b_j,bg,by. Let U be any plan satisfying (1.1) with a=1-Pe_1(A|T), B=P91(A|T).

Then U satisfies (2.1) with these values of a and 8. Define A(T) as
max Eq(N|T) - Eeo(NlT),
so that A(T) 20. Then it will be shown that
max Eo(N|U) 2 max Eq(N|T) - a(T).
8 6
That is, T comes within A(T) of minimizing the maximum value of the A.S.N.
curve among all plans satisfying (1.i) with a=1-Pe 1(A|T), 8=P61(A|T). To

show the above, suppose it were not true. Then there would be a plan U

satisfying the following conditions:
1-Pe_1(A|U) < 1-Pe-1(A|T)
Pg, (AU £ Pel(AIT)
Eeo(NIU) < max Ee(NIU) < max EB(NIT)-A(T) = Eeo(NIT).
But the existence of a plan U satisfying these conditions would mean that

T could not satisfy (2.2), which is a contradiction, since T was assumed

to be a Bayes plan with respect to b-l’bo’bl’ This proves that
max Ee(NIU) 2 max Eg(N|T)-a(T).
8 ]

If A(T)=0, then T actually minimizes the maximum of the A.S.N. curve.

In Weiss [10] for a special symmetric case, 8, was chosen to make A(T)=0.
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In general, however, there is no direct means for choosing b, exactly; so a
value of 8, is chosen to make A(T) reasonably small. In Section 2.2 it was
pointed out that T will continue sampling longest if Q(m,X) is close to

b_j/b; for all m. Define X(m) as

Xi :
1

"3

i
m .
1

Then Q(m,X) can be written as

8,(1-6_1) mX(m) 1-6; m
9 lil-eli 1-84 .

If Q(m,X) is close to 5_j/by, then

is close to |7———| |—
9_1 1-61 l-el bl
which for large m is close to (1-6_3)/(1-8y) if b_;/b; is not too far from
unity. However, for large m, X(m) is with high probability close to 8, the

true proportion of defectives in the population. Then it would be expected

that the A.S.N. curve is high at a value of 6 such that

°10-9.1) ’ is close to 1-6.1
6_161“615 1-91 ’

or at a value of 6 close to

1-6

-1
1°g[m-]

2.8
87(1-6_1) (2.8

loglg—1 Y =h ]

If b_;/by is not close to unity and if there is approximate information
available as to the largest number of observations the test could actually
take (perhaps by interpolation among the Bayes plans presented later), then

the maximizing 6 will be approximately, for large n*,
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S T
108[1:3;‘1 '3 log[g—]

-1
1

SR . (2.9)
l°g[e1 (1 ;15]
189

where nt

represents the approximate information. If the A.S.N. curve is
minimized at the value of 6 given by (2.8) or (2.9), it may be expected that
the maximum value of the A.S.N. curve will be approximately minimized.

Therefore the value of either (2.8) or (2.9) is used in constructing the

Bayes plan T, with the expectntion that this choice will make A(T) small.

2.4 An Upper Bound on the Largest Possible Sample Size

The computation of the quantity n', an upper bound for n, will be dis-
cussed here. The quantity n' is a function of b_,,b ,b;, but for typograph-
ical simplicity, the notation will not exhibit this dependence.

It would be ideal if the exact value of n were available before start-
ing the construction of the Bayes plan T. However, at present the exact
value can be found only in special symmetric cases (as in [10]); so that n'
must be used, relying on the actual construction of T to find the value of
n. The cruder (greater) the upper bound n', the greater the amount of com-
puter time wasted in working back to n. Below, a value of n' is developed
which is used in the construction of T. Wetherill {11] and Ray [6]) have
studied a different upper bcund on n which has not been compared to the bound
presented here.

From the discussion immediately following Lemma 4.1 and in Lemmas 4.3
to 4.6 in [4], it is found that there is a continuous nonnegative function

K(u) defined for all u>0, such that for m=0,1,2,++; T observes Xm+1 if

c (x e x)
XX l'm 1’ ’m'l .
co,m(xl’ Xy < KIQJ N CSTEERIS ™ b
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T does not observe )(m1 if

. xm)

(x see X) K[ j ’
2 T e m(xl"" Xp)

T can randomize in any way between observing or not observing X if

m+1

cl,m(x ves, X ) .
e J »
94'm(x eee, X )

co,m(xl"'°’xm) = K[

and if T stops sampling immediately after observing X,, T accepts the populs
tion if

cl,m(xl""’xm)

<1,
qJ,m(xl"°"x;)

T rejects the population if
,m(xl’”.’xm) R
C,m Ky Xp)

T randomizes in any way between accepting or rejecting if

Cl,m(xl’.“’xm) 58
c-l,m(xl’” ':TT

m

It should be noted that the function K(u) does not depend on b-l'bo'bl'
Furthermore, by the convexity of the acceptance and rejection regions de-

scribed by Kiefer and Weiss in [4], K(u) has the following properties:
max K(u) = K(1) <1, K(0) = K(=) = O,
ux0
and if u;,u, are any two values satisfying one of the conditions Oguj<u,<l

or l<uj<uy, then for all d in the closed interval (0,1]

1-K(u,;) 1-K(u,)
du {T——} + (1- d)u2 _I—}
I-K(ul) 1-X{u

d{—iT} + (1-d) {—rwz——

K[

] < dK(u,)+(1-d)K(u (2.10)

2)
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In particular, setting uI-O,u2=0 in (2.10) and denoting K(1) by k, it is

found that

K [ty < (- (2.11)
for all d in [0,1]. Setting u1=1,u2=m in (2.10), it is found that

K [kd(l-k)+(1-d)] < dk (2.12)

%d (1-k)
for all d in [0,1].

If the function K(u) were known, the entire test T could be constructed
explicitly, and the exact value of n would be known. However, K(u) is not
known. Suppcse that a known function L(u) satisfies L(u) >K(u) for ¢11 u>0,
and that n' is defined as the largest possible sample size of a plan con-
structed by acting as though K(u) were equal to L(u). Then it is clear that
n'>n. Furthermore, the closer L(u) is to K(u), the smaller n' will be. The
next step is to construct a function L(u) which is known to satisfy L(u) >K(u).

It can be said that a nonnegative value u satisfies the condition S if

no Bayes plan with respect to the a priori distribution

L O O e O

can ever observe X,. From the characterization above, there is a Bayes plan
T, with respect to the a priori distribution which does not observe X,, and
there is a Bayes plan T which does observe Xl. Since Ey (N|T0)=0 and

0

pel(AITo)'pe-l(AlTo)' T, makes the left-hand side of (2.2) equal to

l-K(u) ul IK(u)]}

min{ Tou

Since T1 observes X1

population if X1=0 and rejects the population if x1=1, otherwise it would

but cannot observe X3, it is clear that T, accepts the

not be necessary for T, to observe X;. Then Een(NIT,)=l. Py (AT ° 1,

Pe (AlTl)ﬂl-Ol, so that Tl makcs> LIt 1leafe hand cide of (2.2) equali ¢o
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1-K(u)
1+u

1- K(u)]

Al ] + K(u) + (1-6))ulF5

Since both To and T1 minimize the left-hand side of (2.2), then

[1 K(u)] 1- K(u)] ; 1 K(u) " [l K(u)]} |

l+u 1+u |

0_, +K(u)+(1-0 ul7—

Using this equality, it is found that if u satisfies the condition S, then

ue,-6 .
K(U)=w if ugl
(2.13)
1-u+uel-e_1 )
KOJ):W ifu<l .

Next it will be shown that u=1 satisfies the condition S, so that

Using the a priori distribution %(1-k),k,%(1-k), it is found that if XI-O,

o T k(l-eo) , cl,l(xl) _ 1-61
o,1'"1 k(l-eo)+k(l-k)(2-el-6_l) ql,l(Xl) l-e_1

If
5(1-K) (8,-0_))
T-6,#5(1-K) (6,-6_ )

in (2.11), it is fourd that

k(1-8,)
] < T 50 kT(Z 5,6

1-9

1
Kly: 5

and it is easily verified that

k(1-8,) k(1-e,)
16, #%5(1-K)(8,-06_)  kK(1-8_)+5(1-K)(2-6,-6_) '

Therefore when X1=0,

11(“
o, 1(%y) > K[-;—;T-34
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so X, cannot be observed. If X1=l,

ke, T R W

c (x ) = " =
o,1'"1 Reo¢l,(1-kT(el+e_l) c_l,l(XlT ®_y

1f

(1-k) (8,-6_))

d=1 -
TR (5,5

in (2.12), it is found that

0 ko_|

. (9-1) <8 &(-K (8,6 ) °

and it is easily verified that
ke_l keo
< .
o_y*s(1-K)(e,-6_,) ~ ke +%(1-k)(6,+0_,)

Therefore when X, =1,

1
¢y,1%y)

¢y, 1(%)) > K [E?I—ITXIT] ,

so X2 cannot be observed. This proves that u=1 satisfies the condition S.

Now, a function Ll(u) is defined as follows:

Ll(u) = L 15 ifu<l,
1“!(14()(—“-)
k ifu2xl .

LM = oD

Using (2.11) and (2.12), it can be verified that Ll(u) >K(u) for all u20,
Also Ll(u) is a known function of u, since k=K(1) has been computed explic-
itly above. Thus Ll(u) could be used as the function L({u) described above.

However, more can be done by finding values of u other than unity which

satisfy the condition S.
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Suppose that values v,w are known, with v<l<w, such that all values u

in the open interval (v,w) satisfy the condition S.

K(u) is given by (2.13) for u in the closed interval [v,w].

with u,=0, u,=v yields

K(v)
K(u) <
14 - b (i) 1k W]

Us:ng (2.10) with U sW, Uy yields

K(w)
1-K(w)
l+w

K(u) <
1+ (u-w)

]

Therefore, L(u) can be defined as follows:

K(v)
v

143 - ) (1) [1-K(¥)]

L(u)

up,-90
L(u) 1°-1

l+u+uel-e_l

l-u+uel-e_1

2400, -6}

L(u) =

K(w)

l+(u-w)[l%§éﬁld

L(u)

and it is evident that L(u) >K(u) for all uzo.

for v and w can be computed.

Then it is known that

Using (2.10)

for o<ucv ,
- -3

for u>w ,

for o<ucv
E =3 -

for v<ucg<l

First it is noted that K(u) satisfies the following inequalities:

uel-e ]
K(u) > —
= Teu+ubd, -0

1 -1
l-uouel-e_1

(2.14)
for J <ugw
for u>w ,
Now the explicit values
if ugl
(2.15)
ifu>l .

Note that the right-hand sides of these inequalities are identical with the
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right-hand sides of the equalities (2.13) which hold only for values of u
satisfying the condition S, whereas (2.15) holds for all u, The proof of
(2.15) proceeds similarly to that of (2.13), noting that T, is a Bayes plan

with respect to the a priori distribution

1-K(u)
l-u 2

1-K(u)
l1+u

K(u) , u/ ] .

But T1 may not hold for general u, and therefore the left-hand side of (2.2)
using To is less than or equal to the left-hand side of (2.2) usinrg Tl. The
inequalities (2.15) then follow directly.
Define
8.1
6_1(1-60) 8.1 *go— (91'9_1)

+8_1-6 6,-6_16, CH

).

= max {

¥ 8

1 -1 1

Then o<v1<l, and a straightforward but somewhat tedious calculation
shows that if u is the open interval (vl,l) and if a Bayes plan is constructed

with respect to the a priori distribution

1-K(u) 1-K(u)
W"K(u)’u[hu 1%
then
1,13
co,l(xl) - Ll [°-1 1‘*15]
For X1=0 or 1, (the first inequality in (2.15) is used in the calculation).

Since Ll(u) >K(u) for all u, then any u in (vl,l) satisfies the condition S,

Uafine
21 (o 8
Wy T o (1-9(1)) (1-6_y) ’ 1-9-1'(?7)( 1- -l)}
1-6,) (1+6,-6_-6_) -6,

Then w1>1. and calculation Shw.~ that if u is in the open interval (l,wl)




19

and if a Bayes plan is constrfucted with respect to the a priori distribution

LA ok, u

then

(x,)
,1

¢y 1 X)) > Ly ] .
0,11 1 IZX )

For X1=0 or 1, the second inequality in (2.15) is used in the calculation.

Since Ll(u) ;K(u) for all u, then any u in (1,w,) satisfies the condition S.
Now define L (u) as L(u) was defined in (2.14), using V¥ in place of v,w.
1°%1 is found by using the fact
that Ll(u) 2 K(u) for all u, and noting that Ll(u) ;Lz(u) >K(u) for all u, it

Clearly, Lz(u) > K(u) for all u. Noting that v

would be possible to find values VoiWy, such that all u in (vz,wz) satisfy

the condition S, where V<V WW,

using Lz(u) just as Ll(u) was used in computing VY- Then, using VoW, in

The quantities v,,w, would be computed

(2.14), there would be a function Lz(u) with Lz(u) 3_L2(u) >K(u). The above
process could be continued. Since the establishment of an upper bound n' may
be of only relative importance in the wholesale construction of the Bayes
plans, the known function Ll(u) defined by using v,w in (2.14) was used here
as the final function L(u).

For a given a priori distribution b-l’bo'bl define z' m) as the largest
integer for which Q(m,X) <b_;/b; when Xj++4X, = z(m) for each positive in-
teger m. Then from Section 2.2, it is known that if a Bayes plan cannot ob-
serve xm1 when
= z(m)

X.
1l.

Ul e }=)

i

or z(m)+1l, the plan cannot observe Xm+1 under any circumstances. Define c(m)
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as the value of ¢ (xl,--.,xm) when

o,m
m
izl X; = z(m) ,

' LR N ]
and define ¢'(m) as the value of co,m(xl’ ,Xm) when
m
) X; = z(m)+l .
i=]
Define f(m) as tHe value of

cl,m(xl’ i .’xl'l'l)

c-l,m(xl’ a4 ')xm)

m
when ] X; = z(m) ,
i=1

and f'(m) as the value of

cljm(xl’ e0e :xm)
c-l,m(xl’ ¥ 'nxm)

m
when 'z X; = z(m)+l .
i=l

Define n' as the smallest integer satisfying both of the following inequali-

ties:

c(n') > Ll(f(n'))
c'(n') > L,(f'(n"))

If Ll(u) were equal to K(u), the Bayes plan could not observe X Since

n'+1’
it is known that Ll(u).;K(u) for all u, it is also known that the Bayes plan
can never observe Xn,+1. Therefore n' is the upper bound for n described in
Section 2.2.

Since n' is a discrete variable and bo is a continuous variable, in the
actual computation it is easier to reverse the above process and search for
b,, rather than for n'. The reverse process is completed by fixing a posi-
tive integer m and a value for the ratio b-l/bl3 then z(m), f(m), and f'(m)

can be computed without knowing the value of b,. Define bé(m, b_,/by) as

the smallest value of b, that makes both of the following inequalities hold:
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c(m) > Ll(f(m))

c'(m) > Ll(f'(m)) .

Then it is clear that there is a Bayes plar with respect to the a priori dis-

tribution b-1'b6(m’b-1/b1)’b1 which never observes X where in this a

m+l’
priori distribution b_llb1 is equal to the fixed given ratio. Then the en-

tire Bayes plan can be constructed by working back from m as the upper bound

on the number of observations.




3. Sequential S-mpling Plans Which Approximately Minimize the Maximum
Expected Sample Size

The format of each plan (the order of plans is listed in the table of

contents by values of e_l,el,a,e) is similar to the following example:

6.1 = .001 6, = .011 a =8 =,01 Plan 1

Comparison of A.S.N, Values

Test 8 = ,001 Maximizing 6 8 = ,011

Minimax 611.5 735.0 321.0
Wald 568.9 885.0 285.8
Fixed Sample Size 965.0

5
5
e

Rn

1346

w
o

242 | -
519
664
677
838
1001
1046
1171

LU OO!
[o W e BT, IV, NI, QT NP AP ]

The Minimax test refers to the one introduced by Weiss [1]. A.S.N. values
for the Wald test [9] were computed using the Wald approximation formulas,
and the number of observations required by the fixed sample size test was
computed using a normal approximation. The a,B values are approximately those
for the given plan. The exact a,B values can be found in {3]. A.S.N. values
for the Minimax and Wald tests are compared at 6_j,6; and the '"Maximizing 6."
The value of 6 associated with the maximum A.S.N. is usually different for
the two sequential tests.

The acceptance and rejection numbers at stage n, are labeled An,Rn re-

spectively. The batch of product being sampled is accepted if the cumulative

22
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number of defectives after the nE}l observation is no greater than A, and is
rejected if the cumulative number of defectives is no less than Rn' Other-
wise, another observation is taken, and the comparison is repeated. If the
A, column is dashed for the n-t--}l observation, the batch cannot yet be accepted,
and if the R, column is dashed for the nEh observation, the batch cannot yet
be rejected. The values of A, and R, are only listed when one or both change
value. For example, in Plan 1 presented above no decision to accept or reject
can be made until three observations have been taken, for the SEQ through the
241%% observations the batch cannot be accepted but can be rejected if a total
of 3 or more defectives is observed, etc. The last entries in the An and R
columns differ by one unit and force sampling to terminate if it reaches this

point,
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{
6.1 = .001 6y = .00l a=8 = .01 Plan 1 ‘
Comparison of A.S.N values
Test 8 = .001 Maximizing 6 8 = .011
Minimax 611.5 735.0 32:..0
Wald 568.9 885.0 285.8
Fixed Sample Size 965.0
n An | Ry n An R,
1 -- -- 1346 5 6
31 -- 3
242 | -- | 4
519 0 4
664 0 5
677 1 S
838 2 S
1001 3 S
1046 3 6
1171 4 6
8.1 = .001 8, = .011 a=8=.025 Plan 2
Comparison of A.S.N. Values
Test 8 = ,001 Maximizing 6 6 = ,011
Minimax 467.3 513.0 233.0
Wald 448.,6 546.0 209.9 ‘
Fixed Sample Size 670.0 w

7

131 | -
4C1
539
571
744
915

AN= OO !
OH bbb h LN




6_1 = ,001

Test

Minimax
Wald
Fixed Sample Size

303 0
337 0
490 1
677 2

WL WLWN N

6., = .001

Test

Minimax

Wald

Fixed Sample Size

n | Ay | Ry

1] -- ] 1
85 | -- | 2
2.1 0| 2
as | 1) 2

%)

61

= .01l

25

a =8=,05

Comparison of A,S.N. Values

6

= .011

= .001

344.5
337.1

360.0
>360.0
470.0

a=p8=.10

Comparison of A.S.N. Values

9

= ,001

217.0
214.7

Maximizing 6
217.0
>217.0
285.0

6

)

Plan 3

= ,011

179.9
157.9

Plan 4

= 011

108.1
100.9
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6.1 = .01 61 = .11 a=8= .01
Comparison of A.S.N. Values
Test 6 = .01 Maximizing 6
Minimax 59.4 69.2
Wald 54.8 81.6
Fixed Sample Size 90.0
n An Rn n An Rn
1] - | -- 131 5 6
3] - 3
34 | -- 4
51 0 4
66 1 4
73 1 S
81 2 5
97 3 S
108 3 6
113 4 6
6.y = -01 8, = .11 a=6=.025

Comparison of A.S.N. Values

Test =0
Maximax 45.0
Wald 42.7

Fixed Sample Size

=3

>
=}

=
=]

[
[ ]
]
[ ]

16 | -
39
54
55
71
87

NN~ O O
bbbl

Maximizing ©

49.2
52.5
65.0

Plan 5

Plan

6
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6., = .01 8y = .11 a=8=.05

Comparison of A.S.N. Values

Test g = .01 Maximizing ]
Minimax 32.6 33.8
Wald 31.6 >33.8
Fixed Sample Size 47.0
no| Ay | Ry
1 s -
2 S 2
29 0 2
35 0 3
46 1 3
63 2 3
6.y = .01 8, = .11 a=8=.10

Comparison of A.S.N. Values

Test 6 = .01 Maximizing 0
Minimax 21.3 21.3
Wald 21.0 >21.3
Fixed Sample Size 28.0
n An Rn
1 -- 1
10 -- 2
21 0 2
40 1 2

Plan 7

Plan 8




B I e -

6_1 = ,01

Test

Minimax
Wald
Fixed Sample Size

13 --
23 0
32 1
39 1
40 2
50 3

SbbhbbLLRRUNI

6.y = .01

Test

Minimax
Wald
Fixed Sample Size

n An Rn
1 - -
2 - 2
17 0 2
26 1 3
37 2 3

28

61 = .21 a=8=.01

Comparison of A.S.N. Values

8 = ,01 Maximizing ©
24.9 27.4
23.3 30.4
35.0
8; = .21 a= 8= .025

Comparison of A.S.N. Values

0 = .01 Maxinizing o
18.2 19.1
17.5 >19,2

25.0

Plan 9

Plan 10

N W

.21

.21
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6.1 = .01 8y = .21 a =g = .05 Plan 11

Comparison of A,S.N. Values

Test 6 = .01 Maximizing 6 9 = .21
Minimax 13.4 13.6 6.1
Wald 13.2 >13.6 5.6
Fixed Sample Size 17.0
no| A Ry
1 -- 1
S -- 2
13 0 2
24 1 2
8, = .01 6y = .21 a=8=.10 Plan 12
Comparison of A.S.N. Values
Test 6 = .01 Maximizing 6 6 = .21
Minimax 9.6 9.6 4.3
Wald 9.5 > 9.6 4.0
Fixed Sample Size 11.0
n An | Ry
1 -- 1
10 1

e e
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6.1 = .03 8, = .13 a=8 = .01 Plan 13

Compavison of A.S.N. Values

Test 8 = .03 Maximizing 6 6 = .13
Minimax 79.9 104.1 52.0
Wald 72.8 131.0 46.6
Fixed Sample Size 136.0
no Ay | Ry nol A Ry n | Aq | Ry
1 o 98 4 9 176 | 11 | 13
5 -- 5 104 41 10 179 | 11 | 14
24 .- 6 109 S| 10 188 | 12 | 14
44 -- [ 120 6| 10 196 | 12 | 15
S5 0 7 123 6] 11 200 | 13 | 15
64 0 8 131 71 11 212 | 14 | 15
65 1 8 142 8| 12
76 2 8 153 91 12
84 2 9 161 91 13
87 3 9 164 | 10| 13
8_; = .03 8; = .13 a =8 =.025 Plan 14
Comparison of A.S.N. Values
Test 6= .03 Haxim Z1ARR0 6 = .13
Mininax 60.9 73.7 39.7
Wald 56.8 84.8 36.4
Fixed Sample Size 99.0
n | A | R, n | AR n | A | Ry
1 - | -- 86 4 8 156 | 10 | 12
4 -- 4 97 5 8 168 | 11 | 12
23 -- S 100 5 9
42 0 5 109 6 9
43 0 6 119 6 { 10
53 1 6 120 7110
62 1 7 132 8110
64 2 7 136 8 | 11
75 3 7 144 9| 11
81 3 8 154 9 | 12
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6_y = .03 6, = .13 a=8= .05
Comparison of A.S,N. Values
Test g = .03 Maximizing 6
Minimax 45.2 51.2
Wald 43.2 54.8
Fixed Sample Size 70.0
n | A | Ry no| A | R,
1 - | -- 77 4 7
3 -- 3 89 5 7
17 -- 4 92 5 8
32 0 4 101 6 8
37 0 S 109 6 9
43 1 5 113 7 9
55 2 5 125 8 9
56 2 6
66 3 6
74 3 7
1 = .03 oy = .13 a=8=.10
Comparison of A.S.N, Values
Test 6 = ,03 Maximizing 6
Minimax 30.1 31.8
Wal2 29.3 >31.8
Fixed Sample Size 42.0
e An | Ry n 1A Ry
1 -e | == 59 5 7
3 -- 3 66 6 8
8 -- 4 74 7 8
23 -- 5
24 0 5
31 1 5
38 2 6
45 3 6
51 4 6
53 4 7

Plan 15

Plan 16

'y




32

6.; = .03 8, = .13

a=8= .20

Comparison of A.S.N, Values

Test 6 = ,03 Maximizing 8
Minimax 14.3 14.3
Wald 14.1 >14.3
Fixed Sample Size 18.0

no| Ay | Ry

1 -- 1

5 -- 2

13 0 2

21 0 3

27 1 3

33 1 4

40 2 4

53 3 4
e_l = .03 8y = .23 a=8= .01

Comparison of A.S.N, Values

Test g = .03 Maximizing 9
Minimax 30.0 37.1
Wald 27.7 45.3
Fixed Sample Size 48.0

n oAy | Ry n oAy Ry

1 -- - 59 ) 7

3 -- 3 66 6 8

8 -- 4 74 7 8

23 -- S

24 0 S

31 1 S

38 2 6

4% 3 6

51 4 6

53 4 7

Plan 17

o O
N =

Plan 18

6 = .23

17.5
15.6




6_1 = .03

Test

Minimax
Wald
Fixed Sample Size

61 =23

33

a =B = .,025

Comparison of A.S.N. Values

[o BNV BR Vo N~ < A I IR I S A}

54

w
[,

e—l = .03

Test

Min: ax
Wal-
Fixcd Sample Size

=

>
=

o
p=]

& b LN

91 = ,23

Maximizing 6

25.7
28.4
34.0

a= 8= .05

Comparison of A.S.N., Values

Maximizing 6

17.9
18.3
24.0

Plan 19

Plan 20

w v

.23
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6.1 = .03 8y = .23 a=8=.10

Comparison of A.S.N. Values

Test 6 = .03 Maximizing 8
Minimax 10.7 10.7
Wald 10.4 >10.7
Fixed Sample Size 15.0

n Ah Rn

1 =0 1

3 .- 2

10 0 2

16 0 3

17 1 3

25 2 3
9_1 = ,03 61 = ,23 a=8=.20

Comparison of A.S.N. Values

Test 8 = 03 Maximizing 8
Minimax 5.6 5.6
Wald 5.3 5.6
Fixed Sample Size 7.0

n An | Ry

1 -- 1

6 0 1

Plan 21

.23

v o
oo K

Plan 22

.23

w
LS IF-N
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a=8=.,01

Comparison of A.S.N. Values

8.1 = .05 8 = .15
Test 6§ = .05
Minimax 97.8
Wald 88.4
Fixed Sample Size
n oAy | Ry Nl ARy
1] ==} -~ 189 | 15 | 20
6| -~ 6 196 | 16 | 20
10 | -- 7 203 | 16 | 21
24 | -- 8 208 | 17 | 21
8] -- 9 214 | 18 | 21
$3 | -- 10 216 | 18 | 22
56 010 224 | 19 | 22
65 1110 228 | 19 | 23
67 1] 11 233 | 20 | 23
73 21N <41 1 20 | 24
1 o
80 21 12 282 1 21 | 24
82 3| 12 252 | 22 | 24
91 4 { 12 254 | 22 | 25
94 4 (13 261 23 | 25
99 5113 266 | 23 | 26
108 6 | 14 271 | 24 | 2
117 71 14 278 | 24 | 27
122 7115 280 | 25 | 27
125 8 | 15 290 { 26 | 28
134 9415 300 | 27 | 28
136 9| 16
143 | 10 { 16
149 | 10 | 17
152 | 11 | 17
160 | 12 | 17
163 | 12 | 18
169 | 13 | 18
176 | 13 | 19
178 | 14 | 19
187 | 15 | 19

Maximizing 8
134.1
172.0
175.0

Plan 23

.15

71.3

64.0
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8.1 = .05 8y = .15 a =g =.025 Plan 24
Comparison of A.S.N. Values
Test 6 = .05 Maximizing € = .15
Minimax 73.6 93.'5 53.8
Wald 68.4 109.6 49.6
Fixed Sample Size 127.0C
n AL | Pn n A, | Ry n An | Ry n Ay | Ry
1 -- ] -- 78 4110 131 | 10 | 14 186 | 16 | 18
5 -~ 5 84 4 | 11 137 { 10 | 15 188 | 16 | 19
15 -- 6 86 S| 11 140 | 11 | 15 196 | 17 | 19
29 -- g 95 6| 11 149 | 12 | 15 201 | 17 | 20
43 0 3 97 6 | 12 150 | 12 | 16 206 | 18 | 20
51 1 8 104 7 (12 158 [ 13 | 16 213 | 18 | 21
57 1 9 111 7113 163 | 13 | 17 215 | 19 | 21
60 2 9 113 8 {13 168 | 14 | 17 225 | 20 | 22
69 3 9 122 9 | 13 176 | 14 | 18 235 | 21 | 22
70 3|10 124 9| 14 177 | 15 | 18
8.1 = .05 8 = .15 a=g=.05 Plan 25
Comparison of A.S.N. Values
Test 8 = .05 Maximizing @ = ,15
Minimax 55.0 64.8 40.3
Wald 52.1 71.0 37.8
Fixed Sample Size 89.0
n A, | Ry n An | Rp n An | Ry
1 -~ | -- 69 4 9 132 1 11 | 13
4 -- 4 77 ) 9 133 | 11 | 14
15 -- 5 82 S| 10 142 | 12 | 14
29 -- 6 86 6 | 10 146 | 12 | 15
33 0 6 9s 7111 152 { 13 } 15
42 1 7 105 8 | 11 158 | 13 | 16
50 2 7 108 8 | 12 161 | 14 | 16
56 2 8 114 9 | 12 170 | 14 | 17
59 3 8 121 9 | 13 171 | 15 | 17
68 4 8 123 | 10 | 13 181 | 16 | 17




8.y = .05 61 = .15 a=87=s .10 Plan 26
Comparison of A.S.N. Values
Test 8 = .05 Maximizing 6 e = .15
Minimax 35.8 38.7 26.3
Wald 34.6 39,5 25.0
Fixed Sample Size 55.0
oAy Ry n Ay | Ra n An | Ra
1 -- | -- 67 4 8 126 | 11 12
3 -- 3 68 5 8
15 -- 4 78 6 8
23 0 4 79 6 9
28 0 S 87 7 9
32 1 5 92 7110
41 2 6 97 8 { 10
50 3 6 104 g8 | 11
54 3 7 107 9 | 11
59 4 7 116 | 10 | 12
9.1 = .05 8y = .15 a = 8= .20 Plan 27
Comparison of A.S.N. Values
Test 8 = .05 Maximizing « e = .15
Minimax 17.2 17.3 13.1
Wald 16.9 >17.3 12.4
Fixed Sample Size 23.0
n Ay | Rn n An | Rn
1 .- | -- 53 4 6
2 -- 2 62 4 7
13 0 2 63 S 7
14 0 g 73 6 7
23 1 3
26 1 4
33 2 4 i
38 2 S j
43 3 5 !
50 3 6 I
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8.1 = .05 8y = .25 a=8=,01 Flan 28
Comparison of A.S.N. Values
Test 8 = .05 Maximizing 6 60 = .25
Minimax 34,1 43.6 22.2
Wald 30.9 54.5 19.8
Fixed Sample Size 58.0
n A, Rn n Ap Rn
1 - | - 47 4 8
4 -- 4 53 5 9
9 .- 5 59 6 9
20 -- 6 64 6 10
25 0 6 65 7 10
30 1 6 n 8 10
32 1 7 74 8 11
36 2 7 17 9 11
42 3 7 84 10 12
43 3 8 90 11 12
8.1 = .0S el = ,15 a=B8=.,025 Plan 29
Comparison of A.S.N, Values
Test e = ,05 Maximizing 8 6 = .15
Minimax 25.8 30.7 16.9
Wald 24.0 35.0 15.4
Fixed Sample Size 41.0
n An Ry n An Rn
1 .- -- 42 4 7
3 -- 3 48 5 7
7 -- 4 50 ) 8
18 -- ) 54 6 8
19 0 S 60 6 9
25 1 S 61 7 9
29 1 6 67 8 9
30 2 6
36 3 6
40 3 7




e

8.1 = .05

Test

Minimax
Wald
Fixed Sample Size

61 = .25

39

a =f=,05

Comparison of A.S.N. Values

(o, BN T, BN, BT, I - - - N F I S ]

39
44
45
51

[e 37, JF ¥ -N éb
NN D

9_1 = ,05

Test

Minimax
Wald
Fixed Sample Size

10
16
20
22
28

(P S = |
PR - A IV S

81

= .25

Maximizing 6
2..6
22.9
29.0

a=8=.10

Comparison of A.S.N, Values

Maximizing 0
12.6
>12.6
18.0

8

Plan 30

Plan 31

~3 0o
~ W

.25
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6.1 = .05 8, = .25 a=8=.20 Plan 32

Comparison of A.S.N. Values

Test 8= .05 Maximizing 6 6 = .25
Minimax 5.7 5.7 3.8
Wald 5.6 >5.7 3.6
Fixed Sample Size 8.0

n 1\1 Rn

1 -- 1

5 -- 2

6 0 2

12 1 2




8. = .10 8y = .20 a=8=.01 Plan 33
Comparison of A.S.N, Values
Test = Maximizing 8 8 = .20
Minimax 136.0 198.6 112.8
Wald 122.8 258.7 101.4
Fixed Sample Size 259.0
n A, Rn | n An R“ n A, Rn n Ap Rn
1 -~ ] -- 143 | 14 | 27 259 | 34 | 41 370 | 52 | S6
10 -- 110 145 | 15 | 27 262 | 34 | 42 376 | 53 | 56
14 -- {1 151 | 16 | 28 265 | 35 | 42 377 | 53 | 57
22 -- ] 12 157 | 17 | 28 270 | 35 | 43 382 | 54 | 57
30 -- | 13 159 | 17 | 29 271 | 36 | 43 385 | 54 | S8
38 -- | 14 163 | 18 { 29 277 | 37 | 43 389 | 55 | S8
46 -- 115§ 167 | 18 | 30 278 | 37 | 44 392 | 55 | 59
54 -- | 16 169 | 19 | 30 283 | 38 | 44 395 | 56 | 59
56 16 175 | 20 | 31 286 | 38 | 45 400 | 56 | 60
62 1|17 181 } 21 | 31 289 | 39 | 45 402 | 57 | 60
68 2117 183 | 21| 32 293 | 39 | 46 407 | 57 | 61
71 2| 18 187 | 22 ] 32 295 | 40 | 46 408 | 58 | 61
74 31 18 191 | 22 | 33 301 | 41 | 47 414 | 59 | 61
79 3119 192 | 23 | 33 308 | 42 | 47 415 | 59 | 62
80 4119 198 | 24 [ 33 309 | 42 | 48 421 | 60 | 62
85 51{ 19 199 | 24 | 34 314 | 43 | 48 422 | 60 | 63
87 5| 20 204 | 25 | 34 317 | 43 | 49 427 | 61 | 63
91 6 | 20 207 | 25 | 35 320 | 44 | 49 429 | o1 | 64
95 6 21 210 | 26 35 324 | 44 | S0 434 | 62 | 64
97 71 21 215 | 26 | 36 326 | 45 | SO 437 | 62 | 65
103 8 | 22 216 | 27 | 36 332 | 46 | Si 440 | 63 | 65
109 9 | 22 223 | 28 1 37 339 | 47 | 51 444 | 63 | 66
111 9 | 23 229 | 29 | 37 340 | 47 | 52 447 | 64 | 66
115 10 { 23 231 § 29 | 38 345 | 48 | 52 451 | 64 | 67
119 10 | 24 235 | 3Cc | 38 347 | 48 | 83 453 | 65 | 67
121 11 | 24 239 | 30 | 39 351 | 49 | 53 458 | 65 | 68
127 12 | 25 241 | 31 | 39 355 | 49 | S4 460 | 66 | 68
133 13 | 25 247 21 40 357 | 50 | 54 466 | 67 | 69
135 13 | 26 253 | 33 | 40 362 | S0 | SS 473 | 68 | 70
139 14 | 26 254 | 33 | 41 364 | 51 | S5 472 1 69 | 70
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6.1 = .10 8, = .20 a=g8=.025 Plan 34
Comparison of A.S.N. Values
Test = .10 Maximizing 6 = ,20
Minimax 101.9 137.4 84.6
Wald 94.6 163.6 78.2
Fixed Sample Size 188.0
n An Rn n An Rn n An Rn n An Rn
1 “e | -- 126 14 § 22 242 | 33 | 37 350 | 50 | S2
8 = 8 127 14 | 23 243 | 33 | 38 355 | SO | 53
15 -- 9 132 15 | 23 248 | 34 | 38 357 | 51 | 53
23 -- 10 135 15 | 24 251 | 34 | 39 362 | 51 | 54
31 -- 11 138 16 | 24 255 | 35| 39 363 | 52 | 54
39 -- 12 142 | 16 | 2 259 | 35 | 40 369 | 52 | 55
42 01 22!; 144 | 17 | 25 || 261 | 36 | 40 |] 370 | 53 | s5
47 01} 13 150 18 | 26 266 | 36 | 41 376 | 54 { 55
48 1 13 156 19 | 26 267 | 37 | 41
54 2113 158 19 | 27 | 273 | 38 | 41
55 2] 14 162 20 | 27 274 | 38 | 42
60 31 14 166 | 20 | 28 280 | 39 | 42
63 3] 15 168 | 21 28 281 | 39 | 43
66 4 1 15 174 22 | 29 286 | 40 | 43
71 41 16 181 23 | 29 289 | 40 | 44
72 51 16 182 23 | 30 292 | 41 | 44
78 61 16 187 24 | 30 296 | 41 | 45
79 6| 17 189 | 24 | 31 299 | 42 | 45
84 7117 193 25 | 31 309 | 43 | 46
87 71 18 197 25 | 32 311 | 43 | 47
90 8] 18 199 | 26 | 32 312 | 44 | 47
95 81 19 205 | 27 | 33 318 | 45 | 48
96 91 19 211 28 | 33 324 | 46 | 48
102 10 | 19 213 | 28 | 34 326 | 46 | 49
103 10 | 20 217 | 29 | 34 331 | 47 | 49
108 11 | 20 220 | 29 | 35 333 | 47 | SO
111 11 | 21 223 | 30 | 35 337 | 48 | SO
114 12 | 21 228 | 30 | 36 340 | 48 | 51
119 12 | 22 230 1 31 36 344 | 49 | 51
120 13 | 22 236 | 32t 37 348 | 49 | 52




43

8.1 = .10 8y = .20 a=pf=.,05
Comparison of A.S.N. Values
Test = .10 Maximizing 6
Minimax 76.0 95.3
Wald 72.2 106.3
Fixed Sample Size 133.0
n Ay | Ry n A, | Ry n Ay | Rp
1 -- | -- 117 } "4 ] 20 229 | 32 | 35
6 -- 6 121 | 14 | 21 235 | 32 | 36
11 -- . 123 |} 15 | 21 236 | 33| 36
19 -- 8 120 , 16 | 22 242 | 34 | 36
27 -- 9 135 . 243 | 34 | 37
32 0 9 137 {17 | 23 249 | 35 | 37
35 01 10 42 | 18 | 23 250 | 35 | 38
38 1] 10 145 | 18 | 24 255 | 36 | 38
4, 1|1 148 | 19 [ 24 257 | 36 | 39
44 2 | 11 152 l 19 | 25 262 | 37 | 39
© o0 31 154 | 20 | 25 265 | 37 | 40
51 31 12 160 | 21 | 26 268 | 38 | 40
56 41 12 166 | 22 | 26 272 | 38 | 41
59 4 1 13 168 | 22 | 27 275 | 39 | 4l
62 5] 13 173 | 23 | 27 279 | 39 | 42
67 5| 14 175 | 23 | 28 281 | 40 | 42
68 6 14 179 | 24 | 28 286 | 40 | 43
74 6 | 15 183 | 24 | 29 288 | 41 | 43
75 7115 185 | 25 | 2 294 | 42 | 44
81 8115 190 | 25 | 30 I 301 | 43 | 45
82 8 | 16 191 | 26 | 30 307 | 44 | 45
87 9| 16 198 | 27 | 31
90 9 (17 204 | 28 | 31
93 10 | 17 205 | 28 | 32
98 10 | 18 210 | 29 | 32
"9 11 | 18 213 | 29 | 33
105 12 | 18 217 | 30 | 33
106 12 | 19 220 | 30 | 34
111 13 | 19 223 | 31 | 34
114 13 | 20 228 | 31 | 35

Plan 35

63.4
59.8
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8.1 = .10 8; = .20 a=8=2.10 Plan 36

Comparison of A.S.N. Values

Test 8= .10 Maximizing 6 A= .20
Minimax 49.8 56.9 41.5
Wald 48.2 59.7 39.9
Pixed Sample Size 80.0
1
l
no| Ay | Ry nPAI R M | A Ry
1 - | -- 109 | 14 | 18 225 | 32 | 34
4 -- 4 115 15 19 231 33 34
7 -- 5 122 | 16 | 19
15 -- 6 123 } 16 | 20
22 0 6 128 | 17 | 20
23 0 7 130 | 17 | 21 |
29 1 7 134 | 18 | 21
31 1 8 138 | 18 | 22 |,
35 2 8 141 | 19 | 2
38 2 9 145 | 19 | 28
L1 |
I
41 3 9 147 | 20 | 23
46 3|10 152 1 20 | 24
47 4110 183 | 21 | 24
53 51 10 160 | 22 | 25
54 5111 166 | 23 | 25
59 6] 11 167 | 23 | 26
62 6 12 173 24 26
65 7 12 174 24 27
69 719113 179 | 25 | 27
72 813 182 | 25 | 28

77 8| 14 186 | 26 | 28
78 9 | 14 189 | 26 | 29
84 10 | 14 192 | 27 | 29
85 10 | 15 196 | 27 | 30
90 11 | 15 199 | 28 | 30
92 11 | 16 204 | 28 | 31
96 12 | 16 205 | 29 | 31
100 12 | 17 211 | 29 | 32
103 13 | 17 212 | 30 | 32
107 13 ] 18 218 | 31 | 33




45

= .20

Comparison of A.S.N. Values

6.1 = .10 6 = .20
Test 8 = .10
Minimax 23.1
Wald 22.8
Fixed Sample Size
n ARl ARy
1 -- -- 103 | 14 16
2 -- 2 107 14 | 17
3 -- 3 109 | 15 | 17
11 -- 4 114 | 15 18
13 0 4 116 | 16 | 18
18 0 5 122 | 17 1 19
19 1 5 129 | 18 | 20
25 2 5 135 | 19 | 20
26 2 6
32 3 6
33 3 7
38 4 7
41 4 8
45 S 8
48 5 9
51 6 9
56 6 | 10
57 7110
63 71 11
64 8 1 11
70 91 11
71 9 | 12
77 10 | 12
78 10 | 13
83 11 13
85 11 14
90 12 ] 14
93 12 15
96 13 | 15

100 13 | 16

Maximizing 6

24,0
>24.0
34.0

Plan 37
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8.1 = .10 8; = .30 a =8 = .01 Plan 38
Comparison of A.S.N. Values
Test 8 = .10 Maximizing @ = .30
Minimax 42.6 59.0 32.4
Wald 38.5 75.8 29.2
Fixed Sample Size 79.0
Pl ARl n [ ARl on ARyl m | A Ry
1 .- -- 42 4 11 68 10 | 15 97 16 20
6 -- 6 44 4 12 71 10 | 16 99 17 20
9 .- 7 46 5 12 72 11 | 16 ({103 18 21
16 -- 8 50 6 12 76 12 | 16 ([108 19 21
23 -- 9 51 6 13 77 12 | 17 |[109 19 22
25 0 9 55 7 13 81 13 17 113 20 22
29 1 9 57 7 14 84 13 ] 18 |[116 20 23
30 1 10 59 8 14 85 14 18 117 21 23
33 2 10 63 9 14 90 15 19 122 22 24
37 3 11 64 9 15 94 16 19 127 23 24
8.1 = .10 8y = .30 a = 8 = .025 Plan 39
Comparison of A.S.N. Values
Test 8 = .10 Maximizing 6 = .30
Minimax 32.0 40.8 24.3
Wald 29.6 47.7 22.4
Fixed Sample Size 55.0
n A | Ry n 1Ay | Ry n o)Ay | Ry n oAy | Ry
1 -- -- 36 4 9 67 11 | 14 95 17 19
5 -- 5 38 4 ] 10 71 11 15 }{100 18 19
11 -- 6 40 5 10 72 12 | 15
18 .- 7 45 6 11 76 13 | 15
19 0 7 49 7 11 77 13 | 16
23 1 7 51 7 12 81 14 | 16
24 1 8 53 81 12 83 14 | 17
27 2 8 58 9| 13 86 15 1 17
31 2 9 62 10 | 13 89 15 | 18
32 3 9 64 10 14 90 16 | 18

a
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8.1 = .10 8y = .30 a=8= .05
Comparison of A,S.N. Values
Test 8 = .10 Maximizing 6
Minimax 24.0 28.8
Wald 22.8 31.6
Fixed Sample Size 39.0
n An | Rn n An | Ry n A, | Ry
1 .- | .- 36 5 9 68 11 | 14
4 -- 4 41 6 9 69 12 ) 14
10 -- S 43 6 10 74 13 | 15
14 0 5 46 7110 78 14 | 15
16 0 6 49 711
19 1 6 50 8| 11
23 2 7 55 9 | 12
28 3 7 59 10 | 12
30 3 8 61 10 13
32 4 8 64 11 13
6.y = .10 8; = .30 a=8=.10
Comparison of A,S.N. Values
Test 8 = .10 Maximizing 8
Minimax 15.1 16.3
Wald 14.6 >16.7
Fixed Sample Size 24.0
n An Rn n An Rn
1 -~ | -- 28 4 7
2 - 2 33 S 7
3 -- 3 35 5 8
9 -- 4 37 6 8
10 0 4 41 6 9
14 1 4 42 7 9
16 1 5 47 8 10
19 2 S 52 9 | 10
22 2 6
23 3 6

8

Plan 40

Plan 41

= .30

11.6
11.0




Test

Minimax
Wald
Fixed Sample Size

=

no| Ay

|

o
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VUV a LU

48

Gl = .30 a

= g8 = ,20

Comparison of A.S.N, Values

8 210
5
3

~N N

Maximizing @
7.6
> 7.6
11.0

Plan 42

v

a
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8.1 = .15 61 = .25 a=8= .01 Plan 43
Comparison of A.S.N. Values
Test 6 = .15 Maximizing 6 8 = .25
Minimax 167.9 252.7 148.0
Wald 151.3 330.2 133.1
Fixed Sample Size 330.0
n An R, n An Rn n An Ry, n An R,
1 -- | -- 113 | 13| 31 195 | 31 | 46 277 | 49 | 60

14 -- | 14 116 | 13 | 32 199 | 32 | 46 280 | 49 | 61

18 -- ] 15 117 | 14 | 32 201 | 32 | 47 282 | 50 | 61

24 -- | 16 121 | 14 | 33 204 | 33 | 47 286 | S1 | 62

30 -- | 17 122 § 15 | 33 207 | 35 | 48 291 | 52 | 62

35 -- 1 18 127 | 16 | 34 209 | 34 | 48 292 | 52 | 63

41 -- | 19 131 | 17 | 34 212 | 34 | 49 296 | 53 | 63

47 -- 1 20 133 17 | 358 213 | 351 49 297 | 53 | 64

53 -- | 21 136 | 18 | 35 218 | 36 | S0 300 | 54 | 64

54 0| 21 138 | 18 | 36 222 | 37 | 50 303 | 54 | 65

58 0] 22 140 | 19 | 36 224 | 37 | 51 305 | S5 | 65

59 11 22 144 | 19 | 37 227 | 38 | 51 308 | S5 | 66

63 2| 22 145 | 20 | 37 230 | 38 | s2 310 | 56 | 66

64 21 23 149 | 21| 37 231 | 39 ] 52 314 | 57 | 67

68 31 23 150 | 21| 38 235 | 39 | 53 319 | 58 | 67

70 31 24 154 | 22| 38 236 | 40 | 53 320 | 58 | 68

72 4 24 156 22 | 39 241 41 54 323 59 68

75 41 25 158 | 23 | 39 245 | 42 | s4 325 1 59 | 69

77 5] 25 161 | 23 | 40 246 | 42 | 55 328 | 60 | 69

81 . | 26 163 | 24 | 40 250 | 43 | 55 331 { 60 | 70

86 7 26 167 24 | 4] 252 43 56 333 | 61 70

87 7 27 168 25 | 41 254 44 56 336 61 71

90 81 27 172 ] 26| a1 258 | 44 | 57 337 | vh2 | N

93 8] 28 173 | 26 | 42 259 | 45 | 57 342 | 63 | 72

95 91 28 177 | 27| 42 263 | 45 | S8 347 | 64 ) 72

98 91 29 178 | 27| 43 264 | 46 | S8 348 | 64 | 73

99 10} 29 181 | 28| 43 268 | 47 | 58 351 | 65 | 73

104 11| 30 184 | 28 | 44 269 | 47 | 59 353 | 65 | 74

108 12| 30 186 | 29 | 44 273 | 48 | 59 356 | 66 | 74

110 12 31 190 | 30| 45 275 | 48 | 60 359 [ 66 | 7S
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n An Rn n An Rn n An Rn
360 67 | 75 473 91 95 586 (114 |117
364 67 | 76 474 91 96 589 |115 |117
365 68 | 76 478 92 96 592 1115 (118
370 69 | 77 480 | 92 97 594 |116 |118
374 70 | 77 483 93 97 97 1116 (119
375 70 | 78 485 93 9¢ 599 {117 1119
379 71| 78 488 94 98 602 {117 |120
381 711 79 450 94 99 604 {118 {120
384 72 1 79 492 95 99 607 1118 |121
386 72 | 80 496 95 1100 609 1119 }121
388 73 | 80 497 96 | 100 613 [119 |122
392 73 | 81 501 a6 | 101 614 {120 |122
393 74 | 81 502 97 101 618 1120 [123
398 75 | B2 507 98 102 619 §121 123
402 76 | 82 512 99 1103 623 [12]1 {124
403 76 | 83 516 [100 |103 624 1122 (124
407 77 | 83 S17 1100 {1C4 628 1122 1125
409 77 | 84 521 (101 [104 629 {123 [125
412 78 | 84 523 }101 [105 634 {124 [126
414 78 | 8S 526 }102 |105 638 1125 [126
417 79 | 85 528 |102 {106
420 79 | 86 531 |103 J106
421 80 | 86 533 1103 {107
425 80 | 87 536 {104 |107
426 81 87 539 {104 1108
431 82 | 88 541 1105 108
43S 83 | 88 544 105 (109
436 | 83 | 89 545 1106 }109
440 84 | 89 549 106 {110
442 84 | 90 550 {107 }110

P
445 85 | 90 555 1108 {111
447 85| 91 560 {109 {112
450 86 | 91 565 |110 {113
452 86 | 92 570 |111 {113
454 87 | 92 571 111 114
458 87 | 93 575 112 j114
459 88 | 93 576 |112 {115
463 88 | 94 579 113 j118
464 89 | 94 581 {113 |116
469 | 90 | 95 584 (114 116

Cont. Plan 43
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8.1 = .15 6, = .25 a =8 = .,025 Plan 44
Comparison of A.S5.N. Values
Test 6 = .15 Maximizing 6 8 = .25
Minimax 126.5 175.5 111.4
Wald 117.0 210.1 102.9
Fixed Sample Size 240.0
n A, kn n Ay | Rn n A, Rn n An | Ry
1 -—- 1 -- 108 | 14 | 28 192 | 33 | 43 280 | 52 | 58
10 -- 1 10 109 | 15 | 28 197 | 4 | 43 281 | S2 | 59
l 11 -- | 11 1131 15 | 29 198 | 34 | 44 285 | 53 | 59
17 -- 112 114 | 16 | 29 201 | 35 | 44 287 | 53 | 60
22 -- 13 119 | 17 | 30 203 | 35 | 4S 290 | 54 | 60
28 -- 14 123 | 18 | 30 206 | 36 | 4S 292 | 54 | 61
34 -- 15 125 | 18 | 31 209 | 36 | 46 295 | S5 | 61
39 -- | 16 128 | 19 | 31 211 | 37 | 46 298 | 55 | 62
41 0 16 130 | 19 32 215 38 47 299 56 62
45 1|17 132 f 20 | 32 220 | 39 | 48 303 | 56 | 63
S0 2 | 17 136 | 20 | 33 224 | 40 | 48 304 | 57 | 63
51 2] 18 137 1 21 | 33 226 | 40 | 49 309 | S8 | 64
55 3] 18 141 | 22 | 33 229 | 41 | 49 313 | 59 | 64
56 31 19 142 | 22 | 34 231 | 41 | S0 314 | 59 | 65
59 4 |19 146 | 23 | 34 234 | 42 | SO 318 | 60 | 65
62 4 | 20 147 | 23 | 35 237 | 42 | 51 320 | 60 | 66
64 S| 20 151 | 24 | 35 238 | 43 | 51 323 | 61 | 66
68 6 | 21 153 | 24 | 36 242 | 43 | 52 325 | 61 | 67
73 7120 ', 185 | 25 | 36 243 | 44 | 52 328 | 62 | 67
74 71 220} 158 | 25 | 37 248 | 45 | 53 || 331 | 62 | 68
l
77 81 22 160 | 26 | 37 252 | 46 | 53 332 | 63 | 68
79 81 23 164 | 27 | 38 254 | 46 | 54 336 | 63 | 69
82 91 23 169 | 28 | 38 257 | 47 | 54 337 | 64 | 69
85 9 | 24 170 | 28 | 39 259 | 47 | S5 341 | 64 | 70
87 10 24 174 | 29 39 262 48 | 55 342 65 70
91 11 | 25 175 | 29 | 4¢ 265 | 48 | 56 347 | 66 | 71
96 12 | 26 178 | 30 | 40 266 | 49 | 56 351 | 67 | 71
100 13 | 26 181 | 30 | 41 270 | 49 | S7 352 | 67 | 72
102 13 | 27 183 | 31 | 41 271 | 50 { S7 356 | 68 | 72
105 14 | 27 187 | 32 | 42 276 | S1 | S8 358 | 68 | 73




n R 0 A R
361§ 69 | 73 475 92 | 95
363 | 69 | 74 477 93 | 95
366 | 70 | 74 480 93 | 96
369 | 70 | 75 482 94 | 96
370 | 71 75 486 94 | 97
374 | 71 76 487 95 | 97
375 | 72 | 76 491 95 | 98
379 | 72 77 492 96 | 98
380 | 73 | 77 496 | 96 | 99
385 74 | 78 497 97 [ 99
390 | 75 79 501 97 (100
394 | 76 | 79 502 98 |100
395 | 76 { 80 506 98 |10l
399 | 77 | 80 507 99 101
401 | 77 | 81 512 100 102
404 | 78 81 516 |101 |102
406 | 78 82
409 | 79 | 82
411 | 79 | 83
414 | 80 | 83
417 | 80 | 84
419 | 81 84
422 | 81 | 85
423 | 82 | 85
427 | 82 | 86
428 | 83 | 86
433 | 84 | 87
438 | 85 | 88
443 | 86 | 89
448 | 87 89
449 | 87 | 90
453 | 88 | 90
454 | 88 | 91
457 | 82 | 9l
459 | 89 | 92
462 | 90 | 92
465 | 90 | 93
467 | 91 | 93
470 | 91 | 94
472 | 92 | 94

52

Cont.
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6.1 = .15 8y = .25 a=8= .05 Plan 45
Comparison of A.S.N. Values
Test = .15 Maximizing © 6 = .25
Minimax 93.9 120.8 83.0
Wald 88.9 135.5 78.4
Fixed Sample Size 168.0
n A, | Ry n A, | Ry n A, | Rn n A, | Ry
1 -- | -- 96 | 14 | 24 179 | 32 | 39 269 | 51 | 55
8 -- 8 100 | 15 | 24 184 | 33 | 39 272 | S1 | 56
11 -- 9 101 | 15 25 185 | 33 | 40 274 | 52 | 56
17 -- | 10 105 | 16 | 2 189 | 34 | 40 277 | 52 | §7 '
22 -- | 11 107 | 16 | 26 190 | 34 | 41 279 | 53 | 57 |
28 -- | 12 109 | 17 | 26 193 | 35 | 41 283 | 54 | 58
31 0| 12 112 | 17 | 27 196 | 35 | 42 288 | 55 [ 59
34 0 13 114 18 2 198 36 | 42 293 56 59
36 1] 13 118 | 18 | 28 201 | 36 | 43 294 | 56 | 60
39 1} 14 119 | 19 | 28 203 | 37 | 43 298 | 57 | 60
40 2| 14 123 | 20 | 28 207 | 38 | 44 299 | 57 | 61
45 3] 15 124 | 20 | 29 212 | 39 | 45 303 | 58 | 61
49 4 1 15 128 | 21 29 217 | 40 | 45 304 | 58 | 62
51 41 16 129 | 21 30 218 | 40 | 46 307 | 59 | 62
54 51 16 133 | 22 | 30 221 | 41 | 46 310 | S9 | 63
56 5117 135 | 22 31 223 | 41 | 47 312 | 60 | 63
59 6 | 17 137 | 23 | 31 226 | 42 | 47 315 | 60 | 64
62 6 | 18 140 | 23 | 32 229 | 42 | 48 317 | 61 | 64
63 71 18 142 | 24 32 231 | 43 | 48 320 | 61 | £S5
68 8 119 146 | 25 | 33 234 | 43 | 49 322 | 62 | 65
dL— l
72 9 19 151 | 26 | 33 236 | 44 | 49 326 | 62 | 66
73 9 20 152 26 34 240 45 S0 327 | 63 | 66
77 10 | 20 156 | 27 | 34 245 | 46 | S1 331 | 63 | A7
79 10 | 21 157 | 27 | 35 250 | 47 | S2 332 | 64 | A7
82 11 | 21 160 | 28 | 35 255 | 48 | S2 336 | 64 | 68
84 11 22 163 28 36 256 48 53 337 65 | 68
86 12 22 165 29 36 259 49 53 341 66 | 68
90 12 | 23 168 | 29 / 261 | 49 | 54 342 { 66 | 69
91 13 23 170 30 37 264 50 | 54 346 67 €9
95 14 | 23 174 | 31 38 267 | S50 | S5 347 | 67 | 70




n Ap | Ry
351 68 70
352 68 71
356 69 71
357 69 72
361 70 72
363 70 73
366 71 73
368 71 74
371 72 74
373 72 75
376 73 75
375 73 76
381 74 76
384 74 77
385 75 77
389 75 78
350 76 78
364 76 79
305 77 79
399 77 | 80
400 78 | 80
405 79 | 81
410 80 | 82
415 81 83
420 82 84
425 83 | 84

54
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8.1 = .15 8y = .25 a=8=.10 Plan 46
Comparison of A.S.N. Values
Test = ,1§ Maximizing 6 6 = .25
Minimax 60.8 71.4 53.7
Wald 58.9 75.3 51.8
Fixed Sample Size 99.0
B An | Ry n An | Rn n An | Ry n “n | R
1 -- | -- 89 | 14 | 21 167 | 31 | 35 251 | 48 | 51
6 -- 6 92 | 15 | 21 170 | 31 | 36 254 | 49 | 51
11 -- 7 94 | 15 | 22 172 | 32 | 36 256 | 49 | 52
17 -- 8 96 | 16 | 22 176 | 32 | 37 259 | 50 | 52
22 0 9 100 | 16 | 23 177 | 33 | 37 261 | S50 | 53
26 1 9 101 | 17 | 23 181 | 33 | 38 264 | 51 | S3
28 11 10 105 | 17 | 24 182 | 34 | 38 266 | S1 | 54
31 2110 106 | 18 | 24 186 | 35 | 38 269 | 52 | 54
33 211 110 | 19 | 24 187 | 35 | 39 272 | 52 | 55
35 3 ! 11 111 | 19 | 25 191 | 36 | 39 274 | 53 | S5
[}
3S 31 12 115 | 20 | 25 192 | 36 | 40 277 | 53 | 56
40 41 12 116 | 20 | 26 196 | 37 | 40 279 | 54 | 56
44 41 13 120 | 21 | 26 197 | 37 | 41 282 | 54 | 57
45 5113 122 | 21 | 27 201 | 38 | 41 284 | 55 | 57
49 61 13 125 | 22 | 27 203 | 38 | 42 287 | 55 | S8
S0 6| 14 127 | 22 | 28 206 | 39 | 42 289 | 56 | 58
54 71 14 129 | 23 | 28 208 | 39 | 43 293 | 56 | 59
56 7118 133 | 23 | 29 211 | 40 | 43 294 | 57 | 59
59 8| 15 134 | 24 | 29 213 | 40 | 44 298 | 57 | 60
61 8 | 16 138 | 24 | 30 215 | 41 | 44 299 | 58 | 60
63 9 | 16 139 | 25 | 30 219 | 41 | 45 303 | 59 | 61
67 9 | 17 143 | 26 | 31 220 | 42 | 45 308 | 60 | 62
68 10 | 17 148 | 27 | 31 224 | 42 | 46 313 | 61 | 62
72 10 { 18 149 | 27 | 32 225 | 43 | 46
73 11 | 18 153 | 28 | 32 229 | 43 | 47
77 12 | 18 154 | 28 | 33 230 | 44 | 47
78 12 | 19 158 | 29 | 33 235 | 45 | 48
82 13 { 19 160 | 29 | 34 240 | 46 | 49
83 13 | 20 163 | 30 | 34 245 | 47 | SO
87 14 | 20 165 | 30 | 35 249 | 48 | SO
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6__1- .15 613.25 a=p8=.20

Comparison of A,S.N. Values

Test 8 = .15 Maximizing e
Minimax 28.4 30.1
Wald 28.0 >30.2
Fixed Sample Size
n o)Ay | Ry n | Ay | Ra no| A Ry
1 e | - 84 | 15 | 18 167 | 32 | 34
3 - 3 86 | 15 | 19 171 | 32 | 35
S -- 4 87 | 15 | 19 172 | 33 | 35
10 -- 5 89 | 16 | 19 176 | 33 | 36
12 0 5 91 | 16 | 20 177 | 34 | 36
16 0 6 94 | 17 | 20 181 34 | 37
17 1 6 97 | 17 | 21 182 | 35 | 37
21 1 7 99 | 18 | 21 186 | 35 | 38
22 2 7 102 | 18 | 22 187 | 36 | 38
27 3 8 103 | 19 | 22 191 | 36 | 39
31 4 8 107 { 19 | 23 192 | 37 | 39
32 4 9 108 | 20 | 23 196 | 38 | 39
36 S 9 113 | 21 | 24
37 5110 118 | 22 | 25
41 61 10 123 | 23 | 26
43 6 | 11 128 | 24 | 27
46 7111 133 | 25 | 27
48 7112 134 | 25 | 28
50 81 12 137 | 26 | 28
54 81 13 139 | 26 | 29

S5 9113 142 | 27 | 29
59 9 14 144 1 27 | 30
60 10 | 14 147 | 28 | 30
64 10 | 15 150 | 28 | 31
65 11 | 15 152 | 29 | 31
70 12 | 16 155 | 29 | 32
74 13 {1 16 157 | 30 | 32
75 13 | 17 160 | 30 | 33
79 14 | 17 162 | 31 | 33
81 14 | 18 165 | 31 | 34

Plan 47
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6_y = .15 el .35 a=fg=.,01 Plan 48
Comparison of A.S.N, Values
Test : Maximizing © B = .35
Minimax 49.5 71.7 41.1
Wald 44.6 93.3 37.0
Fixed Sample Size 94.0
nol ARy n Ay | Ryfl M [ A | Ry
1 “a | == 83 | 17 | 23 153 | 36 | 38
8 -- 8 86 | 17 | 24 157 | 37 | 39
11 -- 9 87 | 18 | 24 161 | 38 | 40
16 -- 110 90 | 19 | 24 165 | 39 | 40
21 -- 111 91 | 19 | 25
24 01 11 94 | 20 | 25 °
26 0} 12 96 | 20 | 26
27 1] 12 98 | 21 26
31 2113 101 | 22 27
34 3113 105 | 23 | 28
36 3114 108 | 24 | 28
38 4114 110 | 24 | 29
41 5115 112 | 25 | 29
45 6 | 15 115 | 26 | 30
46 6 | 16 116 | 26 | 30
48 7116 119 | 27 30
51 7117 120 | 27 3l
52 8117 123 1 28 | 31
55 9| 17 124 | 28 32
56 9| 18 127 | 29 | 32
59 10 | 18 129 | 29 | 33
61 10 | 19 130 | 30 | 33
62 11 | 19 134 | 31 34
66 12 1 20 138 | 32 | 35
69 13} 20 142 | 33 | 35
71 13 | 21 143 | 33 | 36
73 14 | 21 145 | 34 36
76 15 | 22 148 | 34 37
80 16 | 22 149 | 35 37
81 16 | 23 152 | 35 38
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8.1 = .15 8y = .35 a=8=.,025 Plan 49
Comparison of A.S.N. Values

Test 8 = .15 Maximizing 6 6 = .35
Minimax 37.3 49.9 31.2
Wald 34.5 59.4 28.7
Fixed Sample Size 67.0

1 -~ | -- 78 | 17 | 21
6 .- 6 82 | 18 | 22
8 -- f 86 | 19 | 22
13 - 8 87 | 19 | 23
18 9 89 | 20 | 23
22 9 92 | 20 | 24

10 9 | 21 | 25
11 97 | 22 | 25

0
1
23 1410 93 | 21 | 24
2
2
311 101 | 23 | 26

32 4 | 11 104 | 24 | 26
33 4 | 12 106 | 24 | 27
36 S| 12 108 | 25 | 27
38 S| 13 110 | 25 | 28
39 61 13 112 | 26 | 28
43 7] 14 115 | 26 | 29
46 8 | 14 116 | 27 | 29
48 8 {15 119 | 27 | 30
S0 9| 15 120 | 28 | 30
53 10 | 16 123 | 29 | 30
57 11 | 16
S8 11 | 17
60 12 | 17
63 12 | 18
64 13 | 18
68 14 | 19
71 15 | 19
73 15 | 20
75 16 | 20

77 16 | 21
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8.1 = .15 81 = .35 a =8 =.05 Plan 50
Comparison of A,S.N, Values
Test 8=.15 Maximizing 8 8 = .35
Minimax 27.5 34.0 22.8
Wald 26.2 37.8 21.5
Fixed Sample Size 47.0
n Ay Ry L. AL LR, n An R, n An P
1 -1 -- 33 S| 10 53 11 | 1S 76 17 | 20
5 -- 5 34 5] 11 57 12 | 15 79 18 | 20
9 -- 6 35 6 | 11 58 12 | 16 81 18 | 21
14 0 7 38 6 | 12 61 13 | 16 83 19 | 21
17 1 7 39 7112 62 13 | 17 85 19 | 22
19 1 8 42 8 | 12 64 14 | 17 87 20 | 22
21 2 8 43 8 | 13 67 14 | 18 90 20 | 23
24 3 9 46 9 13 68 15 | 18 91 21 | 23
28 4 9 48 9 | 14 72 16 | 19 94 22 | 24
29 4 | 10 S0 10 | 14 75 17 | 19 98 23 | 24
8.1 = .15 81 = .35 a=8=,10 Plan 51
Comparison of A.S.N. Values
Test B = .15 Maximizing © 8 = .35
Minimax 18.3 20.8 15.3
Wald 17.7 >21.7 14.6
Fixed Sample Size 29.0
n An Rn n An R, n A, Rn
1 - | -- 24 4 8 47 10 | 13
3 -- 3 28 S 9 50 11 | 13
4 -- 4 32 6 9 52 11 | 14
9 -- S 33 6 | 10 56 12 | 15
10 0 5 35 7110 58 13 | 15
13 1 5 38 7111 61 13 | 16
14 1 6 39 8 |1 62 14 | 16
17 2 6 42 8 | 12 65 15 | 17
19 2 7 43 9 | 12 69 16 | 17
21 3 7 46 10 | 12 l
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8.4 = .15 % = .35 a=g= .20 Plan 52
tomparison of A.S.N Values

Test ' 8 = ,15 Maximizing 6 g = .35
Minimax 8.9 9,2 75
Wald 8.7 > 9.2 7.5
Fixed Sample Size 13.0

n [ ARyl | AR

1 e | - 23 4 7

2 -- 2 25 5 7

4 -- 3 28 6 8

6 0 3 32 7 9

9 1 4 36 8 | 10

13 2 4 40 9 (10

14 2 5

17 3 5

18 3 6

21 4 6
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