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ABSTRACT 

A study of theoretical techniques applicable to the analysis and design 
of modern power processing equipment is presented. 

An organizational structure is developed which defines a meaningful 
partitioning of a power system into component blocks at various levels. Con¬ 
siderations relevant to the various levels of this structure, both at the block 
diagram and circuit level, are treated. These areas include discussions of 
device models, de power output stages and basic power converter limitations. 

A survey of current computer programs applicable to the analysis and 
design of electrical equipment is presented. Brief treatments of some mathe¬ 
matical techniques, including Hilbert transforms, describing functions, phase- 
plane analysis and stability criteria are given. 

The above theoretical tools are applied to the analysis of a practical 
power processor, and predicted characteristics compared with those observed 
in the laboratory. 

Bibliographies are provided for three areas: power processors, mathe¬ 
matical methods and computer aided design. 
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1. INTRODUCTION 

The design of power processing equipment is still in a stage 
where experimentation and intuition of the designer are often used 
in lieu of firmly based design concepts. An object of the present 
study is to alleviate this situation by bringing together those aspects 
of linear and nonlinear system analysis which are pertinent to the 
design and evaluation of modern power processing equipment. 

Many problems encountered with complex systems show that 
current design and analysis procedures are far from adequate - systems 
that perform well in the laboratory may fail in the field; others may 
be so critical as to defy any attempts at production. In complex 
systems, compatibility and interconnection considerations cannot be 
ignored; a large system may fail to operate properly although the com¬ 
ponent subsystems may perform quite adequately by themselves. On 
the other hand, approaching the problem by looking only at an entire 
system is usually fruitless for all but the simplest systems. The 
separation of an entity into meaningful constituent parts is most use¬ 
ful in analyzing complex power systems. 

Our goals have been to 1) formulate an explicit structure in 
which power systems would logically fit and would serve as a guide 
in the analysis and design of such systems, and 2) to initiate investi¬ 
gations of the relevant problems at various levels in this structure. 
A designer may often consider the various levels in this structure 
automatically when dealing with simple s stems while complex systems 
are often handled by "feel" or intuition - making reliable complex 
system design difficult. The appropriateness of such a structure be¬ 
comes clearer when further problems concerning power s .stems arise. 
For instance, information about the stability of an interconnection of 
modules is not best obtained from anal, sis at the circuit level. 

The information obtained in any theoretical investigation of a 
power system must relate to the behavior of real devices - the models 
used must reflect the actual physical behavior to the extent required. 
(The problem of defining appropriate models is almost universal and 
not unique to power systems - or even electronics, for that matter.) 
Usually a compromise must be reached between the accuracy of the 
model and the complexity and interpretation of its analysis. The 
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division of power systems as presented here is itself a model, and 
work to this point indicates that it is a reasonable one which is both 
useful and meaningful. 

As mentioned previously, this investigation is concerned with 
techniques applicable to the design and analysis of power systems. 
The manner of the investigation was based on four considerations: 

1) Definition of the relevant class of systems to be modeled. 

2) Development of a structural model for these systems. 

3) Research into the relevant considerations at the various 
levels of this structural model. 

4) Compilation of the analytical tools necessary to perform 
these investigations. 

We should note that this report is not intended as an exhaustive study 
of power systems and analysis techniques. We could not hope to 
accomplish such a task in the time of this effort and, in fact, it may 
never be finished since the nature of the task is such that current 
topics can always be expanded and new ones added with future develop¬ 
ments. In particular, a number of mathematical topics normally dis¬ 
cussed in relation to feedback systems, such as the Nyquist criterion, 
Routh-Hurwitz and the root-locus test, have been intentionally omitted 
since these are part of the usual engineering background. We have 
assumed a basic knowledge of these topics and have presented instead 
some areas which may be less familiar but which complement the former 
topics and provide additional insight into the methods of analysis. 

In this context, the topics covered in the next pages represent 
only only the beginning of the possible work which could be done in the 
respective areas, but we hope that they will provide a base and guide 
for future investigations. 
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2. THE STRUCTURE OF POWER SYSTEMS 

Failure of a power processing system to perform its intended mission 
can often be traced to a design deficiency in some small part of the system. 
By examining a number of power processor designs, certain fundamental 
similarities have been discovered among apparently diverse systems. Re¬ 
search presented in this report has been directed toward evaluation of these 
similarities and development of an orderly procedure for analysis or synthesis 
of power processing systems. A thorough understanding of the common base 
shared by power processors, if properly applied, can lead to improvements 
over present day systems in cost, reliability and performance by serving as 
a guide to the choice of both the optimum approach and circuitry for a given 
function. 

To facilitate the breakdown of power processing systems, a hierarchi¬ 
cal structure describing the manner in which systems are built up has been 
hypothesized. By an iterative partitioning of a system at each of its levels, 
attention may be focused on the essence of the power processing system - 
those portions which actually perform the conversion of the electrical power. 
The following methodology, applicable to automatic control systems, outlines 
and defines this structure. 

To the uninitiated, a power system imbedded within and perhaps indis- 
4 tinguishable from a total system appears to be a vastly complex aggregate 

of a va rieh' of components working together to provide the power needs of the 
still more complex functional system. Our present concern is only with power 
systems, which will be treated as a separable part of a functional system. The 
power portion of the total system is distinguished by the following character- 

II istics: 

1) Power is the variable being operated upon - i.e., the variables 
in the circuits are voltages and currents whose magnitudes are the quantities 
of interest whether or not these voltages and currents are at the same time 
analogs of other quantities. This is in contradistinction to signal processing 
circuits where the voltages and currents represent and have some functional 
relationship to other variables and only the functional relationship is of im¬ 
portance. 

' 
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2) Power handling is performed in such quantities that thermal 
parameters associated with the elements of the system must be taken 
into account in the design of the system. Both the effects of ambient 
thermal conditions and thermal gradients due to operation of the system 
are significant design considerations. 

Even to an engineer well versed in the power field, a single sche¬ 
matic diagram of a complete power system may be incomprehensible 
if no other information is furnished. It is evident that some organiza¬ 
tion or structure must be imposed upon the system if it is to be evalu¬ 
ated or easily comprehended by anyone other than the designer. In 
fact, it is impractical even to design a power system of just modest com¬ 
plexity it some form of organization is not imposed upon the system in 
its conceptual stages. 

Examination of a number of power systems reveals that a system 
is composed of an aggregation of parts or modules meeting the above 
criteria which process power in some way and interconnections which 
tie the modules together by providing signal and power transmission 
paths. These modules, along with the circuitry necessary for energiz¬ 
ing, sensing, controlling and indicating purposes, whether internal or 
external to the module, will be defined as the power processors of the 
power system. Figure 2. 1 illustrates an example of one embodiment 
of a power processor. Our interest will be restricted to power pro¬ 
cessors which are purely electrical in nature, i.e., those elements 
which have electrical inputs and outputs. Electro-chemical devices 
such as batteries, electro-mechanical devices and prime power sources 
encountered in power systems will be viewed as complete and indivisible 
power processors and treated as modules to be modeled by their electri¬ 
cal terminal characteristics. 

Figure 2.2 illustrates the block diagram of an example of a 
power system and its constituent power processors. This block dia¬ 
gram represents a high reliability dc power supply operating from an 
ac prime source. In normal operation, ac power is drawn from the 
power mains and fed through the line selector to the redundant ac - dc 
converter/regulator power processors. The output of these modules 
is fed to a supply selector which connects the output of one of the 
modules to the dc output terminals, provided that module is function¬ 
ing properly. At the same time, the battery charger power processor 
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maintains the storage battery in a fully charged «tate and the synchro¬ 
nizer provides the dc - ac static inverter power processor with a signal 
which insures that the ac output of the inverter is synchronized with the 
power mains at all times. 

If the prime source of ac powei becomes unsuitable for use by 
the ac - dc power supplies (this can occur by frequency deviation, 
under and over voltage deviations as well as complete source failure) 
then the line selector will transfer the power load to the output of the 
static inverter. The storage battery acts as the source to provide an 
uninterrupted system output. Upon restoration of the ac mains power, 
the line selector transfers the power load back to the prime source 
and the battery charger recharges the storage battery. 

In the event of a failure within the ac - dc power supply connected 
to the system output, the supply selector connects the redundant supply 
to the output terminals. 

This simple example indicates the nature of a power system and 
the initial partitioning of the system into modules. It is evident that 
these modules perform a complete power processing function such as 
regulation, inversion, conversion, limiting or a combination of these 
functions. It is also evident that the power processor includes all of 
the auxiliary circuitry necessary to perform its functions --- some of 
which are internal power regulators, programing, synchronizing and 
timing facilities, meters, calibration facilities, switches and inter¬ 
locks. For the purpose of integration into a system, the interface 
characteristics of power processors are specified in terms of the ter¬ 
minal properties (usually designed or constrained by a set of specifica¬ 
tions) of the individual unit. Implicit in the specification of terminal 
properties is the implication that the circuitry internal to an individual 
unit will operate in a predesigned and well controlled manner if the 
terminal constraints dictated by the specifications are observed. The 
fact that this is not always the case provides the motivation to look 
beyond the terminal properties of a power processor in evaluating a 
completed unit to determine whether its performance will be adequate 
to meet the necessary mission requirements. 

An example of a physical embodiment of a power system is illus¬ 
trated in Figure 2.3. In this example, the individual modules or power 
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processors are quite obvious due to the modular construction of the 
system. Some of the protection circuitry auxiliary to the power pro¬ 
cessors is also visible on the panel of the unit. It is easy to imagine 
a multiplicity of these systems combined with others to form larger 
and more complex power systems. Thus, it is evident that the definition 
of a power system is recursive, i.e., power systems may, in them¬ 
selves, contain subsections which could be considered power systems. 
Of course, in the overall power system, the system shown in Figure 
2. 3 would be considered a power processor, since it forms only one 
of the modules of the larger system. Thus, the definition of a power 
processor is also recursive; power processors may contain a set of 
individual modules which can also be treated as power processors. 

To what level a system need be partitioned depends on the purpose 
of the partitioning. If the terminal specifications of a particular power 
processor within a system are considered satisfactory, and the design 
of that power processor is considered adequate to meet the terminal 
specifications with the internal circuitry operating in a well controlled 
manner and all components operating within their individual specifica¬ 
tions, then the power processor need not be further partitioned. If any 
question concerning internal operation exists, then additional partition¬ 
ing and analysis must be performed until the questions are resolved. 

When repeated partitioning of a power system is performed, the 
system is ultimately separated into power processor blocks which can¬ 
not be further subdivided and still meet the definition of a power proces¬ 
sor, i.e., a module of a system which performs a complete power pro¬ 
cessing function. The resultant power processing circuit at this level 
is usually still too complex to permit a thorough analysis in an efficient 
and meaningful manner. To facilitate this analysis, further segmenta¬ 
tion of the unit into basic power converters and auxiliary circuitry may 
be performed. A basic power converter is defined as that portion of a 
power processor which performs a power conversion task, exclusive 
of the auxiliary circuitry necessary to produce a practical embodiment 
of the converter. 

A power processor may be composed of several basic power con¬ 
verters connected in a series/parallel manner to perform the desired 
power processing, each power converter performing one step of ' ie 
total operation. The auxiliary circuitry common to all of these power 
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converters may be treated separately; e.g., a ci rcuit which procès ses 
power for auxiliary functions may be considered a basic power converter 
while a timing circuit may be viewed as providing a control signal to the 
power converter. As a specific example, it is common to include a low- 
power precision-re,;ulated power supply to provide a reference voltage 
for the main power converter. Such an auxiliary supply could be treated 
by employing the same approach used to evaluate the main converter, 
yet it does not handle power which is delivered to the output. 

Figure 2.4 illustrates an example of the block diagram of an 
ac - dc power processor which might be encountered in a battery charger 
or dc power supply application. With the exception of the auxiliary 
circuitry block, each of the blocks represent a complete basic power con¬ 
verter. The auxiliary basic power converters, which conditions the 
power necessary to run the auxiliary control circuitry as well as the main 
converters, are shown. 

The interface characteristics between the blocks may be repre¬ 
sented by electrical terminal properties and thermal characteristics 
as is done with power processors. For design purposes, it is usually 
necessary to require that terminal specifications be adequate to com¬ 
pletely characterize each of the blocks. This insures compatibility of 
design, i.e., in a design, the basic power converters are expected to 
be capable of working together after being developed separately. 

To further partition the system, the power converter may be 
modeled as a combination of a control coneept and an output power 
8taKe• In its essence, a control concept represents a methodology 
for operating or controlling the output power stages. A complete 
control concept includes a methodology of control plus a mechaniza¬ 
tion for receiving signals from sensors, reference and control elements 
and from these generating a suitable set of control signals which 
satisfies the chosen methodology for an output power stage. Depending 
upon the specific control concept and sensors employed, this may be 
either an open-loop >r closed-loop control of some output variable. 

The choice of control concept is governed by the following 
principal constraints: 

1) Output power stage selected to perform the power conversion. 
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2) System requirements of the power converter (e.g. efficiency, 
cost, fdze and weight, load regulation, source regulation, re¬ 
liability, isolation, etc.). 

The output power stage limits the choice of control concepts to 
those that are compatible with it. A control concept designed for one 
particular output stage can often be modified to effect compatibility with 
other output stages either by minor modification of the methodology and 
the mechanization or by a modification in the mechanization alone. 

The system requirements constrain the choice of control concept 
both indirectly and directly. Indirectly, the system requirements dic¬ 
tate use of an output stage which has the inherent capability of meeting 
these requirements. Directly, the system requirements dictate the 
choice of a control concept that is both compatible with the output power 
stage and, when combined with the power stage, will yield a power con¬ 
verter which meets the requirements. 

The power output stage is defined as the portion of the basic power 
converter which actually handles the power. There are four major types 
of power stages which are used to handle electrical energy. These 
stages are classified by the method of operation of the power control 
element. These are: 

1) Active linear (e. g. tubes, transistors) 

2) Mechanical (e. g. relays, variable transformers) 

3) Saturable magnetic (e. g. magnetic amplifiers) 

4) Switching (e. g. thyristors, switching transistors). 

In addition to the control elements, energy storage and filtering elements, 
mutually coupled magnetic elements (e.g. transformers) and steering 
and clamp diodes may be included as part of the output stage. Sensors 
to provide feedback signals to the control circuitry complete the out¬ 
put stage. 

Figure 2. 5 shows a very simple example which illustrates the 
salient features of a basic power converter. The converter shown is 
an ac-ac voltage regulator which achieves regulation by changing taps 
on an auto-transformer. The output stage, a mechanical type, is 
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represented by the tapped auto-transformer T and the relay R which 
selects between taps A and B on T. The methodology of control is to 
compare the ac input voltage with a reference. The difference between 
the two is applied to a threshold detector. Whenever the difference 
exceeds a given threshold, the relay switches to the appropriate tap to 
minimize the error. Hysteresis is included in the threshold device to 
prevent relay chatter near the switching point. The mechanization of 
the control concept methodology is shown in the figure and consists of an 
amplitude detector, differential summing netwo rk, hysteretic switch to 
set the threshold and a relay driver to operate R. The auxiliary func¬ 
tions necessary to operate this power converter are a power supply 
and a reference voltage generator. These functions are not considered 
part of this converter. 

Block diagrams of output stages, control concepts and auxiliary 
functions may be used to provide valuable information concerning the 
perf ormance of a power processor. However, to perform a complete 
evaluation, block diagram analysis is inadequate. The actual circuits 
within the block must be examined to insure that the block will perform 
according to its terminal specifications (the model which the block re¬ 
presents) under all conditions. To perform the more detailed circuit 
analysis, the circuit schematic diagram is required to provide electri¬ 
cal component interconnection information and, in addition, assembly 
and wiring diagrams are required to provide physical placement and 
structural information. Since thermal factors and, in many systems, 
spurious electrical coupling between different portions of the circuit 
must be evaluated, physical factors are as important in the electrical 
performance evaluation of a power converter as are the electrical factors 
represented by the schematic diagram. 

Assembly, wiring and schematic diagrams specify the structure 
of the basic power converter and power processor, i.e. the types of 
components used (resistors, capacitors, inductors, etc.), their electri¬ 
cal interconnections and their physical placement. This is adequate to 
perform a qualitative or algebraic evaluation of the power processor and, 
by suitable combination, a qualitative evaluation of the system. To perform 
a quantitative evaluation, numerical data pertinent to the components and 
subassemblies of the power processor must be analyzed. This informa¬ 
tion may be obtained from sources such as the parts and material lists 
and specifications, detail drawings, quality control and~reliability data, 
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etc. Only by quantitative analysis can actual performance capability 
of a power system and its components be verified. 

Whether in fact, a system that has been satisfactorily evaluated 
and is subsequently fabricated actually meets its intended mission re¬ 
quirements depends wholly on the accuracy of the analysis used in the 
evaluation. Assuming that no numerical error has been made in the 
analysis (a not unlikely occurrence in a complex problem, but one that 
is at least in principle, avoidable), the prime source of disagreement 
between the results of evaluation and actual performance lies in the 
accuracy of the models used in the analysis to represent the physical 
components of the system. No component performs ideally and all com¬ 
ponents have limitations on every variable associated with them which 
cannot be exceeded without permanently degrading that component. A 
model used in the analysis must reflect these factors to whatever degree 
is necessary to insure accuracy in the overall evaluation. 

Since very detailed models of each component make analysis 
difficult and cumbersome, some compromise must be reached in the 
choice of a model. Some components, because they represent relative¬ 
ly new developments, have not been well characterized by models. Other 
components, because of the difficults of controlling their parameters 
are not weU represented by any model. These factors considerably ’ 
complicate the analysis problem and may require the use of models 
based on statistical data, rather than the physics of operation. 

A diagram summarizing the structure of power processing systems 
that has been discussed in this section is shown in Figure 2.6. All of 
the segments are shown in their relation to one another as the system 
is repeatedly partitioned. It is interesting to note that the ultimate 
limitation on the accuracy by which performance of the power system 
may be predicted (first block) is set by the accuracy with which the device 
and component models may be specified (last block). The entire struc¬ 
ture between these two blocks serves to relate these detailed models to 
the overall system in a logical and orderly manner. The discussion and 
investigations of power processing systems will cover considerations at 
the various levels of Figure 2.6. 
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3. DEVICE AND COMPONENT MODELS 

In this chapter, the static and dynamic characteristics of practi¬ 
cal devices are presented. Where possible, models which relate perti¬ 
nent device parameters are developed which are suitable for use in 
circuit analysis. Temperature dependencies of parameters are ex¬ 
amined and graphs which allow the effects of temperature to be quan¬ 
titatively assessed are included. The emphasis here is on the large 
signal models and characteristics of devices where non-linearities 
become significant in describing operation. This is the region of 
operation normally encountered in switching circuits or in the devices 
used in the output stages of switching power processors. 

The models that are developed in this section are simple ones 
which may be used to assess specific properties of operation of the 
circuit in which they are embedded, therefore, the model appropriate 
to the circuit property or characteristic being investigated must be 
used to obtain meaningful results. These models are simplified in 
a way which focuses attention on a specific facet of transiter behav¬ 
ior, yet when the models are substituted for the actual device, the 
ensuing analysis is not impossibly complex. When this type of model 
is used, the accuracy in predicting the behavior of a specific device 
suffers, but, for solid state devices, the normal manufacturing spread 
of individual device behavior is much greater, making the model in¬ 
accuracies negligible by comparison. 

3. 1 SEMICONDUCTOR DIODES 

Static Characteristics 

The schematic symbol and terminal variable designation for a 
diod"* is illustrated in Figure 3. 1. For many analysis purposes, the 
diode may be modelled as a perfect uni-directional switch; one having 
zero voltage drop in the direction of conduction and zero current flow 
in the direction of non-conduction. This volt-ampere relationship is 
graphically shown in Figure 3.2a and the corresponding models for 
the two regions of operation shown in Figure 3. 2b. 
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FIG. 3.1 SCHEMATIC SYMBOL AND 
TERMINAL VARIABLE DEFINITION 
FOR A SEMICONDUCTOR DIODE 

I 

(b) MODELS 

FIG. 3. 2 GRAPHICAL VOLT-AMPERE RELATIONS AND MODELS FOR 
"PERFECT" DIODE 
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For applications where a more accurate model is required, a 
volt-ampere relationship based on the physics of diode operation may 
be employed. The ideal diode volt-ampere relationship may be ex¬ 
pressed algebraically by 

JäY 
I-Is(T)(enkT -1) ,3.,, 

where IS(T) is a temperature dependent parameter of the diode, T is 

the absolute temperature of the device, q is the magnitude of electron 

charge, k is Boltzmann's constant, jl « 1.16 xlO4 ^ and n is a param 

eter dependent on the details of fabrication of the diode and lies in the 
range 

1 < n < 2. 

For a given diode n may vary slightly with current level, but for circuit 
analysis purposes n may be taken as a constant with only minor error 

A plot of Eqn. 3. 1 in the normalized form — » e n^T -1 versus the 

*3 
* . _qV . 

C nkT 18 shoWn in Fi8ure 3- 3- The scales are chosen to represent 

the current that would be observed for a silicon diode operating near 
room temperature. It is evident that the crude model of Figure 3. 2 
closely approximates the physical model of Figure 3 . 3 and may be 
used for calculating the gross operation of a circuit. 

Figure 3.4 shows a plot of Eqn. 3. 1 on a finer scale than Figure 
3. 3. Superimposed is a plot of 

_2V 

I - e^T 

and 

Is 

(3.2) 

(3.3) 
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FIGURE 3. 3 

NORMALIZED IDEAL DIODE CURRENT VERSUS EXPONENT 

qV 
For —greater than about 3, Eqn. 3.2 describes forward conduction 

nkT 

with negligible error. For 
qV_ 

nkT 
less than about -3, Eqn. 3.3 describes 

the non-conducting region with negligible error. For the temperature 
region of practical silicon diode operations, -50°C < T < 150°C, 
aV 

— * 3 implies V < 0. 22 volts. 
nkT 

Eqn. 3. 1 accurately predicts the conduction region behavior of 
a diode over the range of moderate current levels for the diode being 
investigated. As the current approaches the rated value of the diode, 
series resistive effects in the semiconductor material become pre¬ 
dominant. Figure 3. 5 is a volt-ampere plot of the forward character¬ 
istics of a typical 15 ampere silicon power diode. In the region below 
about 1 ampere, the diode may be described by the ideal diode law of 
Eqn. 3. 2 with parameters 

__V_ 

I = 3.0 X 10"^ e^ x amperes 
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Above one ampere, the excess voltage over the ideal diode curve for 
a given current becomes marked. Typical practice in the maximum 
average current rating of a diode is to choose a current level where 
the voltage drop due to resistance of the semiconductor material has 
become appreciable, but not excessive. This maximum current point 
might be set at the point where the diode terminal voltage was two to 
three times the junction voltage for the worst-case device in the line. 
For static analysis, the bulk resistive sffcct of the material may be 
modeled by a fixed resistor in series with an ideal diode as shown in 
Figure 3.6. The volt-ampere relationship of this diode in the forward 
direction is 

(3.4) 

I his equation is most conveniently solved graphically using measured 
data or worst-case specified parameters. In Figure 3.5, Eqn. 3.4 is 
plotted (superimposed on the measured volt-ampere curve) using the 
parameters of Eqn. 3. 3 and an experimentally fitted R of .003 ohms 
to give the equation 

V ■ .0031 + 29 X 10"3 In (. ■) volts. (3.5) 
3. 0 X 10^2 

FIGURE 3.6 

DIODE MODEL WITH BULK RESISTANCE 
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It is evident that the model and measured data closely match. The 
differences may be attributed to the conductivity modulation effect. ^ 
Conductivity modulation, associated with operation of the diode 
junction, causes the bulk resistance to decrease as the diode current 
increases. For circuit analysis purposes, variation in diode resis¬ 
tance with current due to conductivity modulation does not cause sig¬ 
nificant errors when the model of Figure 3.6 is used. 

When the diode voltage reverses, biasing the diode into the non¬ 
conducting region of operation, the characteristics depart from the 
ideal diode curve of Figure 3.4 due to extraneous leakage effects. 
The ideal diode model predicts leakage due only to bulk diode opera¬ 
tion. In devices presently available, bulk effects predominate under 
forward and high temperature reverse bias operation. At low and 
normal temperatures, the extraneous effects may become predominant 
in determining reverse biased leaxage. The normal reverse satura¬ 
tion current predicted by the ideal diode law is independent of the ap¬ 
plied reverse voltage ( see Figure 3.4), The two principalextraneous 
effects are both reverse voltage dependent. Surface junction leakage 
is a component of current which flows around the edges of a semi¬ 
conductor p-n junction. It is essentially resistive. Depletion region 
carrier generation is the second leakage effect and is due to currents 
generated within the diodt junction. The magnitude of this current 
depends on the volume of the depletion region of the diode junction 
which, in turn, is nonlinearly related to the reverse voltage. Phis 
carrent has a dependence on applied voltage between the limits of 

1 
2 

1_ 
3 

(-V) and (-V) depending on the fabrication details of the diode. 
Figure 3.7 is a volt-ampere plot of the reverse characteristics of the 
diode whose forward characteristics are plotted in Figure 3. 5. At 
room temperatures, surface effect dominate the leakage and the be¬ 
havior is anomolous. ^t elevated temperatures (T * 100°C), bulk 
effects dominate and the leakage, while greatly increased, is smooth 
with voltage. Superimposed on the T ■ 100°C curve is an empirically 
fitted curve with the equation 

I = 10 
-7 

1 
-7 3 

+ 3.25 • 10 (-V) amperes, V < 0. 

Bibliography III, Reference 24. 
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FIG 3.7 REVERSE VOLT-AMPERE CHARACTERISTICS OF 
A SILICON POWER DIODE. 
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The fit of this curve is sufficiently close for use in circuit analysis 
problems where this leakage may be significant. 

Voltage dependent leakage current is generally small (less 
than 1.0 ^ampere) in currently available silicon diodes and is domi¬ 
nated by bulk leakage currents at high temperatures. For these 
reasons, voltage dependent leakages may usually be ignored in circuit 
analysis and a bulk leakage model used to describe the reverse charac¬ 
teristics. Figure 3.8 illustrates this model. For a diode which ex¬ 
hibits an unusually large amount of voltage dependent reverse current, 
or for analyses in which low temperature reverse current is important, 
a model including a resistive reverse current component may be used, 
as illustrated in Figure 3.9. If resistor Rj^ is chosen to match the re¬ 

verse current at the maximum applied voltage, or to match the worst- 
case room temperature reverse current from a manufacturer's data 
sheet, the model will be suitably accurate for worst-case circuit cal¬ 
culations . 

Diode Temperature Dependence 

The principal diode temperature dependencies that are of interest 
in modelling a diode for circuit analysis purposes are those predicted 
by the ideal diode model. These invclve the explicit temperature de- 

ti k 
pendence in the e term of Eqn. 3. 1 and the implicit temperature 
dependence of the Ifa(T) term of that equation. The principal tempera¬ 

ture dependence of this term may be written explicitly as 

I (T) * C T3 
s (3.6) 

where C is a parameter of the diode and Eg0 is the zero temperature 

energy gap - a constant for the semiconductor material used which 
has the value 0.782 electron volts for germanium and 1.205 electron 
volts for silicon. The ideal diode equation may then be written as 

I = C T 
3 

( e nkT 
-1) 
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Under forward bias conditions, Eqn. 3. 7 may be written as 

(3.8) 

The temperature induced drift of current under constant voltage bias 
may be deduced from the partial derivative of Eqn. 3.8: 

(3.9) 

Eq-> 3.9 gives the current drift in units of amperes per °C. The 

fractional or percentage drift per unit change in temperature may 
be obtained by dividing Eqn. 3.9 by the current: 

(3. 10) 

Eqn. 3. 10 versus normalized voltage X is plotted in Figure 3. 10 for 
n 

a silicon diode with temperature as a parameter. The temperature 

induced current drift is the region of normal diode operating voltages 
(0.5 to 0.7 volts with n » 1) is appreciable - 5 to 1 5%/°C depending 

on the temperature. When a diode is useu in a circuit, it is often 

not biased in a constant voltage condition, but rather the diode "sees" 
both a Thevenin equivalent voltage source and an incremental source 

resistance, denoted by Re. The fractional current drift in this situa¬ 

tion can be written as 

J_ dl_ 

I dT (3.11) 

which reduces to Eqn. 3. 10 if R » 0 (constant voltage bias) . The 

expression — may be found by partial differentiation of Eqn. 3. 8 and 

is given by 

3i 
(3.12) àV kT 
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This expression is plotted in Figure 3.11 over a range of currents with 
temperature as a parameter. 

Using Eqn. 3.11 and Figures 3. 10 and 3.11, the fractional current 
change per degree temperature change may be found for any silicon 
diode from a knowledge of the voltage, current and temperature of the 
diode and the incremental resistance that the diode "sees". 

The corresponding temperature induced drift of forward voltage 
be written in terms of Eqn. 3. 11 by 

dV 

dT * (3.13) 

The voltage change in volts per unit change in temperature may be 
found for arbitrary biasing conditions from Eqn. 3.13. 

When the diode is reverse biased, the temperature dependence 
of the saturation current is due only to the temperature dependence of 
the Is( H term of Eqn. 3.1. Under reverse bias conditions, the ideal 

diode equation with explicit temperature dependence, Eqn. 3.7 may be 
written as 

I “ -IS(T) -C T3 (3. 14) 

The fractional t urrent change per unit temperature change may be 
found from Eqn. 3. 14 and expressed as 

Ill * 2 _Ego 
I dT T kTa (3.15) 

This equation is plotted versus temperature for a silicon diode in 
Figure 3.12. 

Often the ratio of total change of saturation current relative to 
a fixed temperature (e.g. 25°C) is of greater interest than the incre 
mental temperature coefficient, which is useful only for small 
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FIGURE 3.12 

NORMALIZED REVERSE CURRENT TEMPERATURE 
COEFFICIENT VERSUS TEMPERATURE 

temperature variations . Using Eqn. 3.14, this ratio may be expressed 
as 

(3.15) 

Where Ire£ is the saturation current at the reference temperature, Tre£. 

Eqn. 3.15 is plotted in Figure 3.13 versus temperature, using 
Tre£ = 25°C. Since surface effects may dominate in the measurement 

of reverse current at T « 25°C, Iref is best inferred at this tempera¬ 

ture by measurement of the forward characteristics of the diode at low 
current levels and extrapolation of the curve to T * 0. Alternatively, 
the Ire£ current may be measured at an elevated temperature where 

bulk leakage effects are dominant. Figure 3. 14 is a plot of Eqn. 3. 15 
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FIG.3.13 NORMALIZED REVERSE CURRENT CHANGE VERSUS 
TEMPERATURE RELATIVE TO 25 °C. 
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FIG.3.14 NORMALIZED REVERSE CURRENT CHANGE 

VERSUS TEMPERATURE RELATIVE TO 100#C. 
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versus temperature with Tref = 100°C, and may be used with a high 

temperature Ire£ to calculate relative reverse current. Either curve 

shows that when the junction temperature varies from 25 to 150°C, 

the leakage current due to bulk effecis increases by a factor greater 

than 10^! 

Dynamic Characteristics 

The previous discussion has provided a characterization of semi¬ 
conductor diodes under conditions where the terminal variables of 
current and voltage associated with the device are time invariant or 
change slowly with time. When this situation does not hold true, 
several time dependent effects become evident. For power type 
circuitry, the most significant of these effects is the reverse re¬ 
covery phenomena which is encountered when a diode is rapidly 
switched from the conducting to non-conducting states. In circuits 
which employ a diode in this manner, the current through the diode 
is constrained by the external circuitry until the diode becomes non¬ 
conducting. Figure 3. 15 shows a Thevenin equivalent for this type of 
circuit. When switch S is in the F position, a current Ip flows in the 

diode in the steady state, given by 

R 
F 

If Vp » V, 

V 
Iv - —, VF » V 

1 R_ 
(3.16) 

With S in the R position, the steady-state reverse current that flows 
is the diode saturation current discussed in the previous sections. 
However, the diode current does net assume the steady-state value 
immediately after switch S is threwn from the upper to lower position. 

- 34 - 



F 
o $ 

î V, 
+ 

F ï V 

FIGURE 3. 15 

DIODE SWITCHING TRANSIENT CIRCUIT 

This behavior may be understood by examination of a crude dynamic 
model of the diode as a device whose current is charge controlled 
rather than voltage controlled as described by the ideal diode equa- 
tion, (3.1). When the physics of semiconductor diode operations are 
examined, the diode current is found to be dependent on an amount of 
charge stored within the device. In the steady-state, the functional 
relationship between charge and voltage is identical in form to the 
current/voltage relation of Eqn. 3.1. Thus, the diode current, which 
is actually charge controlled, may appear to be voltage controlled in 
the stead)-state. When dynamics are examined, the charge-current 
relations must be considered in greater detail. For a crude model, 
we will approximate the diode as a parallel combination of a charge 
storage device and a charge leakage device, as illustrated in Figure 
3. 16. The terminal variables are input current i and stored charge 
q. The input current flows into either the charge storage device, 
where the accumulated charge is governed by the relation 

(3.17) 
-00 

or the current flows into the charge leakage device, where the rate 
of charge leakage (current) is expressed as 

(3.18) 
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FIGURE 3.16 

CHARGE CONTROL MODEL OF A DIODE 

where is a parameter of the charge leakage device. The total 

current-charge relation of the diode may be found by differentiating 
Eqn. 3. 17 and combining with Eqn. 3. 18 to yield 

(conducting state) (3.19) 

Eqn. 3. 19 forms the ba?ic charge control equation of a conducting 
diode. In the non-conducting state, only the saturation current can 
flow and 

i “ -I (non-conducting state) (3.20) s 

Inasmuch as the diode reverse saturation current is much smaller 
than the forward currents normally encountered, the demarkation 
between conducting and non-conducting diode states is taken to be the 
point where the stored charge is zero. Thus, Eqn. 3.19 describes 
diode behavior for q > 0 and Eqn. 3. 20 for q ? 0. 

Returning now to the problem posed in Figure 3.15, assume that 
switch S has been left in the F position for a sufficient length of time 
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to establish steady-state conditions; i.e., Eqn. 3.16 holds, the diode 
is in the conducting state, and charge control Eqn. 3.19 is valid. 
Since the current i is unchanging, the time derivative in Eqn. 3.19 is 
zero and Eqns. 3.19 and 3.16 may be solved to yield 

Assume now that at t * 0, S is moved instantaneously to the R position. 
Since q is greater than zero, the diode remains in its conducting state 
and the voltage across it remains small. From Figure 3. 16, 

VR » V, t > 0. (3.22) 

Now Eqns. 3. 19 and 3. 22 may be solved for the ensuing transient with 
Eqn. 3.21 supplying the initial condition at t = 0. Solving these yields 

t 

q > 0. (3.23) 

Eqn. 3.23 is plotted versus time in Figure 3.17. When the charge q 
reaches zero, the diode enters the non-conducting state. A smaller 
value of IF, a larger value of IR or a diode with a smaller value of 

Td will cause faster diode reverse recovery. The reverse recovery 

time may be calculated by setting q in Eqn. 3. 23 to zero and solving 
for the time, t = tRR> the reverse recovery time of the diode. Per¬ 

forming this calculation results in 

(3.24) 

I 
Figure 3.18 displays the normalized reverse recovery time versus 





FIGURE :i.l8 

NORMALIZED DIODE TURN-OFF TIME VERSUS 
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It should be recognized that the model used for calculating Eqn. 
3.24 and Figure 3.18 is a lump approximation to a process which is 
really continuously distributed through the volume of the diode. Con¬ 
sequently, the results obtained here are only approximations to 
actual performance. In addition, the junction voltage reverses before 
the stored charge decays completely to zero, hence Figure 3.18 will 
yield conservative (overly long) estimates for the diode recovery time. 
A more accurate analysis, based on the partial differential equations 
describing the actual distributed behavior of a diode has been performed, 
and the results are presented along with the lumped model results in 
Figure 3.18. This curve may be used to compute recovery time in a 
circuit if the charge control parameter is determined for the diode 

of interest, either by direct measurement or by inference from the 
manufacturer's data sheet. Figure 3.19 is an oscillogram of the wave¬ 
forms encountered in a reverse recovery test circuit similar in action 
to the circuit of Figure 3. 16. In this circuit Vp = » 15 volts and 

R-F “ * 25 0, hence, Ip * Ij^ . 6 amperes. The top waveform 

shows the diode voltage and the bottom, diode current. The recovery 
time, defined as the point at which the diode voltage begins to increase 
(this is a time less than that for q = 0), is 2.2 microsecond. 

The reverse recovery time of a diode constitutes a significant 
circuit limitation; during the diode reverse recovery interval of a 
practical circuit, the device which commutates the diode must often 
handle the sum of both the forward current Ip and the reverse current 

Ir. In addition, the reverse recovery current is not usually resistance 

limited but rather depends on second order effects such as transistor 
ß limitations and switching times, semiconductor bulk resistances and 
stray inductance to limit the current. Consequently, during the reverse 
recovery interval, large and uncontrolled spikes of current may flow 
through both the diode and the commutating device, which is typically 
a solid state switch. The switch current rating must be adequate to 
safely handle the "spike". 

If the reverse recovery "spike" current is appreciable, significant 

Bibliography III, Reference 157. 
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MEASURED DIODE REVERSE RECOVERY TRANSIENT 
TOP TRACE - VOLTAGË~. BOTTOM TRACE - CURRENT 

power dissipation will occur in a switching circuit as the switching 
frequency is increased. Figure 3. 20 shows an example of a power 
switching circuit where this can occur. When the power switch first 
closes, the recovery current IR flows through both the diode and the 

power switch. This current, across the supply voltage Vcc represents 

power which is dissipated in the diode and power switch. 

If Vcc * 30 volts» ^ “ 25 amperes, IR * 50 amperes, the diode 

recovers in 1 0 microsecond and the switch is turned on every 50 
microsecond (¿0 kHz switching frequency), the power dissipated due 
to reverse recovery will be 

o . V „ T .. recovery 
*d vccxlRx_J-*- 

period 

Pd * 30 X 50 X « 30 watts 
50. 
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For this example, a faster diode (say Recovery “ 0-1 microsecond, 

yielding Pj “ 3.0 watts) should be used. 

Two other aspects of dynamic behavior which may be of signifi¬ 
cance in diode operation will be mentioned here. A complete treat¬ 
ment of these effects may be found in the references. 

When a forward current near the diode rating is suddenly applied 
to a diode that had been non-conducting, an excess forward voltage may 
be observed across the diode which decays to the steady-state value. 
The excess voltage across the diode may be as large as five volts, 
causing additional power dissipation in the diode. If the diode is used 
to clamp the voltage across some other element (e.g. transistor or 
thyristor), this excess voltage must be taken into account in selecting 
the voltage rating of the element. 

The second additional effect of significance concerns the junction 
capacitance of a reverse biased diode. When a semiconductor diode 
is reverse biased, charge is stored in the region of the junction which 



can be modeled as a non-linear capacitance. The stored charge 
the junction area can be expressed as 

qj = f(V), 

the charge is a function of applied voltage and the incremental capaci¬ 
tance due to this charge storage can be found from 

(3.25) 

C = 
dV (3.26) 

For most diodes, the expression for incremental capacity is of the 
fo rm 

C = K 

(*o-v> 
n V < 0 (3.27) 

where and n are constants which depend on the construction details 

of the diode. may lie between 0. 2 and 1.0 volt and often can be 

neglected when compared to V. The parameter n lies between 1/3 
and 1/2. The charge needed to change the voltage across this diode 
capacitance must be taken into account when switching from the con¬ 
ducting to non-conducting state and vice-versa. 

Diode Limitations 

1) Voltage. The principal diode voltage limitation is that of 
breakdown of the semiconductor junction under large reverse bias 
conditions. This breakdown is due to the "avalanche multiplication" 
effect which causes a rapid increase in reverse current for a small 
increase in reverse voltage. A diode model which illustrates the 
avalanche effect is shown in Figure 3. 21. The voltage V applied to 
the diode is negative, hence in the diode portion of the model, only 
the saturation current, Is flows. Due to the multiplication effect, 

the diode terminal current is greater than Is by a voltage dependent 

factor, M(V), so 

I = M(V) Is. 
(3.28) 



FIG.3.21 DIODE MODEL ILLUSTRATING 
AVALANCHE MULTIPLICATION 

This may be modelled as a current controlled current source in 
parallel with the diode whose current is Cm(V) -1 ] Is, so the sum of 

the diode and current source currents are given by Eqn. 3.28. The 
voltage dependent factor has the form 

M(V) V < 0 (3.29) 

where n is a parameter with range 1 < n < 4 and is the avalanche 

breakdown voltage; the voltage at which M(V) and, hence, I would be- 
V 

come infinite. Figure 3.22 is a plot of M(V) versus — for n = 1 and 
v A 

n * 4. Due to the sharpness of this curve as V approaches V^, the 

reverse breakdown of a diode is often modelled as a threshold break¬ 
down at v * V^, as illustrated in the volt-ampere plot of Figure 3. 23. 

2) Current. Unlike the case of avalanche voltage breakdown, 
there is no abrupt mechanism which limits diode forward current. The 
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FIG. 3.22 AVALANCHE MULTIPLICATION FACTOR VERSUS 
NORMALIZED VOLTAGE. 

i 



FIG.3.23 THRESHOLD BREAKDOWN V-I 
PLOT OF A DIODE 

practical limitation is thermal - the static resistive drops previously 
described may cause an unacceptably large power loss or, at some 
current the leadwires, metalization, or the diode chip, itself, may 
melt or fuse. The diode average and peak current ratings encountered 
in the data sheet are based on these considerations. 

3) Temperature. The temperature of the semiconductor 
junction is a fundamental limitation on diode operation. As we have 
seen, at high junction temperatures the diode leakage current rapidly 
increases, rendering the diode temporarily useless for blocking re¬ 
verse currents. The solders and bonding agents used in constructing 
the device soften and weaken and the reliability of the diode chip is 
permanently degraded. 

In calculating temperature rises, it is necessary to know the 
power dissipated in the device. The total power dissipation as a function 
of time may be found by summing the power dissipations due to the fol¬ 
lowing factors discussed in this section: 

a) Forward static dissipation calculated as a succession of 
steady states. 
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b) Reverse biased leakage. 

c) Reverse recovery transient (turn-off). 

d) Forward recovery transient (turn-on). 

For a single diode mounted on a heat sink and convection cooled, 
the junction temperature may be calculated from a static thermal model: 

Tj 
(0 

jc 
+ o + a )p, 

es sa' d + T (3. 30) 

where T- is the junction temperature, which is constrained to a maxi¬ 

mum value for each device type by the manufacturer. For silicon de¬ 
vices, this maximum lies between 175°C and 200°C. Pd is the power 

dissipated by the diode, Ta is the ambient temperature of the sur¬ 

rounding air and the 0's are thermal resistances of the physical pack- 
aRC. 0jc is the thermal resistance of the junction to the diode case 

and is specified by the device manufacturer. 0cs is the case to heat 

sink thermal resistance and is dependent on the case type and how it 
is mounted to the heat sink. For a specified mounting configuration, 
the manufacturer's data sheet specifies this parameter. The heat 
sink to ambient thermal resistance, 08a may be found from heat sink 

data sheets or experimentally measured by dissipating a known power 
on the heat sink and measuring its temperature rise above ambient. 
A thermal model using electrical circuit analysis techniques may be 
made for Eqn. 3. 30 by identifying 0 with a thermal resistance ana¬ 
logous to circuit resistance T with a temperature rise analogous to 
voltage rise and Pj with a power flow analogous to current flow; this 

model is illustrated in Figure 3.24. It should be noted that the quantity 

XR = Pd(°jc + °cs + °sa) is the junction temperature rise above 

ambient. While this figure is often quoted and calculated, the funda¬ 
mental limitation is the actual junction temperature, and the maximum 
ambient temperature must be used in this calculation. 

If more than one device is coupled to a common heat sink, then 
a more elaborate thermal circuit model may be used to aid calcula¬ 
tions. Figure 3.25 illustrates a model in which two devices are 
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FIG.3.25 TWO DEVICE CONVECTION COOLED STATIC 
THERMAL CIRCUIT MODEL 
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mounted on a common heat sirk. The thermal resistance between the 
mounting points of the devices on the heat sink has been neglected. 
When the parameters of the model are known, simple circuit cal¬ 
culations can be used to find the junction temperature. 

It is important to recognize that this "lumped" thermal model 
is really an approximation of a distributed thermal system. There¬ 
fore, it is necessary to verify the validity of any thermal model by 
performing measurements on the system modelled which will confirm 
the assumptions made. Thermal measurements may easily be made 
by setting up a known pattern of heat dissipation in the elements and 
measuring temperature rises at accessible key points (e.g. the device 
cases). The theoretical temperature rises at these points may be 
calculated from the model. The measured and calculated values should 
be in approximate agreement and, under no circumstances, should the 
measured temperatures exceed the calculated ones. 

In many circuit applications, the power dissipated in the semi¬ 
conductors is time varying. The thermal capacity of the chip, case 
and heat sink delay the attainment of the thermal temperature rises 
calculated by considering only thermal resistance. If the variations 

are slow compared to typical thermal time constants, i.e., if the 
variations occur over several minutes, the steady-state model may 
be applied on an instantaneous basis with adequate (and conservative) 
results. If the power variations are fast compared to the thermal 
time constants, i.e., less than one millisecond, the power variations 
are completely averaged by thermal capacity - principally that of the 
semiconductor chip, and only the steady-state (average) power dis¬ 
sipation need be considered in calculating temperature rise. If the 
variations in power dissipation take place in times between these two 
extremes, some allowance must be made for the consequent time 
varying junction temperature. Several approximate procedures have 
been developed which allow the calculations of transient temperature 
rise and one of these will be described here. Using this method, a 
lumped linear model consisting of thermal resistances and thermal 
capacitances is assumed. The thermal circuit model for a single 
device is drawn in Figure 3.26. In this model, the static parameters 
correspond to those of Figure 3.24. CjT represents the thermal 

capacity of the semiconductor chip. Cc represents the thermal capacity 

of the component case and, for dynamic analysis, is assumed to be 
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FIG. 3.26 DYNAMIC THERMAL CIRCUIT MODEL 
FOR A SINGLE DEVICE 

infinite. This limits the validity of this model to cycles of power whose 
period is small when compared to the case thermal time constant. For 
most devices, this limitation occurs in the 0.1 to 1.0 second range. For 
longer times, steady-state conditions are generally assumed. Cj^. is 

usually specified implicitly in the thermal time constant of the device, 
T-p ■ 0jcCj,p, and is about 1.0 millisecond. 

The analysis proceeds as follows: The instantaneous power dis¬ 
sipated in the device is plotted versus time. A succession of square 
pulse approximations having equal area to the original curve is con¬ 
structed. No square pulse need be shorter than 0.1 Tp. Satisfactory 

results may be obtained with relatively crude approximations. This 
process is illustrated in Figure 3.27 for a specific example. The square 
pulse power approximation, is resolved into two components, the 

steady-state (dc) value, which is the average power, 

Pa *ïJpd<'>dt 
o 
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FIG. 3.27 CALCULATION OF MAXIMUM JUNCTION TEMPERATURE 
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and the ac component, 

A 
PJ 

A~ 
- P^(t) - P, (3.32) 

Now the steady-state junction temperature may be calculated using the 
model of Figure 3.24. For our example, assume 

Qjc ■ 0.5°C/watt 

°cs + °sa " 1.0°C/watt 

Pd ■ 20 watts 

Ta ■ 70°C 

1 - 1.0. 
T 

Then 

VTA + ?d (8jc + 8c. + 8.»> * 100°C- U- «> 

Using and the dynamic thermal model, Figure 3.26, the variations 
in junction temperature may be calculated by analysis of the circuit 
drawn in Figure 3.28. denotes the incremental temperature varia¬ 

tions about the steady-state value, 

TR " TR " TR- (3. 33) 

Using the waveform of Figure 3.27c, Tj(t) can be calculated and the 

results of this calculation are graphed in Figure 3.27d. The analysis 
shows that the peak instantaneous junction temperature, which occurs 

T at t * —, has the value 
4 

T j(max) 111°C. 

This must always be less than the maximum permissible junction 
temperature. 
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FIGURE 3.28 

INCREMENTAL THERMAL CIRCUIT MODEL 

3.2 TRANSISTORS 

Static Characteriatics 

Many features of the static behavior of a transistor may be under¬ 
stood in terms of its characteristic curves. Since the transistor is a 
three terminal device, two families of curves are sufficient, ignoring 
temperature variations, to statically characterize it. We have selected 
the common emitter input and output characteristics as appropriate 
curves to study because these are easy to generate experimentally and 
are the curves most commonly shown in the literature. Also, for the 
bulk of transistor applications, these are the curves most appropriate 
to static circuit analysis. The schematic symbol of a transistor is 
shown in Figure 3.29. The voltages and currents that are defined are 
those appropriate to the common emitter configuration. The two 
families of curves that will be examined are the output characteristics 

!C ver8us with Ig as a parameter and the input characteristics, 

IB versus VBE with VCE as a parameter. The simplest useful large 

signal characterization of the transistor is the Ebers-Moll model, 
illustrated in Figure 3. 30 for an NPN transistor. 
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FIG.3.30 EBERS-MOLL TRANSISTOR MODEL 
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This model illustrates that the transistor can be thought of as 
a pair of back -to-back diodes with interaction between them (as 
modelled by che current sources) due to the close proximity of the two 
junctions. Any of the diode models discussed in Section 3. 1 may be 
used here to obtain a more or less detailed description of the beha\ior 
of the transistor, depending on the accuracy of the diode model used. 
For example, if the "perfect" diode model illustrated in Figure 3.2 
is selected, the transistor model of Figure 3. 30 may be employed to 
plot the input and output common emitter curves. To do this, several 
regions of operations will be examined. Assume > 0 and > 0 

in this region, known as the forward active region, the collector diode 
is non-conducting, hence Ir B 0 and the emitter diode is conducting, 

80 ^BE * Since * 0, 

and 

so 

a 
(3.34) 

B * 

Eqn. 3. 34 defines the "ß" or current gain of the transistor in the for¬ 
ward active region. Since the collector current is independent of 
collector voltage and varies directly with base current, a transistor 
operating in this region may be thought of as a current controlled 
current source and modelled as in Figure 3. 31. 
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If VCE < °> then the emitter diode in the model is non-conducting; 

therefore, Ip * 0, and the collector diode is conducting. Now 

R + I 
B 

or 

1 

1 "aR 
(3.35) 

The form of Eqn. 3. 35 is similar to (3. 34). The quantity 

0R (3.36) 

is defined as the reverse (3 of the transistor - this is the current gain 
of the transistor when the collector and emitter leads are interchanged. 
Eqn. 3. 35 may be rewritten, using Eqn. 3. 36 as 

0R + 1 • (3.37) 

The model for the transistor operating in the reverse direction is 

shown in Figure 3.31b. The models of Figure 3. 31 may now be used 
to construct the characteristic family of curves for this idealized 
transistor. For junction transistors, 0 < a < 1 and generally is 

near 1, making 0p large, and aR is somewhat smaller than (*p, 

making /3R small compared to /Jp. 

A set of output and input characteristic curves reflecting these 
considerations are shown in Figure 3. 31c and d. Two additional operat¬ 
ing regions are evident, the first is "cut-off", where Ig * 0 and Ic « 0 

independent of V^p. The second is "saturation", where VpE « 0; in 

this region both diodes are conducting and Ic is constrained to a region. 

-ÆrÏB * Ic s VCE " °« (3.38) 
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This very simple model predicts many of the salient features 
which may be observed in measured static curves. If the ideal diode 
characterization defined by Eqn. 3.1 is employed, several other 
features become evident. When the diode reverse saturation currents, 
designated Içg for the collector diode and Igg for the emitter diode, 

and the diode forward voltages predicted by the ideal diode character¬ 
ization are incorporated in the Ebers-Moll model, the characteristic 
curves of Figure 3. 32 result. The four parameters are not independent; 
a study of the physics of transistor operation shows that a reciprocity 
relation, 

“ “F^S 

is true. The most obvious deviation of Figure 3. 32 from Figure 3. 31 
is the finite collector to emitter voltage drop when operating in the 
saturation region. The model predicts that for an NPN transistor this 
voltage will be 

V 
CE 

(3.39) 

noted here as 

(3.40) 
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be positive or negative as determined by the sign of Ic, and Eqn. 3. 39 

may be rewiitten as 

1) 

(3,41) 

This equation is plotted in Figure 3. 33 for a typical transistor having 
nkT 

$F a “ 10» and—— « 35 millivolts. At a fixed collector current 

level, as ßa decreases (IQ increases), the saturation voltage decreases - 

this condition will prevail until bulk resistances in the emitter region 
of the transistor cause voltage drops due to excess base current which 
increases the measured Vçj, |SAT * ^ second deviation of Figure 3. 32 

from Figure 3.31 occurs in the input family of curves. The non-zero 
base-emitter diode voltage of the ideal diode model results in a non-zero 
base-emitter voltage with the shape characteristic of the forward biased 
diode volt-ampere relation (Figure 3.4). When the collector voltage is 
negative, the transistor is operating in the reverse-active region and 
the collector diode volt-ampere curve, displaced negatively by the 
collector-emitter voltage, is observed. Using Figure 3. 30 and the 
ideal diode law, the general volt-ampere relation for the input charact¬ 
eristics may be written as 

qVBE 

^ " *ES ^ nkT 

nkT 
CE I SAT “ - In 

1 + IT Os + 
0 R 

i -h 
0F 

0F > 0S > -0R* 

+ Ics(l-ttR>(e nkT -1) 

This expression is valid for all regions of operation. 

(3.42) 
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In the forward active region, where , Eqn. 3.42 

reduces to 

qv BE 

IB'IES,1-VenkT -‘CS^-V' 

If I • <<: as u8ually t^îe case with silicon transistors, 

the input curves in this region may be characterized by the expression 

qV 
BE 

^ ^ *ES (1 "ttp)6 
nkT 

(3.43) 

and is independent of 

In the reverse active region, where V^.^. « 0, Eqn. 3.42 yields 

qV V 
4 BE CE 

D "^ES + (l-an)e 
nkT 

CS 

which reduces to 

^ VBE ~ VCE) 

lBm lCS I1-**.'1* nkT (3.44) 

if the usual case, |lES(I-aF)| « 1 holds true. Graphically Eqn. 

3.44 may be interpreted as representing an ideal diode volt-ampere 
relation with saturation current Is = 1^5( ^"Gr) an<3 displaced along 

the voltage axis by an amount V * VCE* The validity of this inter¬ 

pretation is evident in Figure 3. 32. 

In the saturation region, either the collector or emitter diodes 
may operate in the region between the non-conducting and conducting 
states, therefore simplifications of Eqn. 3.42 cannot be made. 
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The final important deviation in transistor behavior of the "ideal" 
diode model from the "perfect" diode model may be placed in evidence 

by examining the approximations leading to Eqns. 3.4Jand i. 44. The 
terms I^g ( 1 -aR) and Ij-g ( 1 -ap) were neglected in arriving at the 

final expressions. These terms represent the base current necessary 
to compensate for the bulk leakage components of the reverse biased 
collector and emitter diodes respectively - the same type of leakage 
current discussed in Section 3. 1. For the reasons previously discuss¬ 
ed, the values of leakage current actually observed at room tempera¬ 
tures and below are greater than those predicted by the bulk model 
alone. Additionally, the 0^, and of transistors are somewhat de¬ 

pendent on the current levels at which they are measured and, in 
particular, become very small at the leakage current levels commonly 
encountered in silicon devices. These factors cause poor correlation 
between leakage currents predicted by any but the most complex theo¬ 
retical models, hence calculations involving leakage currents are 
based on actual measured values or on worst-case specifications pro¬ 
vided in data sheets. The total leakage may be accounted for in the 
model by the addition of external current sources in parallel with the 
co^t->ct-or and emitter diode, as shown in Figure 3. 34. 

The magnitude of the bulk current source leakage may be found 
irom Figure 3. 30 with the collector reverse biased, and is simply the 
collector diode saturation current, I . The current source I „ in 

CS 
parallel with the collector diode, and OrIcs in parallel with the emitter 

dio le accounts for this term. The additional term in the collector 

leakage current source accounts for the extraneous collector-base 
leakage current, including junction edge and transition region effects 
discussed in Section 3. 1. The basic leakage parameter that is usually 
measured in transistors is I^ßQ (sometimes called just Ico)» t^e 

collector-base leakage current with the emitter lead open. From 
Figure 3.34, this current is 

£ 
CO * ^BO = ^S^-ÛR^f) + (3.45) 

It is worthwhile to investigate one other leakage current which 
often causes circuit operation problems - this is Iceo. the collector- 
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emitter current with the base terminal open and collector diode reverse 
biased. Using the leakage model of Figure 3. 34, this current is cal¬ 
culated to be 

(3.46) 

If /3p is large, may be appreciable, even with a small I^q. 

A similar model may be constructed for emitter diode leakage if 
reverse-active operation is contemplated. As indicated, at room 
temperature in silicon transistors the effects of leakage currents on 
the observed characteristic curves are negligible unless the curves 
are observed at very low current levels. For this reason, no leakage 
effects are visible in the characteristic curves plotted in Figure 3. 32. 

In Figure 3. 35 a family of measured input and output curves are 
presented. On comparing these to the theoretical set of curves, it is 
evident that all of the essential features predicted by the ideal diode 

C 
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E 
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Ebers-Moll model are contained in the measured data. At an operating 
point cf I Iç I “2 amperes, the measured transistor has the following 

parameters: 

ßF « 20 

8 

VCE ISAT * . 170 volts forward 

VCE I SAT . 80 volts reverse. 

The Ebers-Moll model fails to predict the non-zero slope that 
can be observed in Figure 3. 35a, the output curves in the forward and 
reverse active operating region. This effect may be traced to changes 
in the active width of the reverse biased collector diode with voltage 
variations changing the effective width of the base region of the tran¬ 
sistor, and is called base width modulation. The calculations necessary 
to predict this slope require a detailed knowledge of the construction of 
the device - parameters which are not generally available. As is the 
case with leakage currents, measured data or worst-case specifications 
may be used for analysis purposes. A model which incorporates a re¬ 
sistor to account for the base width modulation effect is shown in Figure 
3. 36. This model may not be used when the transistor is cut-off, since 
there collector-emitter current is determined primarily by leakage 
currents. The data in Figure 3.35 indicates that for this transistor 
Rq* 750 near an operating point of 2 amperes in both the forward and 

reverse active regions, and decreases as the collector current level 
increases. At Iq = 4 amperes, Rq = 400, 

Transistor Temperature Dependence 

As is the case with semiconductor diodes, it is necessary to 
consider the effects of temperature variations on the characteristics 
of transistors in order to gain sufficient insight into the operation of 
these devices to allow evaluation of their behavior in circuits. The 
discussion in the previous section has shown that a transistor may be 
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viewed as a combination of two diodes with mutual interaction, repre¬ 
sented by current dependent current sources, between them. As 
might be expected, the primary effects of temperature may be related 
to the effects of temperature on the diodes. To study temperature 
variations, families of input and output characteristic curves will be 
examined and the changes in model parameters assessed. The param¬ 
eters of interest here are collector leakage currents (e.g., Ic0, ICE0), 

current gain {ß), collector-emitter saturation voltage (VCE |SAT) and 

base-emitter voltage (VgE). 

Eqns. 3.45 and 3.46 state that both Ic0 and ICEO are linearly 

dependent on the collector diode saturation current I „c . In Section 

3. 1, we found that this current varied as 

yT) = CT (3.14) 

- 67 - 



and this dependence was plotted in Figures 3. 12, 3. 13 and 3. 14, 
these graphs are usable for Içq and I^EO calculations. Since 

is a leakage current multiplied by —1— , it can get quite large at 
1 -ttp 

elevated temperatures if a transistor is used in this mode. If a 
current 

*CS ^ “ I R F' 

aT 
(3.47) 

is injected into the base terminal, then from Figure 3. 31, 

or 

and the leakage component has been cancelled. Linear circuits which 
utilize feedback techniques to set the collector current or its equiva¬ 
lent perform this compensation inherently. Linear circuits which bias 
the transistor from an incremental low impedance source do not null 
the change in collector current with temperature, but restrict it to 
Ices • reverse biased collector-emitter current with the base 

terminal shorted to the emitter terminal. The model shows this to be 

^ES = ^S + 

If the transistor is operating in the cut-off region, it may not be 
possible to perform the compensation required by Eqn. 3.47. From 
the Ebers-Moll model and Figure 3. 34, the minimum collector current 
in cut-off (both junctions reverse biased) is 

^EV = !L + ^S ‘ 0iFIES = ICS(1‘aR) + 1L' (3.48) 
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The reciprocity relation which holds for the ideal diode model 
has been used to simplify Eqn. 3.48. This relation now represents 
the minimum possible collector cut-off current. If « 1, which 

is true in silicon transistors at low current levels, this leakage current 
may become appreciable at elevated junction temperatures and should 
be considered in cix'cuit design. 

The current gain ß is related to the a parameters of the model 
by Eqn. 3. 24, repeated here: 

Since the a's may be only slightly less than 1, small variations in ol 
can result in large ß changes. No simple model exists which quanti¬ 
tatively predicts the variation in a, but qualitatively the behavior of 
transistors may be ascertained by observations based on a number of 
different transistor types. Over the entire operating temperature 
range, a and, hence, ß has a positive temperature coefficient. At a 
junction temperature of -55°C, ß is 40 to 60% of its initial value at 
25 C. At 100°C, ß increases to 120 to 140% of its initial value. When 
the current levels in a power transistor become very high, the temper¬ 
ature coefficient of ß may have a saddle point as the current increases 
and at rated current the ß may fall with temperature increases. Fig¬ 
ure 3. 37 is a plot of ß versus temperature at various collector currents 
for a typical silicon signal transistor. Figure 3. 38 is the same type 
of plot for a silicon power transistor. Note that the reversal of ß 
occurs only at currents very near the maximum rated current of the 
power transistor. 

The dependence of |SAT on ^ernPerafure may be ascertained 

by interpretation of Eqn. 3.41 and in view of the previous discussion 
on ß variations. The incremental temperature coefficient of collector 
saturation voltage may be determined by calculating the partial 
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FIG.3.38 PLOT OF ß VERSUS TEMPERATURE FOR A SILICON 

POWER TRANSISTOR. 

- 71 - 



differential of V^gjg^j (Eqn. :î.41) with respect to temperature, with the 

results 

òvv. CESSAT nkjy^ 

ÒT q ÒT 

(3.49) 

If /3 g is positive (positive current into the collector terminal), and the region 

of current where ^-? > 0 is considered, Eqn. 3. 19 indicates that the temperature 
ÒT 

coefficient can be either positive or negative, depending upon the particular 
transistor and set of operating conditions considered. Although for most applica¬ 
tions in which transistors are used in switching circuits has a positive 

temperature coefficient, it is not strongly temperature dependent, and some de¬ 
vices mav be found which exhibit a negligible V , change over a wide 

CE|SAT 
temperature range. 

At collector current levels that approach the maximum rated current of 
the transistor, the temperature coefficient of B is negative. In this instance, 
both major terms in Eqn. 3.49 arc positive, hence, VçgjSAj exhibits a 

positive temperature coefficient. Additionally, at high current levels bulk 
resistance in the collector and emitter regions become large enough to add a 
voltage drop to the measured :in(^ these components also have a 

positive temperature coefficient. Figure 3.39 is a plot of |s versus 

temperature at various collector current levels for a silicon power transistor, 
exhibiting the effects described here. 

The base-emitter voltage temperature coefficient, liki collector-emitter 
saturation voltage, is the result of two temperature effects of opposite tempera¬ 
ture coefficients. These are the temperature variations of the junction voltage 
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of an ideal diode and the variations caused by thermally induced bulk resistance 
changes in the base and emitter region. Unlike the V C El SAT c;,se’ it is rela¬ 

tively easy to predict the sign of the net temperature coefficient. At emitter 
currents which are small compared to the rated current, the base-emitter ideal 
diode volt-ampere characteristic may be observed and the discussion leading 
to Eqn. 3.13 describes the temperature variations. If the total emitter current 
is constrained to be a constant independent of temperature variations, as might 
be the case if the current was controlled by factors external to the transistor, 
e.g. if the transistor was saturated or if the emitter current was regulated by 
feedback means, then the temperature coefficient of emitter-base voltage may 

be *orvnd bv p-rti"! differentiation and soletion of Eqn. 3.13 for ~ 
òt| 

this is done, the simplified result is 

When 

ò V be! =nk q /X BE Kgo\ 

¡r|l q kT' n q / 
VBE >> 

kT 

q 
(3.50) 

For a silicon transistor with n = 1.4, Eqn. 3.50 is plotted versus T in Fig. 3. 40, 
at various values of Vg^. Note that the temperature coefficient due to diode 

effect is always negative and does not vary substantially over the entire practical 
operating region. 

When the emitter current approaches the rated transistor current, voltage 
drops due to bulk resistance in the base and emitter regions significantly in¬ 
crease the base-emitter termimil voltage, in the same manner as these resis¬ 
tive components effect the terminal voltage of a diode. This component of base- 
emitter voltage has a positive temperature coefficient and at currents where 
this drop is significant the voltage will have a less negative temperature co¬ 
efficient than predicted by Eqn. 3.50, or the coefficient may even be positive. 
A rule of thumb which appears to hold for most silicon transistors is to use 
Eqn. 3.50 or Fig. 3.40 to predict the temperature coefficient if Vgg at 25°C 

is less than 0. 8 volts. If Vgg at 25°C is greater than 1.0 - 1.2 volts, the 

temperature coefficient is smaller than predicted by Eqn. 3.50, but negative. 

Figure 3. 41 shows a plot of Vgp versus temperature at various col¬ 

lector currents for a silicon power transistor. 
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Transistor Dynamic Characteristics 

The transistor exhibits dynamic operating effects due to rapid changes in 
external terminal constraints which are governed by the same charge storage 
mechanisms which govern the dynamic operation of diodes discussed in Section 
.'i. 1. The effects to i)c considered in this section are those associated with the 
operation of transistors as power switches and, in particular, those facets of 
dynamic switching operation which may result in power being dissipated in the 
circuit or device. The transistor topics that arc covered include the finite 
turn-on and turn-off time, excess storage time in saturation and the effects of 
collector capacity on switching time. 

for a transistor operating in the forward active region, a charge control¬ 
led model identical in form to Eqn. .‘{.19, the diode charge control equation, 
may be used to relate charge stored in the base region of the transistor to the 
base terminal current. This may be expressed as 

_1L 
T BF 

dqp 

dt 
(forward active region) (3.51) 

where “Tßp the characteristic time constant of charge decay or leakage. The 

collector current is linearly related to the stored base charge by the relation 

■ i 
*C r F (3.52) 

where t p, known as the collector time constant, is the proportionality constant. 

dq 
Under steady state conditions - = 0, and Eqn. 3.51 reduces to 

dt 

I B 

Dividing Eqn. 3.52 by 3. 53 yields 

I 
B 

r 
F 

(3.53) 

(3.54) 
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which is the constraining relation between the collector and base time 
constants. 

Eqns. 3.51 and 3.53 provide the key to relating transistor change in the 
base current to the dynamic response of the collector current. For example, 
suppose that a base current ‘B “ lo has been established in the base circuit of 

a transistor operating in the forward active region and this current has persisted 
long enough to allow steady state operation to be reached. Now at t = 0, a 
positive increase of base current AiB=Al is applied to the base terminal. 

Solving Eqn. 3.51 for these conditions results in 

qF = tBFI0 ’ 1 < 0 
(3.55) 

”^TBF 
VTBF(10 + AI(1-e )]' tS°- 

Using Eons. 3.52 and 3.54, 

‘C = ^F I0’ 1 < 0 

(3.56) 
"t/T •or' 

iC=/3F P0 + AI (1 " e F)1 tè °* 

which is the desired collector current transient. The pertinent waveforms for 
this transient are drawn in Figure 3.42. 

In switching applications, the transient in turning on and turning off the 
device is of greater interest than the change from one active current level to 
another. Two examples will be examined which demonstrate the significant 
features of switching operation: 

1) "Natural" turn-off 

2) Forced turn-off. 

To examine natural turn-off, consider a transistor operating in the forward 
active region in the steady state with ig = Iq > 0- At t = 0, the base drive is 

removed (ig = 0). Proceeding as in the previous example 
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qF 

qF 

I T 0T BF ’ 

-t/T np 
Ir e 0T BF c 

and 

iC ^ F^O’ 

*c ^ fS e 
-t/r BF 

t< 0 

0, 

t< 0 

tä 0. 

(3.57) 

(3.58) 

These equations describe the natural transistor turn-off: the corresponding 
waveforms are shown in Figure 3.43. 

To examine forced turn-off, consider the same initial conditions as in 
the previous example (i... 1^). At t = 0, the base current is reversed to 

iß = -Ii. Solving the charge control equations yields 

qF I0tBF’ l< 0 

“1'/tBF 
qF = TBF ‘ (11 + V (1 * C tà 0, qF¿ 0, 

and 

iç - $ p^O’ t < 0 

” RF 
ic =^F " (I1 + V (1 ' e >1' t. 0, ,c* 0. 

(3.59) 

3.60) 

The restriction that qF ¿ 0 and Iq ¿ 0 must be added to these equations since 

these conditions deliniate the boundary between the forward-active and cut-off 
regions. When qF = 0, the transistor enters cut-off, hence this condition 

signifies the instant of transistor turn-off. The form of Eqn. 3. 59 is identical 
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to that of Eqn. 3. 23. The turn-off time, t0ff may be calculated by solving 

Eqn. 3.59 for t with 0, as was done with Eqn. 3.23. The result is 

. ''o' 
lori ' T BK ln I' *- > 

I'l1 

(3. GO) 

which corresponds to Eqn. 3. 24 and the plot in Figure 3.18, which may be 

used with appropriate substitutions for evaluating Eqn. 3.60. The pertinent 
waveforms for the forced turn-off case arc shown in Figure 3.44. Compari¬ 

son with Figure 3.43 shows that by forcing, the turn-off time may be made 

many times faster than the natural turn-off time of the transistor. The 

actual limitation on forced turn-off time is due to effects attributable to 
the distributed nature of the actual transistor versus the lumped model 

presented her«». This time limitation is comparable to t_ —, where fT 

V 
is the frequency where the incremental dj,. about some specified operating 

point f.'Uls to 1. However, t^., because it is a small signal parameter, is 

not a figure of merit for the minimum switching time of various transistors. 
Actual switching time specifications or measurements must be used to com¬ 

pare devices. Figure 3.45 is an oscillogram of the active region turn-off 
of a silicon power transistor under both unforced and forced conditions. For 

*0 
the forced cases, — 1.0. On the scale used for viewing the unforced turn- 

■i 
off, the forced turn-off appears to be nearly instantaneous. In practical 
circuitry using transistor switches, the amount of power dissipated by the 

device during the switching interval is directly proportional to the switching 

time; therefore, some form of forced turn-off must be provided to achieve 
efficient circuit operation. 
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When a transistor is operated in the reverse active repon, the govern¬ 
ing charge control equations have a similar form, but different parameters 
than the forward active case. These expressions are 

-2s.. 22s 
Tmi dt 

and 

TBH 

tH 

(3.61) 

(3.62) 

(3. 63) 

where q ^ is the charged stored in the base due to reverse active operation, 

tBH is the reverse-active base time constant and rR is the corresponding 

emitter reverse-active time constant. Since 

*C "(iB * ‘E** 

Eqn. .1.62 may Ik' written in terms of the collector current as 

(3.64) 

I hese equations may be used to solve for transient responses using the same 
procedure outlined for forward active operation. 

When the transistor operates in saturation, both the collector and 
emitter diodes are forward biased. Charge that is stored in the base region 
is contributed by both forward and reverse operation. Because the processes, 
and hence the equations, of this lumped charge control model are linear, satura¬ 
tion may be thought of as the superposition of both forward and reverse active 
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operation. Under these circumstances, the appropriate differential equations 
governing saturation transients are the sum of the two constituent equations. 
Thus if qF > 0 and qR > 0, then 

_ qF + dqF + (|R 

tBF dt tBR dt 
(:$.G5) 

and 

C 
= - 2B - qR _ dqR (:i.G6) 
tF tR tBR dt 

When a transistor is used in a switching circuit, the volt-ampere constraint 

of the collector-emitter load defines the current necessary to reach the 

boundary between forward-active and saturated operation. This collector 

current does not change appreciably regardless of how deeply saturated the 
transistor becomes, since the voltage drop across the transistor and the 

variations in voltage drop as the transistor becomes more heavily saturated 

are usually small when compared with the Thevenin equivalent voltage source 

of the load. In this case, Eqns. .‘1.65 and 3.G6 may be re-written approximately 
as 

(3.67) 

and 

(3.68) 

where ¡BS is defined as the excess base current over that needed to bring the 

transistor to the edge of saturation, qg is the excess stored base charge over 

that needed to support the collector current at the edge of saturation, andrc 
JS 

is the time constant of decay of the excess stored charge. Comparison of 

Eqns. 3.67 and 3.68 with Eqns. 3.51 through 3.54 and Eqns. 3.61 through 
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3,66 8hows lh:,t the saturation region parameters may be related to the active 
region parameters by 

(,S qF"ICTF + qR (3.69) 

and 

JL + -L*. L 
. . tf tr tbr 

s - • (3.70) 
_!__ i , i 

TfTRR rRTRF tBFtBR 

I he term qF - Icr F in Eqn. 3.69 may be identified with the excess of forward 

stored base charge over that needed to bring the transistor to the edge of sat¬ 
uration, and when combined with qR forms the total excess charge stored in 

the base region. 

hqn. 3.69 may now be used to examine the dynamic consequences of 
saturation: Consider the case of a saturated transistor in the steady state - 

I ^ 
'■e> ’ 'b 'o > b“ • Kißurp shows a circuit where this situation might 

F 
prevail. Now assume that at t - 0, a reverse base drive of iß = -Ij is replied 

to the base, forcing the transistor to turn-off. While the transistor is saturated 

(qs ¿ 0) the collector current remains unchanged at - thus the satura¬ 

tion transient consists of the time required to reduce qg to zero and is visible 

from the collector terminal only as a delay in turn-off. At this point the tran¬ 
sistor enters the forward-active region and charge control Eqns. 3.57 and 3 58 
describe this portion of the transient. 
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Solving Eqn. .‘{.G7 for the stored ch;irge yields 

Os-sf'o-^) t <0 

qs =TS 
:r‘) 

, 0, q i o. (3.71) 

Hie graphical interpretation of this equation is shown in Figure 3.46b. From 

its initial value of qg = rg ^I0 - the saturation charge decays with time 

constant Tg toward the value qs = - 

"(' ä . Of course when qg = 0, the 

transistor leaves the saturated region of operation and this solution is no longer 
valid. The storage time interval may be calculated by solving Eqn. 3.71 for 
t » tg with - 0. This yields 

tg Tg In -Ii + •o 
Ir 

-11 ^ 

(3.72) 

where the sign of the quantities is taken with respect to positive base current, 
l igure .5. 4<>b and c show the transient charge and current waveforms for the 
storage and subsequent turn-off intervals. 

figure 3. 47 is an oscillogram of the turn-off transient of a silicon power 
transistor both with and without reverse base drive. Even the small current of 
reverse base drive supplied shortens the total turn-off interval (storage plus 
current fall time) by a factor of three. 

Ihe charge control transistor model may be employed to investigate the 
effects of the collector to base capacitance of the collector diode junction on 
the collector current and voltage transient waveforms. The cc Hector junction 
capacitance can be crudely modelled as a fixed external capacitor connected 

- 89 - 



LOWER TRACE-BASE 

CURRENT 

SCALE-O.l AMR/DIV. 

0.1 

0 

-0.1 

HORIZONTAL- 

lO^xsec./DIV. 
t 

(b) WITH REVERSE BASE CURRENT 

FIGURE 3.47 

SATURATION TURN-OFF TRANSIENT OF A SILICON 
POWER TRANSISTOR 

- 90 - 



FIG 3.48o TRANSISTOR MODEL FOR 
COLLECTOR JUNCTION 
CAPACITY 

'i 

FIG. 3 48b CIRCUIT FOR INVESTIGATING 
EFFECTS OF COLLECTOR 
CAPACITY 

FIG- 3.48 VOLTAGE RISKTIME WITH AN 1NDUCT1 V’F l.OAn 

- 91 - 



between the collector and base terminals of the transistor as discussed in 
Section 3.1, and shown in Figure 3.48a. The action to lx* investigated involves 
the active turn-on or turn-off interval with a constant current collector load 
(e.g., on inductor). Figure 3.48b defines the parameters of interest for this 
example. Assuming that the transistor is in the forward-active region, as it 
would be during turn-off or turn-on, the capacitor volt-ampere relation may 
be combined with the transistor charge control equations to yield the differen¬ 
tial equations which govern circuit operations. At the collector terminal, 

I L i 
C 

At the b»se terminal, 

i B 
+ 1 

S’ 

(3.73) 

(3.74) 

Adding the charge control equations, 

^F = iCTF 

B 

(3.75) 

(3.7G) 

Eqns. 3. 73 to 3. 76 may then be combined to yield the differential equation for 
capacitor current, ij, with the result 

If we study the turn-off interval from the instant the transistor comes out of 
the saturation, then we must seek a solution to Eqn. 3.77 with the initial 
condition 

il |t=o - 0 
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This solution is 

i](t) 
'l ' Vs 

To simplify Eqn. .1.78, defino 

(3.78) 

T F (3. 79) 

The collector-emitter 
relation: 

voltage may be found from the capacitor volt-ampere 

(3.80) 

Solving this relation for the turn-off transient using Eqns. 3.78 and 3.79 yields 

V ^ 
VCE ~ 

L 
B 1 

1< S 

3, 
V (3.81) 

which is sketched in FiRure 3. -ISd for IL > /3,.. Is. The voltage will continue to 

rise until an external clamping circuit shunts IL away from the transistor. During 

the turn-off interval, iç is always greater than 

iC ¿ !L * 

IT — 5 -d 

F S 

Sp + 1 
(3. 82) 

_ O" _ 
4-0 



and cannot fall to zero until the clamping circuit comes into action. The col¬ 
lector current then falls according to the forced turn-off relation, Eqn. 3.60, 

Transistor Limitations 

The operating limitations encountered in transistors stem from mechanisms 
wh*ch operate in the same manner as those encountered in diodes. The transistor 
effect causes the external manifestations of these limiting mechanisms to be quite 
different when compared to those of the diode. In addition, there are limitations 
which are unique to the transistor. • 

Collector Voltage: 

The fundamental limitation on the collector-emitter voltage is the break¬ 
down due to avalanche multiplication of the reverse-biased collector-base diode 
If this diode reverse-biased volt-ampere characteristic is measured by direct 
collector-base measurement with the emitter terminal left open, the resultant 
avalanche breakdown voltage is designated V^ßQ. In circuits,the practical 

maximum collector-emitter voltage is somewhat less than due to 8 

multiplication of the avalanche current. To understand this effect, we will ex¬ 
amine VCEO, the collector-emitter breakdown voltage with the base terminal 

left open, and relate this parameter to 

Using the avalanche diode model of Figure 3. 21 in conjunction with the 
Ebers-Moll model of Figure 3.30, an avalanche breakdown transistor model 
may be constructed as shown in Figure 3.49. The effect of collector diode 
saturation current is neglected in this model since it is small and does not 
appreciably effect the breakdown characteristic. Note that the total primary 
collector current, diode saturation current and current due to transistor 
action is multiplied by the avalanche effect. The multiplication current, 
[M(V) - 1] Iç has exactly the same effect on the base terminal as current in¬ 

jected into the base. Figure 3.49 may be redrawn to show control by the base 
current IB', rather than the emitter diode current, as shown in Figure 3.50. 
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From this model. 

'c'‘ »Mb'='’f {'b * IM(V»-1|IC'| Cl. 83) 

or 

(3. 84) 

When the voltage is such that the denominator of Eqn. 3. 84 is zero, or 

M(V) =-L + 1, (3.85) 

the collector current will become very large for an arbitrarily small amount of 
net current into the base region - this current could even be supplied by the 
collector diode saturation current. Since M(V) is of the form given by Eqn. 3.29 
with = VçpQ, Eqn. 3. 85 may be rewritten as 

which, when solved for V becomes 

1 
n 

V = V = V 
" CEO CBO (3.86) 

This indicates that the apparent breakdown voltage of the transistor, is 

less than by a0p dependent factor. As discussed earlier in this section, 

)3p decreases at very low and very high collector currents, and has a maximum 

at some intermediate current value. If VCEO is plotted versus collector current, 

it will have the characteristic shape sketched in Figure 3.51. The incremental 
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negative resistance region is often difficult to observe on conventional curve 
plotting equipment due to circuit instability encountered with stray reactances. 
I he minimum value of Vceo> which corresponds to the collector current at which 

ßv is maximum, is sometimes designated in the literature as LVCE0, the 
smallest collector-emitter breakdown voltage. 

Eqn. 3. 84 shows that for any net positive base current, whether due to 
actual base current or collector multiplication, avalanche breakdown will occur 
at a voltage above V^. Thus at higher voltages, the transistor must be cut 

off Tt ir -"rtble powc- switching circuits which guarantee 
cut-off at voltages above any value of VCEO, thus LVCE0 usually becomes the 

practical absolute maximum operating voltage for power switching transistors. 

Collector Current 

As is true with diodes, there are no inherent current limitations on tran¬ 
sistors. Thermal dissipation considerations due to resistive voltage drop often 
limit the maximum current that a device may carry. In addition, degradation 
o specifications such as 8f, Vce|sat, and VBE|SAT outside of desirable limits 
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will encourage a manufacturer to place a maximum specification on collector 
current or will make use of the device at currents greater than the maximum 
current at which key design parameters are specified unwise. Therefore, a 
practical maximum current at which a device may be used Is the highest current 
for which a minimum 5j.- or saturation value is specified. 

Second Breakdown 

The fundamental dynamic limitation of transistor operation is known as 
second breakdown. Because of the nature of power switching circuits, second 
breakdown is the most significant limitation in transistor annlications. The 
jffect has been attributed to lateral differential heating in the base region which 
causes collector current to concentrate in one area of the base region, causing 
further localized heating which leads to even more current concentration. Ul¬ 
timately the silicon material in the vicinity of the concentration of current be¬ 
comes hot enough to melt and fuse between the collector and emitter, causing 
either a collector-emitter short circuit or greatly altered 8 and collector- 
emitter breakdown characteristics. In either case, the device is permanently 
and irreversibly degraded. 

The onset of second breakdown is dependent on collector-emitter voltage, 
collector current and energy that is dissipated in the transistor, and has been 
characterized by plots which constrain the operating point of the transistor to 
an area within the V„„ - plane. The allowable operating area decreases as 

the time spent within the area increases. A typical "safe operating area" is 
reproduced in Figure 3.5:1. High collector-emitter voltages aggravate the 
conditions under which second breakdown occurs, hence the allowable current 
falls as the voltage increases. Because second breakdown is a dynamic effect, 
a transistor with a and MAX rating may not be able to sustain these 

quantities simultaneously. For the transistor whose safe operating area curve 
appears in Figure 3.52, the value of 80 volts may be accompanied by no 

more than 0. 2 amperes of collector current. Similarly, the 1(--. ^^current 

of 10. amperes may be safely achieved with no more than 07 volts appearing 
across the transistor. These values of voltage and current may be sustained 
for only very short time intervals. 

When a switching transistor is turned off with a large inductive load 
in the collector circuit, the discussion of dynamic operation showed that this 
turn-off occurs at substantially constant current until the collector-emitter 
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voltage is constrained by an external clamp. Only then is the collector current 
allowed to fall to zero. The corresponding turn-off locus of operation is shown 
dotted in Figure 3. 52. If a reasonable amount of forced turn-off drive is sup¬ 
plied to the transistor base, the device will completely turn off in a time that 
is less than the allowable time for the largest specified safe operating area 
contour which applies. Thus in switching applications where stray inductance 
is unavoidable, this contour sets the practical maximum values of voltage and 
current for which the transistor may be used; each point on the contour defines 
a maximum set of volt-ampere parameters for a given circuit employing this 
transistor. Techniques for adding elements to the load, changing its inductive 
nature, can result in shaping of the turn-off locus to allow the maximum value 
of voltage and current that appear on the contour to be utilized in the circuit 
(but not, of course, simultaneously). A "shaped" turn-off locus is shown in 
Figure 3.52. 

All transistors have second-breakdown limitations, and for most power 
transistors these limitations fall within the area defined bv and I„ », iV. 

L L MAX 
Since second breakdown is a destructive failure mode, it is imperative that 
safe operating area data be available and examined under worst-case circuit 
conditions if a device is to be successfully used in circuit application. Typically, 
the worst case with respect to transistor volt-ampere operating point occurs 
during transients applied to the circuit; these transients must be carefully 
analyzed to guarantee safe operation. 

Temperature 

The junction temperature limitations described for diodes are also applic¬ 
able to transistors. Those considerations which involve power dissipation be¬ 
come more significant limitations in transistors because of the possibility of 
the device simultaneously conducting a relatively large current across a sub¬ 
stantial voltage. In switching circuits, where the transistor is operated either 
saturated or cut-off, the power dissipation of the transistor is usually small 
when compared to the power being handled, but variations in the temperature 
coefficients of parameters involved in power dissipation (e.g. , VCE|gAT , 

VBE|SAT) cause power dissipated in a device to be a nonlinear function 

of temperature. Since the heat sink for a device is sized on the basis of the 
expected device dissipation regardless of the power being handled, the possibility 
exists for a thermal runaway condition even in a high efficiency switching circuit. 
To see how this might occur in a convection cooled system, refer to Figure 3.53, 
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which is a plot of the average generated power dissipation of a hypothetical 
device versus junction temperature. Superimposed on this plot is a family of 
heat sink cooling curves, represented by the equation 

tt = ta+0taP. J A JA d 

where 0JA is the total junction to ambient thermal resistance. This equation 

is plotted for several values of ambient temperature, T^, and represents the 

power removed from the device junction versus junction temperature. The 
intersection of these two curves is the point where power dissipated by the 
device equals the power removed by the heat sink - this is a possible operat- 
ing point of the system. In Figure J.53, T is an ambient temperature in 

which there is only one possible operating point. 

Operating point stability considerations require that if the power dis¬ 
sipation is changed slightly from an operating point value, the system tends to 
return conditions to the operating point. In other words, if the junction tempera¬ 
ture of the device increases slightly, the power removed must be greater than 
the power dissipated in order to cool the device to its original temperature. 
Conversely, if the junction temperature is decreased, the power removed must 
be less than that generated to heat the device to the equilibrium temperature. 
Mathematically, this requirement may be stated as 

(3.87) 

where PR is the power removed by the heat sink. PG is the power generated by 

the transistor and T is the equilibrium temperature being investigated. If ecj 
Eqn. 3. 8 7 is not satisfied at the intersection of the PR and PG curves, then the 

operating point is unstable and cannot be achieved. Examination of Figure 3.53 
shows that point B on the T^9 curve is unstable. 
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Figure 3.53 shows the average dissipation of the device. Assume that 
the transistor is operating with TA = TA2 and has established an equilibrium 

at point A. If a transient is encountered in normal operation, or if super¬ 
imposed upon the average dissipation, there are some cyclical power varia¬ 
tions of the type analyzed in Section 3.1, then the junction temperature may 
momentarily deviate from that at point A. If this temperature exceeds Tg. 

the stability equation predicts that operation will shift to point C and remain 
there. Since the junction temperature at this point exceeds the maximum 
a owable, device failure will follow. This example, which shows the basic 
mechanism of thermal runaway, indicates the importance of thermal analysis, 
even in high efficiency type circuits. 



4. CONSIDERATIONS AT THE SCHEMATIC DIAGRAM LEVEL 

In Chapter 3 terminal models for transistors and diodes were developed 
to account for actual device operation. In this chapter some of the circuit 
techniques will be examined which provide a power transistor with the base 
drive necessary for proper operation in a power switching output stage. First, 
techniques which provide the static base drive requirements will be discussed; 
then techniques to provide dynamic drive to speed up switching action will be 
presented. A practical switching output stage will be composed of some com¬ 
bination of these techniques to provide optimum performance under a given set 
of conditions. 

The circuit techniques presented in this chapter form some of the basic 
building blocks necessary to realize practical versions of the output stages dis¬ 
cussed in Chapter 5. When combined with realizations of the control concepts 
presented in Chapter 6, basic power converters are formed. By recognizing 
these circuit building blocks as parts of the complete output stage, very simple 
output stage models suitable for system analysis may be constructed from the 
schematic diagram of a power processor. A knowledge of the common circuit 
building blocks allows the segregation of a number of output stage components 
into functional groupings which, while necessary to proper circuit operation, 
are secondary to the basic power conversion process. In this manner atten¬ 
tion may be focussed initially on the factors governing the power conversion and 
secondarily on the factors governing the operations of the actual device and sens¬ 
ing circuitry. As new circuit techniques are invented, they may be added to 
those included here, thus establishing a perpetual catalog of available circuit 
techniques. These techniques are so fundamental that they form the basis for 
vast numbers of different types of output stages, limited only by the ingenuity 
of the circuit designer. Thus a ready solution to a particular power conversion 
problem will not be found here: however, an approach to a specific circuit 
problem in switching power output stage design may be suggested by the con¬ 
siderations presented here. 

4.1 TRANSISTOR BASE DRIVE METHODS 

Resistive Drive 

Resistive drive is characterized by the model drawn in Figure 4.1. When 



MODEL FOR RESISTIVE BASE DRIVE 

switch S is closed, resistor R is connected to voltage source Vg. A base current 

(4.1) 

flows into the base of the transistor, turning the device on. The total power 
drawn by the base circuitry is 

TOT BASE Vb 
VB (VB " VBE) 

R 
a. 2) 

while the power actually dissipated in the transistor base, which is the power 
required to activate the device, is 

P = V i 
BASE BE B 

VBE (VB ~ VBE ) 

R 
(4.3) 

The ratio of power dissipated in the transistor base to total power delivered 
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to the base drive circuitry may be defined as the base circuit efficiency, rj . 

and in this case is the ratio of Eqn. 4.3 to Eqn. 4. 2 or 

^ BASE = 
(4.4) 

The power dissipated in the collector regions of the transistor while it is 

saturated is 

Collector vce|sat 1l* 
(4.5) 

The total power dissipated in a transistor is the sum of Eqns. 4.3 and 4.5: 

_VBE(VB- VBE>.y 
PTRANSISTOR ^ ~ + VCE|SAT lL‘ 

(4.6) 

A figure of merit for a given transistor in a circuit may be derived by calculat¬ 
ing the ratio of the minimum total transistor losses (Eqn. 4.6), which is a pro¬ 
perty of a particular transistor, to the total power required to supply these losses 
and drive the transistor. A figure of merit of 1.0 denotes a lossless drive 
circuit while a figure that approaches zero indicates a very inefficient circuit. 
From Eqns. 4.2 and 4.6, this figure of merit, M, for resistive drive is 

VBE(VB~ VBeL y 

M =• R 
ce|sat *l 

VB (VB ^E* , V , 4 
-+ VCE SAT *L 

R 

(4.7) 

For example, suppose a transistor with parameters VCE|SAT * Vf,,ts and 

= 1.0 volts with i« = 1.0 amorre and ir ^ 10. amperes operates in a 
BE B ^ 

resistive drive circuit with VB = 28 voUs, R - 28CÎ (to give ib “ 1.0 amperes). 



Then: 

V BASE *036 

PTRANSISTOR = 5> 97 Watts 

~ 32.0 watts 

M = 0.180. 

This calculation shows that at high power levels resistive drive is an exceedingly 
inefficient means of providing base current to a transistor. 

Darlington Drive 

Ibis method is one of several which improves the overall efficiency for 
actuating a power transistor. The basic circuit configuration is drawn in 
Figure 4.2. When switch S closes, base drive is supplied to transistor Q 

through resistor R. This current is multiplied by (/¾ + 1) of Qa and supplied 
to the base of Qj which, in turn, multiplies its base current by . The col¬ 

lector voltage VCE falls to the point where Q? saturates, thereby decreasing 

the base drive to Qj and establishing an equilibrium operating point. Qj oper¬ 

ates at a collector-emitter voltage VCE = VBE1 + VCE2|SAT, Just outside of 

saturation. Under these operating conditions, 

i = (VB - VBE1 - VBE2> 
B2 -- (4.8) 

PBASE 1 ' VBE1 *81 ~ VBE1 1B2^2|SAT 

PTOT BASE = VB 

„ =VBE152|SAT 
71 BASE-1- 

VB 

(4.9) 

(4.10) 

(4.11) 

To calculate the total power dissipated by the power transistor, the entire 
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collector current dropped across VCE must be Included, even though some of 

this power Is dissipated In Qs . In the absence of Q2, the total 1^ would have 

to be handled by Qj, thus the losses must be charged to Q^. This yields 

PTRANSISTOR = VCE !L+ VBE1 iB2^2|SAT (4.12) 

and the figure of merit, M, based on a saturated Qj is 

(VB " VBE1 " VBE2 
VCEl I SAT ‘l/ VBE1 S2|SAT R 

M - (4.13) 

(VCE2|SAT + VBE1 ) *L + VB 
R 

Consider the previous example with the transistor parameters applying to Qj. 

In addition, assume that the parameters of Q2 are Vriro|Q „ = 0.5 volts and 

VBE2 “ 1,0 voll» at i^2 = 1.0 ampere and i^g = 0.1 amperes, so that^gAT = 10, 

and let R - 280 ohms. Then 

71 BASE " ,36 

P - 16.0 watts TRANSISTOR 

PTOTAL - 17. G watts 

M - .34 

This example indicates that even though the power transistor dissipates more 
power than with resistive drive, the overall power dissipated in generating the 
drive is less, hence the figure of merit for the Darlington drive circuit is 
higher. Even with the increase in overall efficiency, the M figure indicates 
that two-thirds of the power dissipated is not contributing to useful transistor 
drive. 
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CE 

DARLINGTON DRIVE CIRCUIT MODEL 

The merits of resistive versus Darlington base drive with variations of 
VB may be assessed by examining the ratios of PTrvrAT for resistive to P 

^ 1U1AL TOTAL 
for Darlington drive. This ratio, defined as K, is 

K = , ^Bl + VCEllSAT1L 

VBtB2 + (V| CE2|SAT + VBE1) iL 
(4.14) 

For the device parameters given in this example, R must be adjusted for each 
value of Vg to give the required base current. This can be accomplished 

analytically by setting the iß terms in Eqn. 4.14 to constants. For the example 

presented here, iB1 = 1.0 ampere and iB2 = 0.1 ampere. Eqn. 4.14 is plotted 

in Figure 4.3 versus Vß with the same parameters used in the examples. K< 1.0 

implies that resistive drive affords less dissipation; K> 1.0 favors Darlington 
type drive. Figure 4.3 indicates that 10 volts is roughly the crossover point of 
K in this example. For most commonly encountered transistor parameters, 
this crossover lies between 5 and 15 volts. For any particular case, Eqn. 
4.14 may be used to optimally select between these two drive schemes. 
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Transformer Drive 

The inefficiency of the resistive and Darlington base drive methods occur 
because of the mismatch between the base supply voltage Vß and the base-emitter 

voltage VjjE of a transistor. One method of minimizing this disparity Is to use 

a matching transformer between the base voltage source and the transistor 
base. Figure 4.4 illustrates two methods of transformer drive. In the circuit 
of Figure 4.4a, when S closes Vg is applied across the series combination of 

the primary of transformer T and resistor R; in Figure 4.4b, VR is applied 

wholly across T. How these circuits act to provide activating base power may 
by understood by referring to the models of the circuits of Figure 4.4 that are 
valid when S is closed, as shown in Figare 4.5. Here we have assumed that 
the transformers are ideal; i.e,, there is no significant leakage inductance 
between the Nj and N2 windings, and the resistance of these windings and losses 

In the transformer core are negligible. The models have been formed by re¬ 
flecting the elements on the primary side of the transformer to the secondary, 
and the primes denote the elements that have been reflected. 

Since the magnetizing inductance of the transformer, LM, is a dynamic 

element, the base drive to the transistor is time varying. In Figure 4.5a, VBE 

is approximately constant, so 1 will be a ramp of current and i' will be constant 
M 1 * 

with this current splitting between the transformer magnetizing inductance L 
M 

and the transistor base. From the figure, 

R' 
(4.15) 

and 

(4.16) 

- Ill - 





<
i 

a) Model of Resistor in Primary Circuit 

vs 

FIGURE 4.5 

MODELS OF CIRCUITS OF FIGURE 4. 4 WITH S CLOSED 
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where Ij^(O) is the current that remains flowing in L^j when switch S is initially 

closed at t - 0. The base current is the difference between Eqns. 4.15 and 4.16: 

The available base current decreases linearly with time, but the inequality of 
Eqn. 4.17 must be satisfied at all times. Thus, when switch S initially closes 
an excess amount of base current must be provided in order to insure that there 
will be sufficient base current at 1 " tON* the end of the switch closure period, 

to satisfy Eqn. 4.17. This excess base current is essentially wasted power, 
since it is not necessary to maintain transistor saturation. 

At Tq^, switch S opens and ij goes to zero. However, the current in 

continues to flow, as this represents energy stored in inductance L^. Some 

means must be provided during the off time of S to reduce this stored energy in 
order to prevent Lj^ from accumulating energy and eventually magnetically sat¬ 

urating on successive switching cycles. The process of reducing the stored 
energy and/or controlling the level of remnant flux in the core will be referred 
to as "resetting" of the transformer. Although Eqn. 4.17 indicates that all of 
the energy need not be removed from LM [1^(0) 0] before S is reclosed, any 

remaining energy (iM(0) >0] subtracts from the available base current, placing 

more stringent requirments on the drive circuit. We will assume that all of the 
energy stored in is removed before S is reclosed. Several methods are 

available for removing this energy, one of which is shown in Figure 4.6. When 
S is closed, diode D is reverse biased and the reset zener diode Dz does not effect 

circuit operation. When S is opened, magnetizing current flow's through D and Dz 
which absorbs and dissipates the stored energy across the zener diode breakdown 
voltage, Vz. With this method, all of the stored energy is dissipated in Dz. 
Other reset methods are available which recover this energy by returning it to 
the supply. The reset conditions presented here apply primarily to inductors 
made with linear magnetic systems. If the system used has an appreciable 
amount of magnetic hysteresis, the reset circuit must also return the remnant 
flux level in the magnetic material to a controlled level. A discussion of various 
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reset methods for accomplishing these functions and the trade-offs governing 
their selection may be found in "Two State Modulation Techniques for Power 
Systems", Report No. ECOM-02282-3, by T. A. Froeschle. To evaluate the 
figure of merit for these circuits, two cases will be examined - one In which 
all of the stored energy Is dissipated, and a second In which the energy is com¬ 
pletely returned to the supply. 

FIGURE 4.6 

A METHOD OF RESETTING T 

The reset action sets a certain minimum time during which S must be 
off. If the reset occurs with a fixed voltage across T, as In Figure 4.6, and 
reset is complete each cycle, then the minimum "off" time for volt-second 
balance across the transformer is 

TRESET * (4.18) 

From Eqn. 4.18 the maximum duty cycle D -__that may be 
T + T 

ON 1RESET 
achieved with transformer drive may be derived as 

(4.19) 
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This equation Indicates that transformer drive is not a static method of obtain¬ 
ing base drive: operation of the circuit must guarantee that the constraint 

is observed. In addition, any practical transformer is limited in the total flux 
that can be supported by the core material, necessitating an operating constraint 
on the total volt-seconds that can be accumulated across the transformer during 
any one "on" time. 

The power dissipated in the base circuit mav be calculated from Figure 
4.5a and Eqn. 4.15. This consists of power dissipated in the base drive resistor 
and the transistor base itself, and may be expressed as 

PTOT BASE (t) 

N 2 

R 
(4. 20) 

The second term in Eqn. 4. 20 is the rate of change of energy stored in L^j. 

Since the power dissipated by the drive circuit is time dependent during the 
switch "on" time, it is necessary to evaluate the average power dissipated 
during this time to allow a meaningful comparison with the static drive methods. 
If all of the energy stored in Lj^ is dissipated during reset, then the power sup¬ 

plied to Lj^ during the "on" time must be charged as power dissipated; in this 

case, the second term in Eqn. 4. 20 must be neglected. The current required 
by the base is the minimum value of available base current, which may be found 
from Eqn. 4.17 at t = TqN max and is 

and the corresponding base power is 

(4.21) 

PBASE min " VBE 

v® ' Vbe0 
R ©- 

BE 

LM 
ON max’ (4. 22) 
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which is the minimum ba ie power necessary to operate the transistor. The 
ratio of Eqn. 4. 22 to Eqn. 4. 20 with the second term neglected is the base 
circuit efficiency, 

(4.23) 

Using Eqns. 4. 21 and 4.22, the figure of merit for transformer drive with total 
energy dissipation may be expressed as 

M 

VBE 

VB ’ VBEI (¾)] 
0 1 . VBE2 

R 1 L TON max+ VCE|saT ‘l 
M 

VB VB * VBe| KÏ + vce|sat lL 

R 

(4. 24) 

If all of the energy stored in LM is returned to the supply with no losses, 

then the average base power drawn is the power drawn according to Eqn. 4. 20 
averaged over 0 < t < TqN or 
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In this case, the base circuit efficiency Is given by 

and the corresponding figure of merit Is 

(4. 26) 

(4. 27) 

In both Eqns. 4. 24 and 4. 27, If the collector saturation losses are large when 
compared to the total base drive power, the figure of merit approaches 1.0. 

Low base drive power can be achieved by choosing the turns ratio —p on T so 
w2 

that V¿ in Figure 4.5a nearly equals VBE, and winding the transformer such 

T 
that QN is minimized (high LM). With R' chosen to give the minimum required 

LM 
base current at t = T0N max, these steps wUl minimize PT0T BASE . Unfortu¬ 

nately, if there are any variations in Vg or Vg£ (due to junction temperature 

variations, for example), the base current will vary wildly, since it is deter¬ 
mined by the difference between V¿ and VBE, which has been made small by 

design, and under these circumstances the figure of merit may become very 
small or, worse yet, insufficient base current drive will be available under the 
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worst case conditions. For these reasons, the design of transformer drive 
circuitry must be a compromise between efficiency and control of base current 
in the face of fluctuation of circuit variables. 

Using this same approach, the resistor in secondary transformer drive 
scheme of Figure 4. 4b modelled in Figure 4.5b may be evaluated. With the 
notation in Figures 4. 4b and 4.5b, we have 

(4.28) 

and 

=~“t + TM(0)* (4.29) 
LM 

Assuming complete reset each switching cycle, 

(4. 30) 

With this scheme, the available base current (Eqn. 4.28) is constant, whereas 
in Eqn. 4.17, resistor in primary, this current decreases linearly with time. 
The total base power drawn is 

(4.31) 

The first term in this equation represents power dissipated; the second is the 
rate of change of energy in LM . If all of this energy is returned to the supply 

during reset, then the second term in Eqn. 4.31 is neglected. The base circuit 
efficiency is expressed by 

(4. 32) 
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and the figure of merit is 

+vce|sat ‘l 

' vce|sat 4l 

(4.;í:í) 

If the energy stored in the magnetizing inductance is dissipated, the average 
power drawn from the supply during the "on" time may be used to account for 
this loss. In this case, 

(4. 34) 

and 

M = 

VCE|SAT lL 

(4.35) 

The principal differences between the two schemes of transformer drive lie in 
the manner in which the transformer affects circuit operation. With the resistor 
in the secondary, the available base current is time independent. However, the 
transformer is placed across the full base voltage supply during the "on" time 
as opposed to the resistor in primary circuit which places the transformer primary 
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across the reflected base-emitter voltage, which is always smaller than Vr,. 

This means that the flux capability, hence size, must be greater for the resis¬ 
tor in secondary transformer. In both cases, to insure safe circuit operation 
the transformer must be protected from conditions which would lead to trans¬ 
former saturation or, in the case of resistor in primary, saturation must be 
controlled in a manner which will guarantee safe turn-off of the power transis¬ 
tors. 

The base efficiency, 17BASE , and the figure of merit, M, for all of the 

circuits that have been discussed here are summarized in Table 4.1. Selec¬ 
tion of one of these schemes would include a comparison of other factors which 
are dependent on a particular application and parameters of a specific design 
such as cost, size and weight, effects of circuit variable fluctuations and duty 
cycle requirements. A complete discussion of these factors is beyond the 
scope of this report; the relations given in Table 4.1 apply to considerations 
of power efficiency which is one of the major selection criterion in high ef¬ 
ficiency power handling circuits. 

The transformer coupled circuits of Figure 4.5 can be used only if the 
"on" time and duty cycle of the output switches is well constrained. For ap¬ 
plications where this is not so, two transformer drive circuits may be used 
in a "push-pull" arrangement, as shown in Figure 4.7 for a resistor In second¬ 
ary circuit. During the power transistor "on" time, switches Sj and S2 are 

operated alternately with a switch closed time compatible with the volt-second 
capability of the transformer. During the interval when Sj is closed and S2 

open, base drive is delivered to Qj via transformer T. while transformer T 

is resetting across the zener diode voltage Vz> With Sj closed and 11 „open, 

the opposite action takes place. If the switches are operated at 50¾ duty cycle 
during the Qj "on" time, then Vz need only be greater than Vg to guarantee 

proper reset for any Qj duty cycle. The power efficiency of this configuration 

may be evaluated from the appropriate column of Table 4.1 by replacing VBE 

in the denominator of all expressions with VBE + VD which accounts for the 

extra series diode drop. During the "off time of Q] both switches are left 

open, both transformers reset, and the circuit is at rest. Naturally, the "push- 
pull arrangement may be used with any of the other transformer drive variations. 
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Voltiigc Feedback 

A variation of the transformer drive schemes involves the use of positive 
feedback of the voltage in parallel with the load to provide base current for the 
power switch. One transformer drive scheme employing a resistor in the 
secondary is shown in Figure 4. 8. It is apparent that when power transistor Qj 

in "on", the circuit is equivalent to that of Figure 4.4b with 

VB Vs * vCE|saT- 

Since the feedback which holds the transistor "on" is positive, to switch the 
state of the drive circuit the loop must either be broken or overridden by an 
external current. The loop may be broken by a switch in series with either the 
primary or secondary of T or by saturation of this transformer. The base drive 
may be overridden by removing a current i from the base current supplied by 
feedback, 

(4.36) 
R 

During the off time, some means must be found for resetting T without disturb¬ 
ing the load. A diode in series with the load in the positive current direction 
will allow unconstrained reset and may be used if the additional losses of this 
series diode are not a serious penalty. 

A familiar example of voltage feedback in a push-pull configuration is 
the dc converter or "chopper" drawn in Figure 4. 9. This circuit relies on 
saturation of T to cause switching action. In this example, the magnetizing 
current is not wasted, but is used to turn on the opposite transistor after T 
saturates and the first transistor turns off. The duty cycle for each transistor 
is 50% and the "on" time is controlled by the volt-second capability of T. One 
serious disadvantage of this circuit is that when T saturates, the power transis¬ 
tor that is on must come out of saturation to collapse the voltage across T before 
turn-off can begin. Thus, a large, uncontrolled "spike" of current will flov.' in 
the power transistor before it turns off, which could lead to a decrease in the 
lifetime of the device. For high power circuits, two transformers are generally 
used in parallel; one is a linear power transformer which couples the load to the 
transistor switches, the second is a small saturable transformer with a resistor 

- 124 - 



N, 

R 
-VW 

S } 
O 

O 

! Ni LOAD 
O O 
1_ 

•h 
r 'l 

ï 
FIGURE î. 8 

VOLTAGE FEEDBACK DRIVE CIRCUIT 

z/ 

N N, 

Í 
FIGURE 4. 9 

PUSH-PULL "CHOPPER” CIRCUIT 

- 125 - 



in series with the primary which provides the voltage feedback drive. When 
the transformer saturates, the primary current is limited by the resistor to 
a safe value until the transistor can turn off. 

Current Feedback 

Another scheme for transformer drive using feedback of the collector 
current utilizes a drive transformer in series with the load which forces a 
fraction of the load current through the base in a positive feedback arrangement. 
An example of this scheme is shown in Figure 4.10. If the current in the mag¬ 
netizing inductance of T as seen from the primary is small when compared to 1^,. 

then 

(4.37) 

i. e., the base current is a fixed fraction of the collector current which is 

N1 
dependent only on the turns ratio —- of T. This is exactly the requirement to 

N2 
meet a given forced ß specification of a transistor, and this forced ß is pro¬ 
vided at any collector current level. The circuit may be analyzed in more de¬ 
tail by referring to the model drawn in Figure 4.10b. If Qj is turned on at 

t = 0, then 

(4.38) 

'M 

and 

(4.39) 

As before, there are two cases to consider. If all of the energy stored in Lj^ 

is returned to the power source, then the only power dissipated in the base 
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a) Circuit 

b) Model During "On" Time 

c) Model During "Off" Time 

FIGURE 4.10 CURRENT FEEDBACK DRIVE 
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circuit Is dissipated in Q1. The minimum base current supplied occurs at 

the end of the "on" time of Qj. and this must be adequate to drive Qj, l.e. 

‘b^ON* = lL 8 
(4.40) 

where here we have assumed that T is completely reset when Qj is turned on 

at t ^ 0 (1^1(0) - 0). It follows, then, that the minimum power that must be 

dissipated in the base-emitter of Q1 to provide proper drive is 

PBASE MIN 
(4.41) 

The actual power dissipated in the base-emitter of Qj when all of the energy 

stored in Lj^j is returned to the supply and averaged over the "on” time of 

is 

<P > = V 
*TOT BASE BE 

^BE TOn1 

LM 2 J 
Using Eqns. 4.41 and 4.42 

and 

+ vce!sat ‘l 

+ vce|sat lL 

(4. 12) 

(4.4:)) 

(4.44) 
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Examination of Eqns. 4.4.‘i and 4.44 shows that If the magnetizing current in T 
can be made to be a small fraction of iB, the efficiency of this scheme can be 

made to approach unity. In practical designs, this condition can be approached 
with no serious design compromises. 

In circuits where the energy stored In T is dissipated, only the first term 
in Eqn. 4. 39 is considered for calculating power dissipation. Then 

VBE 1 
h (¾) 

VBE ... 1 
Ton 

J 
j + vce|sat ‘l 

! VBE 
(S 

1 * vce|sa^ 
h 

This case can also be made very efficient in practice. 

(4.45) 

(4.46) 

(4.47) 

During the "off” time of (^, T must be reset. With Qj off. iL = 0 and 

the model of Figure 1 10c is appropriate for analysis of this case. The mag¬ 
netizing current must continue to flow through LM until all of the stored energy 

is removed. The only path provided is through the base-emitter diode of Qj 

in the reverse direction, which will cause zener breakdown of this diode, charac¬ 
terized by the VEBO rating of the transistor. In presently available silicon 
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transistors, VEBO is not large when compared to the base-emitter voltage 

encountered when the transistor is "on". This limits the maximum duty cycle 
of the circuit of Figure 4.10 to 

(4.48) 

if complete reset is to take place. For a typical silicon power transistor with 
Vjje = 1.0 volt, VEBq = 8 volts. 

= 0. 89 D MAX 

and all of the stored energy is dissipated. 

The circuit of Figure 4.10 may be modified to allow higher reset voltages 
and other reset means to be used by the addition of a diode in scries with the base 
lead of Qj, as shown in Figure 4.11. Dj blocks any reverse base current that 

would otherwise flow and allows the voltage across the secondary of T to rise 
to the combined reverse breakdown of both Qj and Dj, which can be made quite 

large when compared to VgE. Also shown in Figure 4.11 is a reset means 

which returns energy stored ln T to the collector source via winding N.j and 

When Qj is "on" and iL> 0, N3 is polarized such that I)2 is reverse biased. 

When Qj is off, magnetizing current flows out N3 and through D2 in its forward 

direction, since this is the only path available to the magnetizing current. The 
current is in a direction to return stored energy to Vs, so Eqns. 4.4.) and 4.41 

may be used to evaluate this circuit. The equations must be modified to account 
for the power dissipated in Dj when Q| is "on". (The power dissipated in D2 

is usually minute, and will be neglected here.) This may be done by substituting 

in the denominator only of Eqns. 4.43 and 4.44, w'hcre Vp is the diode "on" 

voltage and V¿E is the "on" base-emitter voltage of Qj In Figure 4.11. In 

Figure 4.11 the reset voltage seen by the N2 winding is 

(4.49) 
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FIGURE 4. 11 

MODIFIED CURRENT FEEDBACK CIRCUIT 

Using Eqn. 4. 4H for this case. 

(4.50) 

Since N.J is unconstrained, it may be chosen to make as large as practical 

for available D2 diodes, thereby optimizing Dj^^. 

Current feedback drive circuits may be turned on and off by any of the 
means discussed under voltage feedback schemes. Since the transformer works 
across the base-emitter of . its volt-second capability is less than that required 

for a voltage feedback scheme having the same maximum Tq^. hence the trans¬ 

former will be smaller and lighter weight for the same job. 
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4.2 TRANSISTOR ’’SPEED-UP" METHODS 

The "turn-on" and "turn-off times of transistors are dependent on the 
parameters of the transistor and upon external cireuit constraints. As dis¬ 
cussed and demonstrated in Chapter 3, the charge control equations governing 
transistor switching time may be dominated by an external base drive in excess 
of that required for steady state operation, which causes a rapid change in stored 
base charge. This section will discuss techniques which generate this excess 
base drive current during the switching intervals. Because charge storage effects 
slow the total Interval of turn-off while leaving turr.-on unaffected, the turn-off 
time is considered most critical with respect to speed-up requirements and most 
of the techniques presented here are aimed at minimizing this time. 

Negative Bias 

One of the simplest schemes to sueod up turn-off relies upon the negative 
base current generated when a resistor is connected between a power transistor 
base and a negative supply voltage, as drawn In Figure 4.12. Resistor Rj has 

been chosen such that with S closed, sufficient current flows to supply R2 and to 

hold Qj "on" for the anticipated maximum collector current. When S opens a 

negative base current of value 

flows out of the base of Qj, removing stored charge and, thereby, speeding up 

turn-off. The pertinent waveforms during th.'s Interval are Identical to those 
shown in Figures 3.44 and 3. 45 with 

t _ VBE+ Vn 
B- -- * 

r2 

After Qj turns off. the base voltage will drop to -Vn. If this voltage is 

larger than the VEB0 of Q^, it will cause emitter-base diode breakdown. While 

this breakdown is not necessarily harmful, no specification or data is usually 
given with the transistor as to the allowability or effect upon device reliability 
of repeated junction breakdown, and so circuits are generally designed to avoid 
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this condition. A way to avoid this In the circuit of Figure 4.12 Is to place a 
diode from emitter to base, as shown dotted in the figure. After Q1 turns off, 

the base voltage goes negative and the added diode conducts, clamping the base 
voltage slightly negative and, thereby, preventing breakdown. For some tran¬ 
sistors, a multiplicity of diodes in series may be necessary to insure that the 
diodes do not conduct until Qj is turned off completely. 

The negative bias scheme is a relatively simple method of providing 
reverse base current, but it is very inefficient. For example, in the circuit of 
Figure 4.12. if iL 10 amps, iB] - l amp. iB2 - -1 amp, Vß - 28 volts and 

Vn = -15 volts, then the power dissipated in driving Q| and assuming that no 

negative bias is used is 

PTOT BASE = 28 

With negative bias. 1 ampere must be provided for base drive and an additional 
1 ampere must lie provided through K,,. This yields 

PTOT BASE " 56 + I5 71 watts 

which is considerably more power than the minimum required. With this circuit. 

LOAD 

FIGURE 4.12 

NEGATIVE BIAS TURN-OFF CIRCUIT 
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the negative bias must be continually supplied, even though it is only used during 
turn-off. If a switch is inserted in series with R2 and is closed only during the 

turn off interval, the efficiency of this circuit can be improved considerably at the 
expense of an increase in complexity. 

Resistor-Capacitor 

If a capacitor is placed in parallel with the base resistor in a resistive 
base drive circuit, then some "speed-up" action due to charge transfer from 
the capacitor will result. The schematic diagram of Figure 4.13 illustrates 
one circuit in which a capacitor is used to provide dynamic charge transfer. 
This is a shunt drive circuit in which Qj is "on" when switch S is open and 

turns off when S is closed. Assume that S has been open long enough for steady 
state conditions to prevail. Then 

V C 
_?!_) 

+ R2 + rb 
“VBE (4.51) 

and 

R1 + R2 + rb 

(4.52) 

where rb represents the base region resistance inherent in any transistor. This 
resistance is usually small compared to the normal external base resistance and 
is usually Ignored when it appears in series with an external resistor. However, 
in this circuit it is non-negligible, and governs the rate that dynamic charge is 
delivered to the active portion of the transistor. At t = 0, S closes and turn- off 
begins. From the figure, 

f VC|t=0* VBE). 
t 

r'C 

Ri 

./r'C) 

trb' 
(4.53) 
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where 

Ri rK 

fb 
•H+ rb 

if 

rb<<Rl’ 

which is usually the case, and Vc|t=0 is given by Eqn. 4.51. This current is 

sketched in Figure 4.13b. This negative base current removes charge stored 
in the base region according to the relation 

(4. 54)' 

which is sketched in Figure 4.13. At t = toff all of the charge is removed from 

the base region of the transistor and turn-off is completed. At this instant the 
collector current reaches zero, the base-emitter junction becomes reverse 
biased and no further base current flows. Capacitor C then discharges through 
Rj to zero volts. During turn on of Qj, the opposite action takes place and C 

charges through Ro and r^ to provide an excess amount of base current to speed 

the turn on action. During turn-off an amount of charge 

Q=CA V- C Vc|t=0 (4.55) 

is removed from the base of Qj. If C is chosen such that Q is approximately 

equal (or slightly greater) than the total stored in the transistor, which may be 
determined by the techniques discussed in Chapter 3, rapid turn-off will result. 
If C is too small, the speeding up of turn off will be incomplete. On the other 
hand, if C is too large, a good deal of excess base charge may be injected when 
the transistor is turned on and it may be so heavily saturated that the charge 
removed during turn-off is inadequate to complete the rapid turn-off when turn 
off is attempted shortly after turn on. 

- 136 - 



Inductor-Kerl stör 

Dynamic speed up action may also be obtained by placing a series in¬ 
ductor-resistor network in shunt with the base-emitter of the power transistor, 
as diagrammed in Figure 4.14. If iL is initially zero, when S is closed, 

IßM 
R, 

(4.56) 

If sometime after this transient has been completed S is opened, then 

‘b" (4. 57) 

thus providing negative base current to speed the turn-off of Qj. During turn¬ 

off an amount of charge 

t 

Q(t) = f iBdt (4.58) 
o 

is delivered to the Qj base. Using Eqn. 4.57, Q may be evaluated as 

Q(t) = (4.59) 

The pertinent waveforms for this case are drawn in Figure 4.14. During the Q 

on time, an amount of power 

- 137 - 



LOAD 

a) Circuit 

S 

FIGURE 4.14 INI I'CTOR-RESISTOR DRIVE 



is dissipated continuously, making this method less efficient than capacitor- 
resistor speed-up at large duty cycles. However, since this method does 
not require a shunt drive switch, it can show efficiency advantages for short 
duty cycles. If power dissipation is not a consideration, capacitor-resistor 
speed-up is generally favored if a shunt S is used and inductor-resistor is 
favored if S is a series switch. 

Voltage Feedback 

All of the techniques that have been discussed derive the charge that is 
injected to speed up power transistor operation from the base drive power 
source. If this source is not well matched to the transistor and if switching 
occurs at intervals relatively short when compared to the transistor's speeded- 
up switching time, large amounts of power can be dissipated by the process. 
Positive feedback techniques have been used to borrow energy from the collector 
circuit to speed up turn-off while dissipating very little excess power, both 
under static and dynamic conditions. The first technique to be discussed is 
the use of voltage feedback, and one version of this circuit is drawn in Figure 
4.15. In this particular circuit, the collector load of Qj consists of a smooth¬ 

ing inductor L, having an auxiliary winding, placed in series with the normal 
load. The base drive is shown as a normal shunt resistive drive circuit with 
capacitor-resistor speed-up. This speed-up circuit is designed only to remove 
enough base charge to pull Q] out of saturation. When this occurs, the voltage 

across Vç begins to rise. Since L is a relatively large inductor, its current 

is continuous and it absorbs any voltage across Vç. This increase in VL 

is reflected to N2 as a negative voltage with respect to the base of Qj and the 

two diodes become forward biased. As far as the transistor is concerned, the 
circuit model during the turn off interval (ignoring the capacitor resistor circuit) 
appears as shown in Figure i. 15b. As Vc rises, it is clamped by the reflected 

base-emitter voltage of Qj in series with the two diodes and capacitor C, which is 

VL = (2VD" VBE" Vd°>] ~ • (4.60) 
N2 
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At this tint*, the bulk of the inductor current flows out of the base of Qj and 

(approximately) linearly charges C. That is 

T lNi *1 /N2 \ 
vl«» = L2Vd- vbe - vc(0)Jrr ’-r-fc2) *• 

N2 C Nj 

(4.61) 

(4.62) 

If Qj turns off when 

VC = VL(t) V, load 

then will rapidly rise to Vs when the base-emitter of Qj becomes reverse 

biased and D will close, clamping V^. to Vg. Capacitor C will charge to the 

reflected value of Vg + Vjoa{j through Rj. When Qj is subsequently turned on, 

C charges back through Rj to its intial value of 

VC<0> = Vload 

completing the cycle and resetting the circuit for the next turn-off. As long as 
there is energy stored in L, some may be borrowed to help turn off Qj. This 

entire turn-off circuit does not come into operation until Qj is in the active re¬ 

gion, with Vç rising. The waveforms covering this operation are shown in 

Figure 4.15c. 

Current Feedback 

A second feedback technique for obtainivg dynamic base drive employs feed¬ 
back of the collector current through a transformer to force a current out of the 
transistor base until all of the stored charge is removed. An example of this type 
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of circuit is shown in Figure 4.16, with the circuits for providing static drive 
omitted. When Qj is "on", S is closed and flows through T and the collector 

winding Ng which circulates through switch S. VgE is insufficient to forward 

bias the two series diodes to any appreciable current level, so the turn-off 
circuit does not affect operation during the "on" time. When Qj is to be turned 

off, S is opened and the static drive is turned off. Then the current that had 
flowed through S is forced to flow through the two series diodes and out of the 
base of Q^, so during the turn-off interval 

(4.63) 

2 

The turn off current is set by the actual collector current and proportionally 
tracks this current until Qj turns off completely. If any energy remains in the 

magnetizing Inductance of T, it is dissipated across Vz in the zener diode. In 

practice this lost energy can be made negligible by designing the transformer 
with as large a magnetizing Inductance as is practical. Switch S may be recloscd 
any time after reset of T is complete, readying the circuit for the next switching 
cycle. 

While this current feedback circuit operates only during the turn-off 
interval of Qj, it is a dynamic circuit and sets limitations on the maximum time 

that Qj may be "on". This may be seen from a model of the circuit of Figure 

4.16a during the Qj "on" time, as drawn in Figure 4.16b. Here we have assumed 

that S has a finite voltage drop across it when current flows through it. This is 
modelled by a voltage source VD in series with S. If Qj turns on at t = 0 and S 

is closed, the voltage across the N2 winding of T during the "on" time is Vp and 

the current in the magnetizing inductance is 

V 
M1* =-t- (4.64) 

L 
M 
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a) Circuit 

b) Model During Qj "on" Time 

FIGURE 4.16 

CURRENT FEEDBACK TURN-OFF CIRCUIT 
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The magnetizing current subtracts from the current which turns off Q1, leaving 

a current available for turn-off of Qj of 

(4.65) 

at the end of the "on" time. If a second term of Eqn. 4.65 is appreciable com¬ 
pared to the first, the approximation leading to Eqn. 4.63 is invalid and the 
magnetizing current must be taken into account. When Eqn. 4.65 equals zero 
at 

(4.66) 

or at any "on" time greater than TON|MAX, the turn-off speed up circuit will be 

completely inoperative when an attempt is made to turn off Qj. If T magnetically 

saturates at a time less than Ton|maX' SP0015"11? cIrcult also will not 

operate. Care must be taken in the design of T to insure proper operation, at the 
maximum "on" time to be encountered and this scheme may only be used in 
circuit« where the maximum "on" time is well controlled. An advantage of this 
technique over voltage feedback is that turn-off action begins as soon as S is 
opened, and is independent of whether Qj is saturated or not. Since the satura¬ 

tion charge may !>e the dominant charge storage term, this is a significant ad¬ 
vantage of this approach. 
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5. CONSIDERATIONS AT THE OUTPUT STAGE LEVEL 

The power processors or modules considered previously are 
composed of a number of basic power conversion units together with 
any additional control and logic functions needed to make these units 
function in the desired manner. A basic power converter is defined 
here as that circuitry which performs a single power conversion. It 
has the property that it cannot be further divided without destroying its 
power conversion ability. Familiar examples of basic power converters 
are dc-dc converters, ac-dc rectifiers and dc-ac inverters. 

A study of basic power converters shows that the power flow 
from input to output is usually through a small number of circuit 
elements. We shall call that portion of the circuit which handles the 
main power flow and which is essential to power conversion the basic 
output stage. This definition eliminates some input and output networks, 
if any, and any low level control circuitry; the former since they are 
not essential to the power conversion, and the latter since they are not 
handling the transferred power. A study of a number of circuits shows 
that a basic output stage may, for example, consist solely of a tran¬ 
sistor, a diode and an energy storage element. With this distinction, 
we may model a basic power converter by the block diagram in Figure 
5. 1. Here, Nj and N2 are networks coupling the input and output of 

the converter to the basic output stape, and the control function is the 
circuitry which determines the operating characteristics of the basic 
output stage. 

This chapter will consider some of the characteristics and limit¬ 
ations of idealized basic output stages. This is a fruitful endeavor since 
many limitations of the entire converter are determined by the output 
stage used, regardless of the control concept incorporated in the con¬ 
verter. 

5. 1 BASIC OUTPUT STAGES 

Output stages may be broken down into two broad classes, linear 
and nonlinear. Nonlinear circuits normally encountered usually incor¬ 
porate switches and/or nonlinear magnetic elements, although they are 
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not necessarily restricted to these . NonUnear magnetics will not be 
discussed here since the topic would not aid in understanding the be¬ 
havior of the circuits to be discussed in this chapter. 

Circuits of Some Commonly Encountered Output Stages 

At this point, we shall develop a number of commonly used 
circuits by a series of simple modifications on one basic circuit. The 
development of these circuits as presented here is not unique and, in 
any case, is done mainly to show the degree of similarity between the 
circuits. Only the static transfer characteristics will be considered 
at first. Quasi-static approximations and practical limitations will be 
discussed later. 

A circuit with a single switch is shown in Figure 5.2. Without 
a more detailed description of N, we cannot state any general rela¬ 
tions other than the obvious voltage and current constraints shown in 
Figure 5.2. 

vn(t) n v8(t) when S is closed 

¿n^) * 0 when S is open 

OUTPUT CIRCUIT WITH A SERIES SWITCH CONTROL 

A frequently encountered situation is that in which v8(t) is peri¬ 

odic and N is a parallel RC network. If the switch is opened and closed 
at a frequency equal to the fundamental frequency of v8(t), the circuit 

becomes a half-wave, phase-sensitive rectifier. If a diode is used 
as shown in Figure 5.3, then the voltage across the diode is the parame- 
ter which controls the diode state. H 
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A HALF-WAVE RECTIFIER 

Some problems exist in this circuit if vg(t) is a rectangular wave or 

some other waveform with fast risetimes. One is that the diode 
currents can be quite large due to the dv/dt current into the capaci¬ 
tor and may be limited only by the source resistance. Another less 
obvious problem is that of circuit efficiency. Under certain conditions 
of charging the capacitor C, this circuit may be extremely inefficient, 
even though the diode may be an almost ideal element. This problem 
is of interest in that it illustrates some of the pitfalls one may succumb 
to without a careful study of the concepts involved. 

Similar problems are encountered with a single switch if the 
load is a series RL network, as shown in Figure 5.4. In this case, 
large voltages can be d°veloped across the switch as it opens if there 
is current in the inductor. This can be seen from the inductor v-i 

diL 
characteristic, v? = L-, showing that large voltages can be gener- 

dt 
ated by rapidly forcing the inductor current to zero. In this circuit, 
this problem can be eliminated by the addition of a second switch as 
shown in Figure 5. 5. 
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FIGURE 5.4 

SINGLE SWITCH CIRCUIT WITH AN INDUCTIVE LOAD 

R < VoM 

Assuming that the switches are alternately opened and closed, there 
.3 never a current constraint placed on the inductor by the switches. 
This basic circuit, called a chopper, is used quite often in switching 
regulator systems. The symbols (D) and (1-D) next to the switches 
denote the switch duty cycles - the fraction of the time that each switch 
is closed. Hence, the duty cycle must always lie in the range 0-1. 

There is always a voltage constraint across the RL imposed by 
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the source and switches if the switches alternately open and close. 
Thus, as far as the load R is concerned, we may model the switches 
and source by an equivalent voltage source as shown in Figure 5.6. 
If the source vs(t) in Figure 5. 5 is a constant Vs and the on-time duty 

cycle of SI in Figuve 5.5 is D, then the time average value of the input 
source v (t) in Figure 5. 6 is given by eq 

<v (t)> - DV eq' 

independent of the actual switching period T. The symbol < > is used 
to denote a time average. 

FIGURE 5.6 

AN EQUIVALENT CIRCUIT FOR THE CHOPPER 

Since the RL circuit has a voltage transfer ratio of 1 at dc, v/e have 

<V0(t)> - <veq(t)> - DV8. 

Thus, the dc component of the output (V0) is just the duty cycle times 

the input voltage. An upper case letter will be used to denote the dc 
components of the appropriate variables if it is not a constant. Since 
0 < D < 1, we have for Vs > 0, 

(5.1) 

0 <(<v0» < vs (5.2) 

- 150 - 



If the rate at which SI and S2 alternate is high enough, the alternat» 
ing components of veq(t) will be ,reatly attenuated at the output due 

to the low-pass characteristic of the series RL network, and the out- 
Put vo(t) essentially be the dc component VQ » <vo>. 

I rom Eqn. 5. 2 above, we may plot the average output voltage 
VQ as a function of duty cycle D for fixed Vg as in Figure 5.7, which 

again illustrates the bounds on VQ implied by Eqn. 5.2. 

CHOPPER OUTPUT VOLTAGE VS. DUTY CYCLE 

Referring to the original circuit in Figure 5.5, let us find the 
relation between the average load current IQ and the average source 

current Is. Since the voltage across R is essentially conaUnt, the 

current through R and hence L is constant. Thus, a current I0 flows 

in whichever switch is closed. Switch SI is closed a fraction D of the 
time, so that the current through it is shown in Figure 5.8. From 
this we see that 

I8 - <i8(t)> - DI0, 

orthe dc components of current are related b 
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FIGURE 5. 8 

SOURCE CURRENT WAVEFORM FOR A CHOPPER OUTPUT STAGE 

From Eqns. 5.1 and 5. 3, we see that the circuit in Figure 5. 5 be¬ 
haves like an ideal transformer at dc with turns ratio 1 : D at dc and, 
furthermore, that it is lossless. Thus, at dc we may model the 
chopper in Figure 5.5 by the equivalent dc model shown in Figure 5.9. 

ideal 

FIGURE 5.9 

IDEAL DC TRANSFORMER MODEL OF A CHOPPER 

One major limitation of this circuit is the property that it can 
only step down in voltage, since physical limitations constrain D to 
be 0 < D < 1. Thus, the output voltage is always less than the input 
voltage. However, from the representation in Figure 5.9, we see 
that a step up in voltage might be obtainable by reversing the trans¬ 
former and inductor as shown in Figure 10a. 

I 
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a. Proposed Model of Step-Up Circuit 

b. Output Circuit with Switches Reinserted 

FIGURE 5.10 

DEVELOPMENT OF THE FLYBACK OUTPUT STAGE 

The circuit with the switches reinserted is shown in Figure 5.10b. 
A capacitor must be added across the output to satisfy the require¬ 
ment of an essentially constant output voltage. This configuration is 
commonly called a "flyback" or "bucket" output. The dc components 
are given by Eqns. 5. 1 and 5. 3 with source and load subscripts re¬ 
versed. 

V5 . DVo 

'o * DI, 

or, we have 

V o 

(5.4) 

(5.5) 
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The latter relation is plotted in Figure 5.11 for the allowable range 

of D. 

s 
D 

1 

FIGURE 5.11 

OUTPUT DC VOLTAGE VS. DUTY CYCLE FOR A FLYBACK 
OUTPUT STAGE 

From either Figure 5.11 or Eqn. 5.5, we can see that the average 
output voltage of a flyback stage is always greater than the source volt¬ 
age and, thus, it is inherently a step up device, with the range of output 
voltages given by VQ s Vg. 

If we subtract a voltage V8 from the output, the range of average 

output voltages obtainable will be given by VQ > 0. The development of 

a circuit which does this is shown in Figure 5. 1Z. For the circuit shown 
in Figure 5.12Í, the output voltage is given by 

(5.6) 

This relation is plotted in Figure 5.13. We can obtain an output voltage 
of any magnitude from this circuit, but there is always a sign inversion 
with respect to the common ground. A circuit which does not produce 
a sign inversion can be obtained from that in Figure 5. 12f. One method 
of doing this is illustrated in Figure 5. 14. Here an unrealizable ideal 
transformer is realizable as two coupled inductors, as illustrated in 
Figure 5.14d. If isolation is not necessary, the coupled inductors may 
be replaced by a single tapped inductor as shown in Figure 5. 14e. 
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The basic output sta^e of most dc to dc converters currently 
in use will be one oí the basic circuits developed here. These circuits 
together with their dc transfer characteristics versus duty cycle are 
catalogued in Figure 5.15 for comparison. 

FIGURE 5.13 

OUTPUT VOLTAGE VS. DUTY CYCLE D FOR THE FLYBACK 
CIRCUIT IN FIGURE 5. IZf. 

5.2 QUASI-STATIC APPROXIMATIONS 

The results obtained in the preceding section assumed that the 
source voltage and the duty cycle of the switches were constant. Under 
these circumstances, it is meaningful to talk about dc components of 
the source and output voltages regardless of the actual frequency at 
which the switches are opened and closed. In practice, both the source 
voltage and the switch duty cycle may be time varying so that it is no 
longer meaningful to talk about dc components. In fact, we must con¬ 
sider what we mean when we treat the duty cycle as a function of time, 
since it is essentially time discrete and defined over an entire on-off 
switching period. 

We may define a waveform D(t) which we will call the duty cycle 
of a rectangular wave by letting D(t) take the value of the dut, cycle 
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of each period of the rectangular wave for the duration of that period 
as shown in Figure 5.16b. 

r(t) 

0 1 r 2T 31 r 4T 5T 6T 7T 8T 9T 1 of 

a) Waveform 

b) Duty Cycle 

♦•t 

FIGURE 5.16 

A RECTANGULAR WAVEFORM r(t) AND ITS ASSOCIATED DUTY 
CYCLE WAVEFORM D(t) 

By definition, D(t) has the property that it is constant within any full 
period of the associated rectangular wave, so that the rectangular 
wave is well defined if just D(t) is given. We shall say that the duty 
cycle of the rectangular wave r(t) is also given by a continuous ap¬ 
proximation of D(t), as shown in Figure 5.16b. 

Let us consider a band limited waveform x(t) such that X(co) * 0, 
I 05 I > 050 and with the further restriction that 0 < x(t) < 1 for all t. 

If we divide the time axis into intervals Tk(k “ ...-2, -1, 0, 1, 2,...) 

such that « for all k, then x(t) will be essential constant over 
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each interval r^. Thus, we ma y approximate x(t) by a step-wave 

which, in each interval takes on the value of x(t) for some point 

within the interval. 

FIGURE 5.17 

CONSTRUCTION OF A RECTANGULAR WAVEFORM FROM AN 
AMPLITUDE AND BANDWIDTH LIMITED FUNCTION x(t). 

We can now construct a rectangular wave with periodo T^ with the 

duty cycle of each period given by the value of the step-wave approxi¬ 
mation to x(t) in the corresponding period. A sample waveform x(t), 
a time partitioning , and the associated step-wave and rectangular 

v'ave are illustrated in Figure 5.17. Note that both the waveform x(t) 
and the time partition must be specified in order to uniquely deter¬ 

mine the associated rectangular wave. Thus, we can construct an 
infinite number of rectangular waves each of which has the approximate 
duty cycle waveform x(t) by choosing different partitions T^. If the 
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partitions are chosen such that all the are equal, then the associ¬ 

ated rectangular wave is a pulse-width modulated waveform. By ap¬ 
propriate choice of the r^, pulse frequency and other modulation 

waveforms may be realized. Each of these will still have the same 
duty cycle waveform by construction. 

What has been described is a method of generating a rectangular 
waveform from a continuous band limited waveform. This process 
approximates the realizations of a number of control schemes for 
switching power converters, since it converts an analog signal into a 
two-state, or on-off, signal which controls the switching devices in 
the converter. 

Let us consider the system in Figure 5. 18, where the input r(t) 
is the rectangular waveform of Figure 5.17b, which is constructed to 
have a duty cycle as a function of time given by the band limited wave¬ 
form x(t). If I X(co) I » 0 for I (0 I > C0o and all the periods of 

r(t) are such that r^ <<~^for all k, then the output of the low-pass 

filter, y(t), will be given by y(t) =*■ x(t). 

y(t) 

FIGURE 5.18 

DETERMINATION OF THE DUTY CYCLE OF A RECTANGULAR 
WAVEFORM BY LOW -PASS FILTERING- 

Although this result is intuitively satisfying, it is difficult to obtain 
correct analytical expressions in the general case. Furthermore, the 
error between y(t) and x(t) is dependent on the relation between the 
switching times Tj^ of r(t) and the bandwidth C0o of x(t). 
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Suppose the waveform r(t) is amplitude modulated by a function 
w(t) which is band limited to u.'0. A consideration of the spectra of 

r(t) and r(t) modulated by s(t), which we shall denote by a(t), shows 
that the result of low pass filtering the modulated waveform is to 
give w(t)x(t), where x(t) is the duty cycle of the modulated time wave¬ 
form. An example of such a waveform in shown in Figure 5. 19. This 
property will prove extremely useful in making quasi-static models of 
switching systems. 

b. Isolation of Low-Frequency Components of a(t) 

FIGURE 5.19 

A WAVEFORM WITH BOTH AMPUTUDE AND DUTY CYCLE 
MODULATION 

The Quasi-Static Equation for the Chopper 

Let us consider the basic chopper circuit shown in Figure 5. 15a 
with the addition of an output filter capacitor, as shown in Figure 5.20. 
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vs(t) 

FIGURE 5.20 

BASIC CHOPPER OUTPUT STAGE 

We shall allow the source voltage vs(t) and the switch duty cycle D(t) 

to be slowly time-varying, and we shall consider the case where the 
load conductance is variable. The switch duty cycle D(t) will be a 
function of various voltages, currents and other parameters of the 
s - stem, but the exact functional relationship will not concern us at the 
moment. 

The voltage ve(t) is completely specified once D(t) and v8(t) are 

specified, as seen from Figure 5.20. The transfer function from ve(t) 

to v0(t) is that of a two-pole, low-pass filter, so that only the low- 

frequency components of ve(t) need be considered as affecting v0(t). 

The quasi-static approximation rules out a consideration of ripple at 
the switching frequencies. We assume that the ripple is small and 
can be treated separately, although this is not true for some control 
schemes. Thus, ignoring all components of ve(t) except at low fre¬ 

quencies, we see that the effect of ve(t) on v0(t) is the same as that 

of a source with a value given by ve(t) ■ vg(t)D(t). For low frequencies, 

we mav now replace the chopper model of Figure 5. 20 b the model 
shown in Figure 5.21. 
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♦ VL - 1 

FIGURE 5.21 

QUASI-STATIC MODEL OF A CHOPPER OUTPUT STAGE 

A differential equation relating the quasi-static variables in 
Figure 5.21 can now be written. We have 

V (t) » D(t)v (t) - V (t) 
L so 

ijjt) “ ^(t) + ÍqU) 

Using the element V-i relations, 

[D(/3)vg(/3) v0(/3) ] dß G(t)v0(t) 

Differentiating and regrouping, we obtain 

d2v 
LC- 

df 

o dvo 
r + ^G(t)— + 

dt 

dG 
L— + l]v0(t) = D(t)vs(t), 0 s D(t) S 1. (5.7) 

dt “ 

This is the quasi-static differential equation for the simplified chopper 
shown in Figure 5.20, and it is valid for dc and low frequencies. At 
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de we let G(t) be constant, v0(t) » Vo , v8(t) • Vs, D(t) « D, so that 

all time derivatives are zero. Eqn. 5.7 then gives 

DV( (5.8) 

which is the expression determined previously. If in addition to Eqn. 
5. 7 we are given the characteristics of the control concept, we may 
then determine the static and quasi-static behavior of the resulting 
basic power converter. Some of the limitations of basic power con¬ 
verters employing the output stages described above will be discus¬ 
sed in Chapter 7. 
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fe. CONTROL CONCEPTS AND REALIZATIONS 

In the preceding chapter, we mentioned that a basic power conver¬ 

ter consists of two parts - a basic output stage and a control concept. 

We shall define the control concept as a methodology for operating the 

output stage - whirh we consider distinct from possible realizations of 

the control concept. Within this definition and because of the behavior 

of various output stages described in the previous chapters, schemes 

such as pulse-width and pulse-frequency modulation are usually means 
of realization of a control concept and not an inherent part of the control 
methodology. This should become clearer after the discussion below. 

In our discussion of output stages and quasi-static models, we de¬ 

termined that the parameter which controls the quasi-static output stage 

operation is the switch duty cycle D. Since the quasi-static terminal 
characteristics of a basic power converter are usually those of interest, 

the control scheme should be concerned with the generation of an ap¬ 

propriate duty cycle. 

Here we would like to discuss a breakdown of a control concept 

into two parts. This division is meaningful and can be quite useful in 
constructing a control realization. Although this division is artificial 

in the sense that these two sections may not be separable in a circuit, 
we shall see that it may be an excellent aid in visualizing and planning 

control concepts for complex s, stems. 

The control concept can be modeled as consisting of two mapping 

operations. The first, which is the quasi-static constraint, assigns 

a given value to the duty cycle D for every set of values of the control- 

lint*, variables. These latter quantities may include output voltage, 

current, power and input voltage. For the quasi-static models discus¬ 

sed in the previous chapter, it will be this mapping which determines 

the characteristics of the basic power converter, i.e., whether it be¬ 

haves like a volta ,e source, current source, etc. 

The second mappin; assigns a timing signal(s) to each value of 

the duty cycle D obtained above. This timing signal which defines the 

switching period, must satisfy the given duty cycle constraint. In addi¬ 

tion, this second mapping may assign the timing signals subject to other 
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constraints such as a minimum "on" and "off" time or a maximum period. 
These additional constraints may be necessary to insure proper internal 
operation of the output sta^e, drive circuitry, and other instantaneous 
constraints. The quasi-static terminal characteristics will be satisfied 
by the duty cycle constraint alone. A block diagram of this control 
concept model is shown in Figure 6. 1. 

Consider the basic power converter shown in Figure 6.2 consisting 
of a chopper output stage and a specific control scheme. The control 
scheme for this converter is easily seen to involve some processing 
of the output variables (both v and i) and the input voltage Vg followed 

by a pulse-width modulator which generates the appropriate timing 
signals in this example. 

Let us look at the basic characteristics of the control methodology. 
We see that the duty cycle will be zero if either v or i is greater than 
Vref or ^ref respectively. If one of these is less than the respective re¬ 

ference, the duty cycle will vary from zero to its maximum value when 
the remaining variable varies about its reference. The duty cycle is 
also scaled inversely with the source voltage Vs. If we define a function 
f by 

f(x) 

1, 

è-x, 

0, 

X < -½ 

|x| 

X > 

(6.1) 

then we may describe the control methodology by the relation 

D “ ~ f[ a(i - Iref)].f[b(v -Vref) ] 
^ s 

(6.2) 

where K, a and b are fixed gain constants. The analog expression in 
Eqn. 6.2 is converted into an appropriate switch timing signal by the 
pulse-width modulator. More will be said about this example in the 
next chapter. 

The expression in Eqn. 6.2 defines the control methodology - the 
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Power Source V 
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*ref 

FIGURE (i. 2 

A BASIC POWER CONVERTER 
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effect that various circuit variable perturbations have on the output 
sta^e control. This wo distinguish from the method used to effect the 
desired control on the output stage. Quasi-statically at least, a pulse- 
frequency modulator could be used instead of the pulse-width modulator 
illustrated to realize the identical control characteristics. The reasons 
affecting a decision as to what type of realization is needed will depend 
on other considerations as mentioned before. The circuitry which 
generates the switch control signals defines two time intervals - the "on" 
time and "off" time of the output switches. Any realization must satisfy 
the desired quasi-static constraint 

T on 

Ton + Toff 
D. (6.3) 

An infinite number of values are allowed for Ton and TQ££ which satisfy 

Eqn. 6. 3. These times may also be constrained (but not by quasi-static 
considerations) by instantaneous considerations, device and component 
behavior, power levels, speed, etc. 

The breakdown of a control scheme into a functional methodol¬ 
ogy and a controlled timing generator can be quite useful since many 
systems are readily modeled by such a division. In most cases, the 
quasi-static characteristics of the basic power converter are determined 
by the control methodology and the output stage characteristics, with 
the timing circuitry not explicitly affecting operation. 

The topic of control concepts and associated areas could, of course, 
occupy much more room than we have allotted here. We have only at¬ 
tempted to point out the function of a control concept and a useful means 
of visualizing its structure. 
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7. CONSIDERATIONS AT THE BASIC POWER CONVERTER LEVEL 

In Chapters 5 and 6, the basic characteristics of output stages 
and control concepts were discussed. A number of considerations can 
be meaningfully explored by considering these areas separately. How¬ 
ever, when we combine an output sta <e with a control concept, we have 
essentially constructed a basic power converter, and a discussion of 
the characteristics of this combination can be handled separately from 
the component considerations. 

In Chapter 5, we derived the differential equation describing the 
quasi-static behavior of the chopper output stage. Here we shall ex¬ 
plore some of the limitations of basic power converters employing this 
output stage and the flyback output stage. 

If we wish, we may divide questions about basic power converters 
into two classes. One consists of questions concerning terminal behavior 
of a basic power converter given a specific control concept and output 
stage while the other consists of questions concerning the characteristics 
of control concepts and/or output stages which yield given terminal charac¬ 
teristics. Questions of the latter type can be quite useful in uncovering 
basic limitations. We shall address ourselves to a few questions of 
this type. 

7. 1 LIMITATIONS OF BASIC POWER CONVERTERS WITH A CHOPPER 
OUTPUT STAGE- ' 

A number of limitations inherent in basic power converters employ¬ 
ing the chopper output stage may be derived from Eqn. 5.7. One is the 
static constraint 

which is due to the limitation of the dut. cycle between zero and one. 

Let us consider some dynamic limitations of the system. We shall 
not specify any control scheme. Instead, we shall see if there is an 
optimum choice of such a relation for a given set of conditions. One 
frequently occurring situation is that for which a constant output voltage 
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V is desired for both line and load changes. If there is a control rela- 
o 

tion which provides the desired output characteristic, then we may find 

it by assuming v0(t) = VQ in Eqn. 7.1. Since all time derivatives of 

vQ(t) will be zero with this assumption, we obtain 

L— + 1 : V0 = D(t)vg(t), 0 s D(t) * 1. (7.2) 
dt 

If we consider input line variations only and assume that the load con 

ductance G(t) is constant, then we get 

V0 = D(t)vs(t) 

or 

D(t) = (7.3) 

as the desired control relation to maintain a constant voltage output 

V . Since D(t) must be between zero and one, we obtain the restriction 
o 

VgU) ïî V0 for all t. (7.4) 

The implication of Eqns. 7. 3 and 7.4 is that a transient must occur 

if the input vs(t) drops below the desired output V0, and that no control 

relation exists which can eliminate it, although some may provide a more 

tolerable transient than others. 

Similarly, if the source is a constant Vs and the load is allowed 

to vary, we obtain the equation 

+ 1 ^v° * D(l)v» 

or 

D(t) = 
V 

s 

V, 
(7. 5) 
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This is the required control relation for a fixed input V0 and a variable 

load. Immediately, we can see that it is impossible to maintain a 
constant output V^ when there is a step load chanje, since the right 

side of Eqn. 7.5 is infinite for such a case. Again, this is true regard¬ 

less of the control scheme used. Interestingly, Eqn. 7. 5 places a con¬ 

straint on the time rate-of-change of the load but not on the value of the 
load itself. This limitation may be found as follows: 

0 £ D(t) s 1. 

Therefore, 

0 £ 

-V. 

dG 

+1 

V. 
* i. 

dG 
£ V L — <: V - V , 

° dt s 0’ 

V0 dLV G(t) 1 
-s _L-- < _ V 

L dt L, s ° 

or. since the load current is iG(t) = VoG(t), we obtain 

V_ dir 1 
* — ( V - V 

L dt L V S ° 
(7.6) 

This result is simply a current constraint due to the inductor L since 

the left-most and the right-most expressions in Eqn. 7.6 are just the 
limits on the time derivative of the inductor current when the duty cycle 
takes the values zero and one respectively. Note that the larger the 

output voltage V0 is, the smaller the allowable current slope is in the 

positive direction. 

The two cases just discussed show some of the limitations basic 
to basic power converters emplo ing the chopper output stage. One 

case of interest for which these limitations are exceeded is that of a 
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step change in load. As mentioned before, it is impossible to avoid 
a voltage transient, regardless of the control scheme used. However, 
an optimum control relation exists which will minimize the transient 
if an error criterion is given, although finding this relation presents 
analytical difficulties. Such an optimum relation may be a function of 
the input voltage vs(t) and the load current ÍQ(t) as well as the load 

voltage v0(t). 

A more detailed model than the one illustrated in Figure 5.21 
may be developed by accounting for various non-ideal element behavior. 
For example, if we wish to model the ESR (uquivalent series resistance) 
of the capacitor C, the equivalent loss resistance of the inductor L and 
the "on1' resistance of the switches, we can use the model shown in 
Figure 7.1. 

FIGURE 7.1 

QUASI-STATIC MODEL OF A CHOPPER WITH SOME OF THE 
ELEMENT LOSSES MODELED 

The differential equation describing the behavior of this model can be 
written using the usual techniques. The basic limitations, both static 
and dynamic, which applied to the model of Figure 5.21 also apply here. 

7.2 LIMITATIONS OF BASIC POWER CONVERTERS EMPLOYING THE 
FLYBACK OUTPUT STAGE 

We may derive some limitations on the performance of a basic 
power converter when the flyback output stage is used. In order to do 
this, we shall need the quasi-static equation describing the flyback 
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output stage. Since this was not done in Chapter 5, we shaU do it here 
first and then proceed to derive some limitations of this output stage. 

The derivation of the quasi-static equations for the basic fly¬ 
back output and the modified flyback output circuits of Figure 5. 1 5 is 
simiiar for all of these circuits, so that only the equation describing 
the basic flyback circuit of Figure 5. 15b will be derived here. Usine 
the notation of Figure 7.2, we have for the quasi-static components, 
ignoring switching frequencies, 

FIGURE 7.2 

BASIC FLYBACK OUTPUT STAGE 

ve(t) « D(t)v0(t) 

i2(t) - D(t)i1(t) 

where D(t) is the switch duty cycle as indicated, 
the left-most loop and KCL at the top right node, 

Writing KVL around 
we get 

dt 
ve(t) 

C dt + G(t)vo(t* * t) (7.8) 
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With the four equations in 7. 7 and 7.8, we may eliminate the three 
variables ij(t), i^t) and ve(t) to obtain a differential equation relating 

vg(t), v0(t) and D(t). If this is done, the resulting equation is 

LC d2v. 

D(t) dt2 D2(t) 

+ r D(t) + L—(5íí) ) 
L dt VD(t)^ 

dD dv0 
G(t)D(t) - C — - 

dt dt 

v0(t) c vs(t), 0 5 D(t) á 1. (7.9) 

The static transfer characteristic of the basic flyback output is obtained 
from Eqn. 7.9 by assuming all quantities are constants and all time 
derivatives are zero. This gives 

Vo“ïïV°- (7.10) 

Limitations on dynamic behavior of basic power converters em¬ 
ploying this circuit can be investigated by considering Eqn. 7.9 in more 
detail. Again, as with the chopper, we shall assume that the output 
v0(t) is to be kept at a constant voltage V0. If the load G(t) is kept 

constant and the source voltage vs(t) is allowed to vary, we obtain the 

following equation from Eqn. 7.9: 

LG D3(t) - D2(t)vs(t), 0 s D(t) s: 1. (7.11) 

When the source voltage is a step from VQ to VQ + £V and the system 

is in steady-state operation before the step is applied, the resulting 
control function D(t) which maintains a constant output V0 after the step 

is sketched in Figure 7.3. The resulting solution shows that the required 
D(t) exceeds one for £V < 0 which makes realization theoretically im¬ 
possible. For AV > 0, a transient solution is obtained for which 
D(t) —► 0 as t —► oo. 
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OPTIMUM THEORETICAL roNi rnn. r-,Fn„ 4 

I-LYBACK OUTPUT WITH A STEP~^771?7r r-UA^F 

TUs solution is theoretically realizable with ideal components since 

1, but is practically unrealizable for two reasons. First 
hts solo,ton requires the inductor curren, approach infinity for 

large t. Second, a physically realizable solution should approach the 
stattc solution for D(t) when t > 0. This asymptotic value" given by 

D 
static 

vs + AV 

V (7.12) 

tIo„Tof EanVl? ‘''n"“““"? P°Ín,S Wh¡Ch re8ute ,rom 3 «»sidera- 
Dit) eLs^whieh a r" ‘S ,heor'««Uy realizable solutions for 

( exist which are time-varying, yet will yield a constant output 
voltage with a constant source voltage. Second tho r^c u • j 

ahove show that any control function D(t) which is constra'ined^o^p6 
proach the static solution in Ean 7 l ? ^ balnea to ap- 

produce a transient in the out^ v^r^i* 
systems are so constrained, the flyback output necesslrily produces 

s,iraainta.nrn‘ Prohibited with the giveTcomrol"" 

The behavior of the 
can be found from Eqn 

flyback output in response to load transients 
7.9. Here, we shall assume that vg(t) = V 
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and that v0(t) 3 VQ are both constants. With this assumption, we 

obtain the equation 

d 
D(t) + L — 

dt 

r G(t) -. 

LD(t) J 
(7.13) 

where DQ is the static solution to Eon. 7.9. If G(t) takes a step 

change at t = 0, a closed form relation describing D(t) can be found 
from Eqn. 7.13. The resulting D(t) is sketched in Figure 7.4 for 
both step increases and decreases in the load G(t). There is a theo¬ 
retically realizable solution for step decreases in load (AG < 0) and 
none for step increases in load. Practically, none of these are real¬ 
izable since none approach the static solution D0. Therefore, any 

control function which does approach the static solution must produce 
an output voltage transient, although it may be small. 

OPTIMUM THEORETICAL CONTROL FUNCTIONS FOR A FLYBACK 
OUTPUT WITH A STEP LOAD CHANGE 
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The flyback output stage is thus incapable of compensating for 
either load or source changes without producing a transient in the 
output voltage. This limitation applies with any control scheme 
which is required to approach a static solution. 

The two quasi-static models just analyzed show some of the 
limitations inherent in the respective output sta4es. Since the quasi¬ 
static models are approximations, these models must be used care¬ 
fully when predicting or describing the behavior of the actual output 
stages. Limitations of a circuit which are derived from an approxi¬ 
mate model can often be useful and reasonably accurate. However, 
when an accurate description of the dynamic behavior of an actual 
circuit is desired, much more care is needed to insure the validity 
of the approximations used to derive the mo del. 

These examples serve to illustrate the kinds of general limita¬ 
tions we may place on basic power converters by assuming certain 
termina.' characteristics. Other questions concerning basic power 
converters may involve the terminal characteristics of a specific 
basic power converter. As an example, we shall determine the 
approximate static output characteristics of the basic power converter 
illustrated in Figure 6.2. 

7static output characteristics of a specific basic 
POWER CONVERTER ---- 

The control concept shown in Figure 6. 2 has three controlling 
parameters - input voltage, output voltage and output current. This 
is connected with a chopper output stage to form a basic power con¬ 
verter. We shall determine the approximate static v-i characteris¬ 
tic seen looking into the output terminals by means of a qualitative 
discussion. 

Assume that the output current i is less than the reference Iref 

In this case, a small change in the output voltage v about Vref causes 

a large change in the output stage duty cycle. This duty cycle change 
is such as to move v toward Vref. Thus, the converter acts similar 

to a common voltage regulator. Now, if we assume that v < V we 



see that the duty cycle (and hence output voltage) is determined by 

the output current i such that v goes to zero if i exceeds Ir(1£. In 

this mode, the converter acts as a current regulator. A sketch of 
the output v-i characteristic is shown in Figure 7. 5. 

The v-i characteristic of this converter is that of a current- 
limited voltage source, the current limiting being introduced by the 

current feedback in the control concept. (We could just as well call 

it a voltage-limited current source, but its use as the former is more 
common. ) 

There is one remaining part of the control concept that we have 
not considered as yet - the dependence of the duty cycle on the input 

voltage Vs. Assume that the output voltage and current are fixed. As 

the input voltage changes, the duty cycle will vary inversely with the 
input voltage. The control relation of the chopper output stage is such 

that the output voltage v is given by v = . If D varies inversely 

with Vs, we see that v will tend to remain fixed wdthout effects due to 

the output voltage feedback. In essence, we may consider this part 

of the control concept to be an "open-loop" control in that it tends to 
regulate the output voltage without direct reference to the output voltage. 

Introducing this type of feedback into a control concept can often im¬ 

prove the line regulation of the basic power converter as should be the 
case here. 

We may summarize these results a little more quantitatively 

by looking at the two constraints imposed on the basic power converter. 
The output stage places the terminal constraint 

on the converter characteristic. The control concept places the 
constraint 

D= JL f |*a(i-Iref)«jf [b(v - Vref)] (7.15) 
v s 

which was determined in Chapter 6. By combining these relations, 

- 180 - 



we can obtain the implicit output terminal relation 

V = Kf [ a(i-Ire{) ] f [ b(v-Vref) ] 

which we readily observe is independent of input voltage, 
gives this idealized model its perfect line regulation. 

Our purpose here has been to illustrate with quite simple examples 
some of the questions which are relevant in discussing basic power con¬ 
verters. There are many other questions, both theoretical and pract¬ 
ical which we have not touched upon, some of which concern power 
losses, static and dynamic errors and baseband stability. These 
are all topics which must be considered in a good design or evalua¬ 
tion of a basic power converter. 

V 

FIGURE 7.5 

OUTPUT v-1 CHARACTERISTIC OF THE BASIC POWER CONVERTER 

IN FIGURE 6.2 
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nent to power processors and their internal building blocks. 

As discussed in Chapter 2, a power processor is composed of 

basic power converters. These auxiliary functions fall into two broad 
classes, those associated with signal processing and those associated 
with power processing. The power processing portions of the auxil¬ 
iary circuitry, including items such as voltage converters, regulators 
and inverters to power the main basic power converters and signal pro¬ 
cessing circuitry may themselves be treated as basic power converters 
and decomposed and evaluated accordingly. 

The signal processing portion of the auxiliary circuitry performs 
all of the functions necessary to coordinate the operation of the basic 
power converters and to control the operation of the power converters 
to meet the power processor terminal requirements. Functions such 
as programing or sequencing, timing, metering, signalling, inter¬ 
locking, calibrating and mode switching are all types of signal pro¬ 
cessing commonly encountered in power processing. Those functions 
associated with switches and logic signals may be analyzed by a 
Boolean representation of the variables using logic analysis techni¬ 
ques such as those presented in Chapter 10. Switching control func¬ 
tions in power processors are generally designed in a straightforward 
intuitive manner to suit the control requirements. If the logic is 
combinatorial (i. e,, the output of the switching network depends only 
on the position of the control switches),this procedure usually results 
in an adequate realization which performs the desired functions. If, 
however, the logic is sequential (i.e., the output of the switching net¬ 
work depends on both the position and the past history of the control 
switches), it is possible to realize a network which will perform pro¬ 
perly for the normal sequence of switching, but will result in impro¬ 
per or undesirable operation when an abnormal, but realizable, 
sequency of switch operations is encountered. For this reason, 
sequential networks must be rigorously examined for all possible 
switch operating sequences and undesirable operating conditions 
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eliminated. Rigorous techniques, based on Boolean state variable 
representations of the network, for performing this analysis exist and 
readily lend themselves to mechanization on a computer. The tech¬ 
niques for circuit analysis of switching (digital) circuits have been 
well developed to a high level of sophistication and mechanization by 
computer circuit designers. These techniques are described in 
Bibliography II, Reference 12. 

The signal processing functions which require linear or quasi- 
linear operations such as amplification, modulation, demodulation, 
function shaping, etc., generally employ circuitry which can be ac¬ 
curately modeled in a straightforward manner, using simple component 
models such as those developed in Chapter 3. Since signal processing 
circuitry of this type has applications which go far beyond that of 
power processors, analysis and evaluation of these circuits, while by 
no means trivial, has been the subject of intensive study and is well 
documented in the literature. In general, the methods employed are 

near circuit analysis, if applicable, or for nonlinear circuitry, 
assumed state analysis as described in Section 10.4. An example of 

auxiliary circuitry considerations is presented in Section 12.1. 

A power processor may contain one or more basic power con¬ 
verters. Usually the converters are connected in cascade to perform 
the complete power processor functions. For example, an ac - ac 
(frequency converter) power processor might employ an intermediate 
dc link oetween input and output. Thua, the processor would consist 
of an ac - dc (rectifier) basic power converter followed by a dc - ac 
(inverter) basic power converter to complete the conversion. Basic 
power converters may also be connected in parallel for redundancy 
(employed to achieve greater reliability), to select alternate functions 
or to provide increased output capability. I 

A power processor is externally modeled in terms of its ter¬ 
minal constraints. When performing an evaluation of a power system, 
the concept of terminal constraints may be broadened beyond those of 
an electrical nature. Thermal characteristics among others may also 

isuTs Th inf ?eu approximation> as a «et of terminal character 
istics. The values of the variables at the terminals (e. g. power flow 
and temperature in the thermal case) are a function of the model in¬ 
ternal to the power processor as well as the external load presented 



V 

to the terminals (c.f. Chapter 19 discussion on output impedance). 
In a more abstract sense, one can conceive of power processor ter¬ 
minal constraints relating conceptual variables such as reliability, 
cost, size and weight, etc. Figure 8.1 illustrates the manner in 
which a generalized power processor might be modeled from ter¬ 
minal constraints alone. Significant in a terminal constraint model 
is that in general the terminal constraints at any one set of terminals 
are a function of all the other terminal variables which, in turn, de¬ 
pend on the external loads. The function relating the variables is, 
of course, dependent on the particular power processor being ex¬ 
amined. 

The notion of terminals on a power processor which relate con¬ 
ceptual variables such as reliability and cost to real variables such 
as voltages and currents is quite obviously an artifice for the modeling 
of a power processor. Yet if the internal relations among the var¬ 
iables can be expressed in terms of terminal constraints for each of 
the parameters of interest, it is not difficult to see how a system 
composed of a multiplicity of power processors might be evaluated. 
Figure 8.2 shows a very simplified system of three cascaded power 
processors with the terminal parameters represented as signals re¬ 
lated to the terminal parameter rather than the actual variables. The 
interactions between the conceptual parameters of the three power pro¬ 
cessors are not shown for simplicity. For given source and load pro¬ 
files (dictated by the mission requirements),the overall system per¬ 
formance for the conceptual parameters can be evaluated by a suitable 
combination of the individual parameters. Cost, size and weight and 
power dissipation are simple sums of the corresponding individual 
parameters. Reliability is evaluated according to the pertinent mathe¬ 
matics from the individual reliability parameters. The real terminal 
variables and, hence, system performance with respect to these 
variables can be evaluated by system analysis techniques such as 
those presented in Chapter 10. The effects on the system performance 
of changes in the source, loads or the power processors are readily 
evaluated with this generalized model. 

The multi-terminal power processor model might be thought 
of as the ultimate step in the modeling process. The detailed inter¬ 
relationship among the terminal variables considered here is exceed¬ 
ingly complex and at the current state-of-the-art can be evaluated 
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only in the most rudimentary cases. The use of computer aids holds 
the promise of making problems of this nature, presently intractable 
principally because of their complexity, manageable. 



9. RECOMMENDATIONS FOU DESIGN 

The bulk of this report has been concerned with problems associated with 
the analysis and evaluation of existing designs. This is, of course, an area of 
great importance and Interest, but is often overshadowed by techniques and 
methods that lead to new designs, i.e., synthesis techniques. In the field of 
complex power processors, especially those employing switching or other grossly 
nonlinear elements, comprehensive techniques for the synthesis of practical new 
equipment designs do not exist. In this case, the principal design technique con¬ 
sists of blending a broad background of experience in the area of the desired 
design with analysis techniques applicable to the evaluation of proposed new 
approaches. Experience provides a foundation of circuit and system techniques 
such as those covered in the earlier portions of this report which may be com¬ 
bined, perhaps with new techniques added to form a possible solution to the specific 
design problem under consideration. Suitable analysis techniques may then be 
used to verify the appropriateness of the proposed design, to predict system per¬ 
formance with a given design and to compare various designs. In addition, ex¬ 
perimental measurements made on a realization of the proposed design are neces¬ 
sary to verify the validity of the analysis. This, then is the basic approach to the 
synthesis of power processing systems. 

When a designer begins work on a new power processor design, he finds 
that there are many different systems and circuits that are capable of meeting 
any given set of terminal specifications. Thus, we can say that wc have many 
more degrees of freedom in our circuit design than are necessary to meet 
specific terminal specifications. For high efficiency power processing, switch¬ 
ing systems such as pulse width, pulse frequency, bang-bang and different forms 
of two state modulation systems are all candidates for most applications in power 
processing. Similarly, at the circuit level, flyback circuits, direct coupled 
circuits, resonant pulse circuits, single ended switching circuits, push-pull 
and bridge circuits can be used to meet a broad class of terminal specifications. 

In specific practical designs.some of the approaches can be immediately 
ruled out by factors such as limitations of the switching devices. For example, 
voltage limitations on solid state power switches may eliminate the use of single 
ended and some double ended circuits for certain high voltage applications. 
However, after such salient factors have been considered there still remain as 
many approaches as there are designers. From this point on, the design often 
proceeds on the basis of familiarity of the designer with a specific circuit or 
system. 
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It Is easy to criticize this approach but much harder to construct an im- 

Xlr H n0,0,!V ,n ,h'8 ,,C,d 18 S,,n a «>■ ,r”m enabling One !o \nthes /, an optimum system, in am sense, to meet prescribed terminal 
constraints. In addition. It is generally not practical for a designer to make 
.i complete appraisal of competitive approaches because the factors that deter- 
m nc ,ho ultimate merits of an approach are usually Imbedded fn.rfc^e!, 
Which are revealed only after a complete design and development effort Is 
brouKht to bear on the specifte approach. Thus. „ ts no, surprt.trTÍa the 
field of power proeessf^. tends to be represented bv tsolated groups each 
promotfn, th.dr specifte approach. On the one hand, thfs phelmena brings 

eoch Wroach. On the other hand. In the absence of completely 

uf !a.!' tm "’’’"‘a18 [°r the Same 8Pecl,lc*«°“*. comparison and evaluation 
competitive approaches Is at best difficult and limited. Some extrapolations 

can be made regarding sire, weight, cost and efficiency: however, crucial 
factors like safety margins for reliability are often hard to determine. Even 
or the former comparisons, the conclusions often reflect the skill of the dc- 

» gner as much as the, do the merit of the approach. This Is partie" X 

si “Tad wl^hf 9l*n °f lhe magneUCS Whlth 18 °f,,;n a factor In cost 

. , \^S "e see that there are m«ny approaches to the same problem and 

.my erent products all meeting the same terminal specifications Based 
those considerations and the material presented In this report, a set of 

design steps have been formulated which serve as a guide to the selection of 
an optimum power processor from the set of those that are available to the 
cosigner. Naturally, design steps are no substítute for designer creativity 
~ '7 f° ,OWln* th<- «tops a designer can choose the best pmver prl 
osso. design from among those he is capable of creating. Another designer 

might create a better (or worse or even equal) design becauseThis wideTex 
per ence oi creative talents, even though he follows the same procedure The 
design steps serve merely as a guide to system synthesis but not al a synthesis 
Procedure In themselves. These design steps may be stated as follows 

thi n jjtl^cture the design problem as outlined in the enriar n{ 

tStpC^L'. •JIü“ jL"l,ü" * ^,0CU88ed at lhe a^r'aJ i-, L 
., . 2) . ~C[ a system configuration - a combination of nowpr DroceKRnrB 
--1 'ncct8 ^vstcmlnçodç, T^¡s ,.,,, resu,t |n a b P ^ P^e8^l 

po.scd system which performs the desired overall power processT, " P 
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3) Kxnmtní1 all ways of ¡ichievinn tlu- power proft ssint; reciuirod by 
the block diagram. Experience in the pnrticulai area of power processing and 
study of the available literature in the area will serve a valuable background 
for setting down possible combinations of power converters to form the complete 
power processor. 

4) Analy/.e the approaches for theoretical efficiency and transient energy 
storage. Choose for further investigation the approaches which promise the 
highest efficiency and require a minimum of peak energy storage for proper 
operation. This will lead to the smallest overall system by minimizing the size 
of both heat removal and energy storage components. 

5) Examine all known approaches to the realization of the power com cri¬ 
ers of the selected system configuration. Apply the parameters of the current 
problem to the various possible approaches. Some approaches may Ik1 eliminated 
because they place requirements on circuit components Inwonri the present state 
of the art. e. g. unreasonably high peak voltage or current levels. Others may 
be so clearly inferior that their further investigation would be warranted only 
if the more favorable approaches could not l>e used. 

G) Analyze the performance of the possible power converter realiza¬ 
tions under static operating conditions. Eliminate those realizations which can¬ 
not meet the requirement of the problem in lerms of operation, cost, reliability, 
efficiency, size ami weight. 

7) Analyze the performance of the remaining power converter approaches 
under transient o|)erntlng conditions. Consider turn-on and turn-off of the system 
and line and load fault conditions. These often represent the overall worst-case 
terminal constraints. One of the foremost causes of failure in switching systems 
is current surges in the power switching devices. These surges may appear under 
operation that Is perfectly normal as observed from the output terminals of the 
system. Transformers used in a power converter realization are subject to flux 
limitations which can disrupt the operation of the power converter if exceeded. 
Therefore, it is imperative that Internal operation, as well as terminal perform¬ 
ance. be analyzed under transient conditions. Th realizations which cannot 
meet transient performance requirements or which cannot safely meet transient 
requirements without the addition of excessive circuit artifacts tacked on to the 
original design may be eliminated. 

8) Select the most promising power converter approaches from among 
those remaining for detailed study. Perform a paper design of the circuit and 

- 190 - 



atU‘mpt to d,8cover th(“ Practical limitations of the approach, e.g. maximum 
voltage, current and power that may Ik* handled with available components and 
devices, output ripple versus load transient response, power efficiency cost 
slw and weight, and reliability that may In* expected. 

!,) jjl’Çadboartl the circuit and verify the design predictions. In addition 
assess the importance of difficult to model or non-ideal effects such as leakage 
inductance in magnetically coupled elements, diode reverse recovery time and 
semiconductor switch performance on operation. 

10) jnji-cuit deficiencies are found which are not fundamental in nature 
concentrate research anddevelopment in the troublesome area to effect an im- 

^Vel,u>nt- Vor a more efficient drive circuit, faster switching power 
devices or a redesigned magnetic element may be tried to optimize performance, 
ihis technique provides dividends If one component or sub-circuit forms a 

dominant limitation on the power converter. 

,, V Based on the above work, select pow,.,- converter designs which nrnvtdr 
jytinial perlo,nuance tn the particular system under study. Th, ... „f* 

mal performance is a difficult one and the ultimate choice will. In all probability, 
icflect the personal prejudices of the designer. However, the reasons for choos¬ 
ing one design over Others should be as explicit as possible to insure that the 
choice is l);isc(l on rational grounds. 

ÜL-.Vvaliiati- overall system performance in view of anv eonstmtnt« 
jhjMht» practical realization of the power converters place on the total system. 

1:!) ■Lli??(.‘c*(*d "lth_fjn.il packaging and system intetrratlon. Experience and 
oreadboard measurements may be used to design package dependent portions of 
the system such as electro-magnetic Interference and decoupling filters. 

To finalize a design, iterations of all or a portion of the above design steps 
may in' necessary. Iteration should be continued until an acceptable design is 
realized. Further iteration may be employed to refine and optimize the overall 
system By following this procedure, it is hoped that the "hit or miss" method 
of choosing an approach to a power processing problem common in today’s de¬ 
signs can be altered to guide the designer to the right choice of approach at the 
beginning of the design for a specific problem. 
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10. MA THEMATICAL ME THODS* 

Within the last decade, there has been a sharply increasing 
use of non-linear s/stems for power conversion. This is a conse¬ 
quence both of the high efficiency attainable with active devices operat¬ 
ing in the switching mode and of the development of high power solid 
state switches . 

The applications of nonlinear techniques in power conversion 
have developed more rapidly than ha'’e formal methods of analysis 
for these techniques. This fact, coupled with the additional com¬ 
plexity of nonlinear systems, has let to unpredicted failure modes 
and prototype designs unsuitable for production. 

In examining the task of bringing appropriate mathematical 
tools to the aid of the designer, one i.‘i initially confronted with ex¬ 
tensive literature covering the gamut from nonlinear differential 
equations to functional representations. However, a look at the field 
of power processing reveals that it is characterized by a very special 
class of nonlinear systems. 

Switches are the interesting elements that define the class of 
networks to which modern power processing systems belong. In such 
systems, it is primarily through the switches and the characteris¬ 
tics of magnetic elements that nonlinearity appears. The nonlinearity 
introduced by the switches is of a nature that is best described ana¬ 
lytically by defining several distinct operating regions or states for 
the system. Within each of these regions linear models serve to give 
many of the desired results. The nonlinearities introduced by the 
magnetic elements may be grouped into those for which the state ap¬ 
proach is appropriate and those that are best handled by graphical or 
precise linear techniques. 

Thus, even though the operation of power processing systems 
is highly nonlinear, we shall find that linear techniques, properly 

* It will be assumed that the reader is familiar with the basic 
concepts of linear systems as presented, for example, in Bibliography 
II, Reference 1. 
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applied and interpreted, form the bas18 for most of the analysis. We 
shall present a brief review of the basic linear techniques and follow 

is by a few examples of their application to nonlinear power proces¬ 
sing systems. ^ H 

li)*1 REVIEW OF THE BASIS OF LINEAR SYSTEM ANALYSIS» 

Definition of .Linearity 

I he range of applicability of linear system analysis and the 
reasons for its relative simplicity when compared to nonlinear analy- 

tion b understood by considering the definition of a linear opera- 

x(t) viZTr an OPfL4rati°n T which' when aPPlied to a time function 
(t) yields a unique time function T[x(t) ]. Then T applied to the time 

íuncuon X, ylelds Tlx,) and T applied ,o x2 yields Tlx”). The ope ^ 
tion T is linear if and only if 

T(aXl + bx2) » aT(xj) + bT(x2) 
(10.1) 

for all complex time functions Xj and x and for all complex constants 

a and b. From this definition, it is ^ that a linear operation has 
the following two properties: 

!¡ fppiy^g it to a constant times a function x is equivalent 
applying it to x and then multiplying the result by the constant, 

and 

2) Applying it to the sum of two functions is equivalent to ap¬ 
plying it to each function separately and then adding the results. 

We shall define a Unear system as one whose excitation x and 
response y are related by a linear operation T(x) = y. A linear ^tem 

See BibUography II, Reference 1. 



thus has the following properties: 

1) Its response to any excitation is unique, 

2) Multiplying the excitation by a constant multiplies the re¬ 
sponse by the same constant, 

and 

3) The response to the sum of two or more excitations can 
be evaluated by finding the response for each excitation acting 
separately and then adding the responses. The latter property is 
commonly called the superposition property of linear systems. 

Consequences of Linearity - Fourier and Convolution Techniques 

The superposition property of linear systems is responsible for 
the relative simplicity of analysis of these systems. It enables excita¬ 
tions of linear systems to be handled by decomposition into elemental 
building blocks by techniques such as Fourier series and Fourier inte¬ 
gral which, in turn, form the basis of the useful frequency domain 
considerations. 

Key to the decomposition of excitations into a sum of building 
blocks is the notion of the eigenfuriction of the system. The exponen¬ 
tial excitation of such a system yi an exponential response. In 
order for computational simpliciti ^result from the decomposition of 
an excitation into basic building b .s, these building blocks must be 
the eigenfunctions of the system. . r only then can the system output 
for each input building block be determined by simple multiplication. 
The Fourier series and Fourier integral are special cases of the ex¬ 
ponential decomposition of functions which form the basis of much of 
linear system analysis. For periodic time functions x(t), the exponen¬ 
tial form of the Fourier series can be written 

oo ., 
x(t) * E AkejkWot (10.2) 

k = -oo 

where k is any integer and u0 * “ where T is the period of the perio¬ 

dic function x(t). Taking advantage of the orthogonality of the 
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exponential functions under the summation in Eqn. 10.2, v/e obtain the 
following relation for finding the coefficients Ak to represent a given 
x(t): 

Ak T 
rT 

x(t)e 
i 
0 

(1.0.3) 

Similarly, in the case of aperiodic functions, the Fourier inte¬ 
gral enables the determination of Fourier spectrum XI w) of a time 
function x(t) by the relation 

X(co) 
.00 

x(t)e 
-oo 

(10.4) 

The function x(t) can be represented in terms of its Fourier spectrum 
X(co) by the relation 

x(t) = 
2ir 

oo 
r i cot 

X(co)e dco. 
i 
-00 

(10.5) 

Eqn. 10. 5 is recognized as the limiting form of a discrete exponential 
decomposition of x(t) with coefficients X(co). A time function x(t) can 
thus be thought of directly in the time domain or it can be interpreted 
in the frequency domain through examination of the Fourier spectrum 
X( CO) • 

Both the Fourier transform mentioned above and the replace 
transform, often referred to in the literature, can be thought of as 
special cases of an exponential transform which can be written 

X(s) - ja>x(t)e"Stdt 

-oo 
(10.6) 

in which s is called the complex frequency. The inverse transform is 

GO 

x(t) 
2irj 

X(s)eSt ds 
-no (10.7) 
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in which care must be taken to evaluate the integral along a proper 
path in the s-plar.e. 

As mentioned earlier, these transform techniques are useful 
in linear system analysis because they are decompositions of time 
functions into expor, mtials which are eigenfunctions of linear systems. 
It is a relatively sir iple task to determine the response of linear sys¬ 
tems to an exponential of any complex frequency s. Let the input to a 

s t 
stable linear network be x(t) ■ Xe where X is called the complex am¬ 
plitude of the input. The output for this input will be of the form 

y(t) » Ye . The ratio of the complex amplitude Y of the output to the 
complex amplitude X of the input is defined as the system function H(s) 
of the linear system. That is 

(10.8) 

Thus, if the spectrum X(s) is known for the input x(t) then the spectrum 
Y(s) for the output y(t) is obtained simply from Eqn. 10.8 by the relation 

Y(s) ■ X(s)H(s) (10.9) 

and y(t) can be obtained from an inverse exponential transform of the 
type given in Eqn. 10. 7 

-oo 

Fortunately, H(s) is easily calculated by direct algebraic means from 
network equations written in terms of impedances. Thus, the exponen¬ 
tial transforms, which are tabulated for many cases, offer a relatively 
simple means of calculating responses of linear systems. Equally im¬ 
portant, however, is the insight they provide into the frequency domain 
picture of time functions and networks. 

We have briefly discussed transform methods of relating the re¬ 
sponses of linear systems to their excitations and have seen that these 
techniques depended upon the superposition property of linear systems 
and upon eigenfunction decomposition. There is, however, another 
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decomposition which is not in terms of eigenfunctions but which does 
depend upon superposition for its usefulness in system analysis. This 
is the decomposition of an excitation time function into short duration 
pulses (analogous to the decomposition often discussed in Riemann in¬ 
tegration). The result is the well known convolution or superposition 
integral 

y(t) 
on 

h(r) X (t-r)dr 

-oo 
(10.10) 

expressing the response y(t) in terms of the excitation x(t) and the im¬ 
pulse (narrow pulse of unit area) response h(t) of the Unear system. 

his relation enables direct computation of a system response in the 
domain without introducing the notion of frequency domain. However 
it is often simpler to perform the Fourier transformation, the multi¬ 
plication by the system function, and the inverse transformation than 
it is to analytically evaluate the convolution integral. This fact is 
often true as well for computer numerical evaluation because of the 
recently developed fast Fourier transform methods. 

Differential Equations 

The analysis of power processing systems involves considera¬ 
tions at both the system and circuit levels. While the Fourier and 
convolution techniques discussed earlier in this section are applic¬ 
able to both levels, additional insight at the circuit level is often ob¬ 
tained directly from the use of a differential equation approach. For 
this reason and for the reasons that this approach establishes the 
concept of a system function and provides the foundation for stability 
analysis, we shall discuss it at this time. 

All the equations that can be written for any electrical network 
have their origin either in the Kirchhoff laws or the voltage-current 

rttlT OÍ the elements* The Kirchhoff law equations consist 
of Kirchhoff s current law constraints on the current at connection 
points of a network and Kirchhoffs voltage law constraints on the 
voltages around closed paths in the network. These constraints alwav 
result in linear algebraic equations regardless of the nature of the 
elements in the network. The remaining set of constraints, the v-i 
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relations of the elements, describe the terminal properties of the 
elements and are independent oí their interconnection. It is this 
set oí constraints that reilects whether or not the network has energy 
storage elements and whether or not it is linear. 

For a network containing linear elements, the simultaneous 
solution of the Kirchhoff law equations and the v-i equations for the 
elements yield the following general form of differential equation re- 
lating the excitation time function x to the response time function y. 

+ bi "dt+ b0x- no.in 

As discussed earlier, if the response of a linear system is known 
to an excitation of the form 

x(t) • Xe8t (10.12) 

for all s (where X is a complex constant known as the complex ampli¬ 
tude of the exponential excitation) then the response can be found to an 
excitation by superposition. The general solution of Eqn. 10.11 for ai 
exponential excitation x given by Eqn. 10.1 2 has two parts. One part, 
yp(t), has the form 

yp(t) «= Yest (10.13) 

where Y is determined by direct substitution of x(t) and yp(t) into 

Eqn. 10.11 as follows: 

(10.14) 
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which can be written in the factored form 

Y « 
bm (9- i8) (s~ Z8)«»» (a- ms) 

an i8’ 8l) (8- »z)-- (■" 8 n ) 
(10.15) 

in which the ^ and the sk are complex constants denoting roots of 

the numerator and denominator respectively. The other part of the 
solution to Eqn. 10. 11 is called the homogeneous solution yh(t) and is 

the solution for the excitation x(t) set equal to zero. The general form 
oi the homogeneous solution is 

yhM 
n 
£ Ake 

k - 1 
8kt 

(10.16) 

where the sk are the roots of the denominator in Eqn. 10.15 and the Ak 

are the complex constants determined from initial conditions. The s 

are caUed the natural frequencies of the network since they represent 
requencies at which it is possible (as a result of initial conditions) to 

have response without any excitation (i.e. x « 0). The solution is the 
sum of yh(t) and yp(t) which is 

y(t) 

n 

£ Ake 
ct + bm (8* Is) (8- l8)**« (»-m«) 8t 

an (8- 8l) (s- 82) * * * (8- 8n )Xe 
(10.17) 

Steady state is said to exist when the last term in Eqn. 10 17 
dominates the homogeneous solution. In such a case, the ratio of 
polynomiais in this last term is equal to the ratio of the complex am- 
p ltudes Y of the response to the complex ampUtude X of the excita¬ 

it* tat10 Play8, a large r0le in the theory of linear networks. It is given the name of system function, denoted by H(s). Thus 

H(s) - - I _bm(8- I8) (8~ 28)--. (9~ m8 ) 

X an (8- 81 ) (s- ®2 ) * * • (8- 8n ) 
(10.18) 
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It is interesting to note that although the system function was defined 
from only a part of the total solution, it contains within it enough in¬ 
formation to completely reconstruct the original differential equation 
as can be seen by simply retracing the steps from Eqn. 10.15 back to 
Eqn. 10.11. 

The system function given by Eqn. 10.18 is seen to be a function 
of the excitation frequency s. The magnitude of H(s) as a function of 
frequency s ■ jco is called the frequency response of the network and 
the angle of H(s) as a function of frequency is known as the phase re¬ 
sponse of the network. 

If the excitation frequency s coincides with any root of the de¬ 
nominator of H(s), the system function becomes infinite and is said 
to have a pole at this frequency. If s corresponds to any root of the 
numerator of H(s), the system function becomes zero and is said to 
have a zero at this frequency. At this point, we should again recall 
that the roots of the denominator of the system function are the fre¬ 
quencies Sk in the homogeneous solution. That is, the poles of the 

system function are the natural frequencies of the network. This 

relation is very useful when establishing criteria for stability as dis¬ 
cussed below. 

Basic Stability Condition 

Although the literature contains different statements of stability 
of a linear system, the following definition enjoys wide acceptance. A 
linear system is stable if its response is bounded for every bounded in¬ 
put. 

Consider first the response of a network which has some non¬ 
zero initial conditions (non-zero A^'s in Eqn. 10.17) but which has 

x(t) * 0. In order for the response y(t) to remain finite, it is clear 
that the real part of all of the s^ must be equal to or less than zero. 

(This results in constant terms or exponentially damped terms in the 
homogeneous solution.) Because of the identity between the natural 
frequencies s^ of the network and the poles of its system function, 

we conclude from our first consideration that stability requires all 
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the poles of the network system function to lie in the left half of the 
s-plane or on the imaginary axis. 

If we now consider the complete solution for the response of 
a linear network as given in Eqn. 10. 17, we find that poles of H(s) 
on the imaginary axis of the s-plane are inadmissible since they 
could result in an unbounded response if the excitation frequency 
corresponds to a pole of the system function. However, this case 
is often regarded as pathological in the sense that it cannot occur 
exactly in a physical system. For this reason, many authors simply 
state that a necessary and sufficient condition for the stability of a 
linear system is that its system function have no poles in the right 
half of the s-plane. 

Techniques for Investigating Stability 

This simple statement of no right half-plane poles for stability 
is very basic and is often confused with methods of testing for right 
half-plane poles such as the Routh-Hurwitz criterion, the Nyquist 
criterion, and the Root-Locus method. All of these criteria are 
only methods for testing for right half-plane poles and they in no 
way imply any more fundamental notions of stability. 

The Routh-Hurwitz criterion is simply an algebraic process 
for testing the denominator polynomial of the system function for 
right half-plane zeros without actually factoring the polynomial.* 

The Root Locus method is a procedure in which the roots of the 
denominator of the system function are plotted as a function of a partic¬ 
ular system parameter, say the gain of an amplifier in the network, 
for example. The resulting locus of roots then indicates what range 
of the parameter is permitted for the roots to remain in the left half¬ 
plane. ** 

* See Bibliography II, Reference 7. 

** See Bibliography II, Reference 3. 

- 201 - 



The Nyquist criterion is a method of plotting the system function 
in the complex plane as a function of frequency s * jw. The method 
detects the number of excess poles over zeros of the system function 
in the right half-plane by the number of net counterclockwise encircle¬ 
ments of a specific point as s * jcu ranges from -j oo to +j oo.* 

While the various procedures mentioned are simply tests for 
the presence of right half-plane poles, they can sometimes also give 
us useful information beyond the direct issue of stability. In partic¬ 
ular, they can sometimes give us performance measures such as the 
gain and phase margins made obvious by the plot constructed for the 
Nyquist criterion.* These gain and phase margins in turn relate to 
performance specifications such as ringing and overshoot. The latter, 
and for that matter all performance properties of the system, can also 
be determined directly from the system function and its uniquely related 
step response. 

Closed-Loop Systems 

The preceding discussion of stability assumed no constraint 
on the systems other than linearity (and time invariance which was not 
discussed). It can be shown that networks consisting entirely of posi¬ 
tive resistance, capacitance and inductance elements are stable. The 
possibility of Instability, which implies, as we have seen, that the net¬ 
work could exhibit a continued increasing output with no excitation, 
arises in such networks only through the introduction of amplifiers 
and feedback. Such situations can be modeled by block diagrams of 
the type shown in Figure 10. I. The system function for such a system 
can be written 

H(s) i =_m_. 
X 1 + ß(s) K(s) 

(10.19) 

As we have discussed, stability implies and is implied by the state¬ 
ment that H(s) has no right half-plane poles. In practical designs, 

Bibliography II, Reference 7. 
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K(s) and ß(s) never have any right half-plane polea so atabiUty re¬ 
quires that the denominator in Eqn. 10.19 have no right half-plane 
zeros. This is, 

1 + 0(s) K(s) »fcO for any Re [s ] > 0, (iq. 20) 

where Re [ ] denotes the real part of the quantity within the brackets. 
The quantity 0(s) K(s) can be interpreted (Figure 10.1) as the open- 
loop gain of the feedback system. Thus, the concept of stabiUty of a 
closed-loop system can be investigated as a. function of the open- 
loop gain of the system. For example, the Nyquist criterion which 
involves encirclements of the origin for the denominator of H(s) 

«/Ti7, TVOlVe8 encirclements of the point -1 for the open-loop gain 
/3(s) K(s). r r 6 

FIGURE 10.1 

BLOCK DIAGRAM FOR A SIMPLE FEEDBACK S YSTEM 
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While it is a relatively straightforward process to determine 
stability for a given linear closed-loop system by the methods dis¬ 
cussed, it becomes more challenging to design a stable system under 
high performance constraints which usually require a very high open- 
loop gain. This is the subject of linear control system design and is 
well documented in the literature. In the scope of the present work, 
we shall discuss such problems only as they appear in the design of 
switching-type power processors. 

We have taken the time to briefly review the basis of linear 
system analysis because so much of it is useful in the analysis of 
power processing systems for which the primary source of nonlinear¬ 
ity is switches. In this report, we shall proceed to illustrate some 
of the analytic tools that are particularly useful to nonlinear switching 
systems. It will be seen that most of these tools will call, in one 
form or the other, on the linear analysis discussed in this section. 

10.2 OUTPUT IMPEDANCE AND STABILITY OF SWITCHING¬ 
MODE POWER PROCESSORS 

For any system which must deliver power into some load, the 
output impedance of the system is an important parameter which 
yields information relating to load regulation, transient response, 
frequency response and stability. Although a system may perform 
reasonably well even with degraded response and/or regulation charac¬ 
teristics, stability is probably the most important consideration, since 
an unstable system is usually intolerable. 

In this section, we shall consider a certain class of high fre¬ 
quency switching systems which can, for certain purposes, be 
modeled by equivalent linear systems. This class of systems, includ¬ 
ing pulse-width and pulse-frequency modulation, is characterized by 
a switching frequency much higher than the frequencies of the signals 
to be processed. The low frequency band (including de) occupièd by 
the signals of interest is called the baseband. For these systems, we 
shall define the term unconditional stability and state the criterion 
a system must satisfy in order to be unconditionally stable. Here 
our stability criterion applies only to baseband operation, since we 
know a priori that the system is oscillating internally at the switching 
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frequency. The success of this procedure depends on the ability to 
construct a linear model of the system which ignores switching fre¬ 
quencies and considers the system to be operating solely in the base¬ 
band. The application of this technique should be made clear by the 
following examples, in which we shall compare the terminal charac¬ 
teristics of two switching regulator/amplifiers, a pulse-width system 
and a current-controlled two-state system. 

First, let us consider the pulse-width system illustrated in 
Figure 10.2. Here the output voltage v0(t) is compared with a re- 

fererce vr(t) and the resulting error signal ve(t) is then amplified 

and used to control the duty cycle of the pulse-width modulator. In 
this example, the error amplifier has a single time constant rolloff. 
This may be due to the inherent bandwidth of the amplifier or it may 
be specifically introduced to reduce any ripple components at the 
switching frequency. If the switching frequency of the PWM is much 
higher that the cutoff frequency of the LC filter (which is usually true 
by design), then we may assume that ripple components at the output 
terminals are small. We shall also assume that no ripple components 
appear at the input to the PWM. With these assumptions, the output 
of the PWM may be replaced by its average value as far as the output 
terminals are concerned. The average value of the PWM output is 
proportional to the modulator duty cycle, which in turn is dependent 
on the input to the modulator. Based on these postulates, we may 
model the PWM as a voltage-controlled voltage source to obtain the 
Unear model shown in Figure 10. 3. Here we have used a unity volt¬ 
age transfer characteristic for the modulator model since we may 
lump any gain factor into the error amplifier gain K without loss of 
generality. 

The model in Figure 10.3 contains only Unear elements and 
sources so that we may determine a Thevenin equivalent network, 
composed of one voltage source in series with a single impedance 
as shown in Figure 10.4, which has terminal characteristics identi¬ 
cal to the original model. This implies that the original system may 
be completely described by two parameters, the Thevenin equivalent 
voltage voc(t) and the Thevenin equivalent impedance Z0(s), as far 
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FIGURE 10.2 

SIMPLIFIED MODEL OF A PWM REGULATOR 

FWM 
\- 

FIGURE 10. 3 

LINEAR EQUIVALENT OF THE PWM SHOWN IN FIGURE 10.3 

9 +
 



as terminal characteristics are concerned. Applying the techniques 
of linear analysis to the model in Figure 10.3, we find for the 
Thevenin parameters 

Z0(s) = 
Lts2 + (L 4- Rt)s + R 

3 2 
LCrs + (LC + RCr)s + (RC + r)s + 1 + K 

(10.21) 

Vr (10.22) 

where Voc and Vr are the complex amplitudes of voc(t) and vr(t) and 

s0 is the complex frequency of these sources. As we can see from 

ligure 10.4, voc(t) is the open circuit (or no load) output voltage and 

Z0(s) is the output impedance of the system. The dc (s » o) output 

resistance is given by 

and the no load dc output voltage is given by 

(10.24) r 

assuming that the reference vr(t) is a constant Vr. 

The load regulation of a system is a function of the output re¬ 
sistance of the system, with smaller resistances providing better 
load regulation. From Eqn. 10.23, we see that the output resistam 
of the system can be lowered by increasing K, the gain of the error 
amplifier, and that an arbitrarily low dc output resistance could be 
obtained by making K large enough. This statement is true as far 
as output resistance is concerned, but it neglects consideration of 
the system stability. 
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THEVENIN CURRENT EQUIVALENT OF PW M IN FIGURE 10.2 

The system function relating two variables in a linear system 
is stable if that system function has no poles in the right half-plane. 
The presence of such poles would indicate the existence of natural be¬ 
havior modes with constant or exponentially increasing amplitudes. 
Since Voc and Z0(s) given by Eqns. 10.21 and 10.22 completely des¬ 

cribe the system, we may be tempted to impose the condition that 
Z0(s) have no right half-plane poles, which in turn will place limits 

on the allowed values of K. However, this condition will insure sta¬ 
bility of the system only when no load is connected, as shown in Fig¬ 
ure 10.4. It does not give any stability information about the system 
when a load is connected to the system, as shown in Figure 10,5. 
The reason for this will be apparent from the following discussion. 

Here we must point out the distinction between a circuit and a 
system function. A system function is an explicit relation between 
two variables in a linear system. Various system functions may be 
determined in any given circuit. The distinction above becomes quite 
important when we discuss networks >vith terminals. For such systems 
as voltage regulators for example, we would like to be able to connect 
any of a number of different load networks to the regulator. The 
resulting overall network, of course, will change whenever the load 
network changes - and the system function relating any two network 
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yariâhles will, in general, also change. Thus, when we evaluate 
he stability of a system function for such a system, any results ob¬ 

tained relate only to the specific overall network analyzed - the re¬ 
gulator and a specific load. 

Certain systems of interest can be completely specified in 
that there are no terminals to which some unknown load may be con¬ 
nected. Í or these systems, we may unambiguously write any de¬ 
sired system function and test it for stabiUty. Only one such sy5' 
function need be tested to determine the stability of the entire system- 
Any of a number of procedures, such as the Routh-Hurwitz criterion 
or a Nyquist plot, may be used to determine the presence of right 
lalf-plane poles. It should be remembered that all of the procedures 
for testing a system for stabiUty are just means of determining the 
locations of the poles, a fact which is often obscured by the seeming 
complexity of some of the techniques used. 

t or systems such as that depicted in Figure 10.2, the system 
function of interest cannot be written explicitly unless we know the 
characteristics of the network attached to the terminals of the system. 
Without such a characterization, we have no system function to which 
we may apply a test for stabiUty. In order to illustrate this problem, 
let us consider the system in Figure 10. 2 for which we have constructe 
the I hevenin equivalent shown in Figure 10.4. If we attach a load ZJ* 

to the terminals of the system, we have the network illustrated in 
b igure 10. 5. Assuming that the transfer characteristic from Voc to 

Vo 18 the system function of interest, we may write 

H(s) = 
V. ZL(s) 

'oc Zo<s> + ZL<s>' 
(10.25) 

Since Zjjs) is not necessarily known, we cannot apply the test for 

stabiUty in the usual manner. If, however, ZL(s) is restricted to a 

certain set of load impedances, we may ask if there are any con¬ 
straints we can impose upon V0c and Z0(s) which will insure that the 

system function given by Eqn. 10.25 will be stable as long as ZL(s) 

is restricted to a given set of loads. We have not changed our criter- 
on for the stability of a system function, but we have asked if the 
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THEVENIN EQUIVALENT OF PWM WITH A LOAD CONNECTED 

r 

L 

PWM 

J 

FIGURE 10.6 

LINEAR MODEL OF THE PWM WITH A LOAD CONTAINING AN 
EQUIVALENT VOLTAGE SOURCE 
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stability criterion for the system function H(s) in Eqn. 10.25, which 
we cannot explicitly determine, can be satisfied by imposing suitable 
constraints on ZJa), which is independent of the load ZL(s). 

We shall determine the constraints which must be placed on 
¿0(s) when ZL(s) is restricted to be a Unear, passive load. A pas¬ 

sive impedance will be defined as one which cannot deliver average 
power under any circumstances. (A negative resistor is an active 

maticaTlveth?sdis0t deÜVCr aVera«e Power>- Ma*he. matically this is equivalent to requiring ZL(s) to be a positive real 

function of the complex frequency s, which means that ZL(s) is real 
when s is real and 

RctZjJs)] ¿ 0 whenever Re[s] i 0. 
(10.26) 

All impedances composed of positive R's, L's and C's are passive 
although the class of passive impedances is not restricted to these. 
The absence of right half-plane poles and zeros is a necessary but 
not sufficient condition for passivity. 

ui Wrc sha11 a system with terminals to be unconditionally 
——— lf thc s>stcm is stable when any incrementall^assive load is 
connected to it. This allows a load of the form shown in Figure 10.6 
w ich in toto is active but whose incremental or Thevenin equivalent 
impedance ZL(s) is passive. Such an equivalent might be a reason¬ 

able model for a motor when acting in its generating mode. In any 
case, the presence of the independent source VL in Figure 10.6 does 

not affect the constraint which must be imposed on Z0(s), so that we 

may consider the situation illustrated in Figure 10.5 without loss of 
generality. 

The system function H(s) relating Voc and V0 in Figure 10.5 

tó h1Vt.n Kl r^n' '°'25' A nccessary and sufficient condition for H(s) 
to be stable for any passive ZL(s> is that Z0(s) be a passive impedance. 

It is worth repeating that requiring Z0(s) to be passive is more restric- 

t.ve than requiring Z0(s) to have no poles or seros in the right half-plane 
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There are a number of simple tests by which a function may be tested 
for passivity or positive real character.* 

We may now apply one of these tests, which requires only the 
jOJ-axis behavior of the function, to the impedance Z0(s) in Eqn. 10.21, 

which gives the output impedance of the PWM system shown in Figure 
10.2. After performing such a test, we find that Z0(s) is passive, or 

that the PWM system is unconditionally stable, when 

_1 < K < —■. (10.27) 

This bound on K guarantees the stability of the system when any incre¬ 
mentally passive load is connected to it, assuming, of course, that the 
linear model we have constructed is valid in the baseband. 

Not all passive impedances can be realized as an RLC network, 
but passive impedances which are rational functions of s (the ratio of 
two polynomials in s) can be so realized. With K restricted by Eqn. 
10.27 above, Z0(s) can be realized as an RLC network. This network, 

together with the Thevenin equivalent voltage given by Eqn. 10.22, de¬ 
termines the terminal characteristics of the system. A realization 
of this open-loop model with element values is shown in Figure 10.7. 
The source in this model is represented by a complex amplitude and 
not a time function. Although this model completely determines 
the terminal behavior of the system, it is difficult to visualize what 
the system does. An equivalent open-loop model with identical ter¬ 
minal characteristics can be derived which shows more clearly the 
signal processing involved. Such a model is shown in Figure 10.8. 
In this model, the effects of feedback have been modeled by the reduced 
series resistance, the introduction of a parallel RL network, and the 
amplifier and filter following the reference vr(t). 

At this point, we shall illustrate the cor.sequences of not satisfy¬ 
ing the passivity constraint. For the system shown in Figure 10.2, 

Bibliography II, Reference 9. 
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W(* can only determine the Thevenin equivalent parameters and not a 
voltage transfer function, since we do not know a priori what specific 
load will be connected. If we treat the output impedance Z0(s) and 

the equivalent open circuit output voltage VQC as system functions 

and proceed to use the standard test for stability - no poles in the 
right half-plane - we find that the amplifier gain K will be upper- 

bounded by some number M > If we pick K so that 

the output impedance will not be passive and the system will be stable 
when no load is connected or perhaps for a certain, restricted set of 
loads. However, there will always be a set of passive loads that will 
cause instability in the system, even though it is stable with no load. 
Instability with a capacitive load of many otherwise stable amplifiers 
is a common example of this fact. 

Why such a phenomenon exists even though Z0(s) has no poles 

in the right half-plane will become apparent if we consider the cri¬ 
terion that Z0(s) be passive, or positive real. For a value of K 

chosen to satisfy Eqn. 10.28, Z0(s) wiU have no poles in the right 

half-plane but it will not be passive. For such a case, it is always 
possible to find a band of frequencies joj such that the real part of 
Z0(s) will be negative, and we can write Z0(s) at one such frequency 

Wo 

Zo0wo) “ -Rq + jx0, R0 > 0, (10.29) 

where -RQ is the real part of Z0(ja50) and X0 is the imaginary part of 

zo(jw0), the reactive component. If the load ZL(s) has an impedance 
at s = ju50 given by 

zL(jWo) = Ro-jX0, 

which is realizable by an RL or an RC network, depending on the sign 
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of X0, then the transfer function H(s) in Eqn. 10.25 will have a pole 

at s = jtoo and the resulting system will be unstable. This instability 

is due to the ability of certain passive loads ZjJs) to "cancel" the 

negative resistance of Z0(s) at some frequencies. Clearly, the re¬ 

quirement that Z0(s) always have a positive real part on the jw-axis 

will alleviate this condition. 

For purposes of comparison, let us perform a similar analysis 
on the switching system shown in Figure 10.9. Again, we shall assume 
that the switching frequency is much higher than the cutoff frequency 
of the LC filter. In the present example, the output stage constrains 
the output current instead of the output voltage, i.e., it is a voltage- 
controlled current source. 

If we assume that the ripple current is not observable at the out¬ 
put terminals due to the filtering action of the capacitor C, then we 
may model the output stage by a linear voltage-controlled current 
source as shown in Figure 10.10. Now we may apply linear techni¬ 
ques to find the equivalent Thevenin parameters, the equivalent open- 
circuit voltage Voc and the Thevenin output impedance Z0(s). For 

the system in Figure 10.10, these are 

Z0(s) » -- , (10.30) 
rCs2 + Cs + Kg 

Voc“-^-Vr> (10.31) 
TCs02 + Cs0 + Kg 

where s0 is the complex frequency of the reference vr(t). At dc (s = 0), 

these become 

Zo(0) = 
Kg 

V oc (10.32) 

Note that the inductor L and the resistor R do not appear in any of the 
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FIGURE 10.10 

LINEAR EQUIVALENT OF THE CURRENT-CONTROLLED TWO-STATE 
MODULATION SYSTEM SHOWN IN FIGURE 10.9 
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AN OPEN-LOOP EQUIVALENT MODEL FOR THE SYSTEM OF 

FIGURE 10.10 
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expressions in Eqn8. 10. 30 and 10. 31. This is expected since these 
e ements are in series with a current source and hence can be elimin¬ 
ated from the model of Figure 10.10 without affecting the terminal 
characteristics. 

If we apply the test for positive real character to Z0(s), we find 
that Z0(s) is passive if K satisfies 

Kg > 0. 
(10.33) 

be 1 P gain 18 n0t limited f0r this syste™. and it will 
be stable with any passive load with an arbitrary gain. We may con 
struct an open-loop model of this system as shown in Figure 10.11 
similar to that shown in Figure 10.8. This is not a strict Thev¡nin 
eq.uva^nt network, but it is in a form which better illustrates the 
effects of various parameters. The major differences between this 
model and the model of the PWM shown in Figure 10. 8 are: 

1) In the present case, the equivalent inductor ~~ is a mani¬ 

festation of the finite bandwidth of the error amplifier (in fact 
s e °nly one) and bears no relation to the inductor in the original 
system, shown in Figure 10.9, ° 

and 

tl thJrJf16 preSen* mode1’ the equivalent source is identical 
the reference and is not low-pass filtered. 

h The PU5f°Se °f theSe examPles has been to illustrate how variou 
techniques of linear analysis can prove useful in evaluating stabilitv 
frequency response, output impedance, regulation and other perfor¬ 
mance indices of some basically nonlinear systems. The use of the 
c ppropnate stability criterion will be dictated by the particular use 

^system and** " ^ ^ ^ * lability test " 
a system and even more care in interpreting the results, relevance 
and applicability of such a test. 

the b JhS °fraly,SiS Can yield USeful information concerning 
baseband stability of certain types of systems if the required 
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assumptions are satisfied. Assuming the ripple feedback to be neg¬ 
ligible is one postulate that is not necessarily satisfied in practice. 
In such cases, the above analysis is not valid and other techniques 
must be used. The method presented in the next section may be use¬ 
ful in these situations. 

10.3 THE DESCRIBING FUNCTION 

In many nonlinear systems, we would like to know if any oscil¬ 
latory modes can exist. Such oscillations may be damaging to some 
systems, while others, such as the "bang-bang" controller, depend 
on a nonlinear oscillation for their operation. For a certain class 
of nonlinear systems, the amplitude and frequency of oscillation can 
be determined with the aid of the describing function. 

A describing function is a means of representing a nonlinear 
device in a manner which allows techniques of linear analysis to be 
used as long as the systems meets certain conditions. The describ¬ 
ing function can be defined for systems with memory and discontinuit¬ 
ies in their input-output characteristics, which allows this method to 
be used with some systems not handled by techniques requiring con¬ 
tinuous, analytic approximations. 

In this section, we shall consider systems with the configuration 
shown in Figure 10. 12. We shall assume that the nonlinear element 
is frequency independent and symmetric and that the filter G(joj) ex¬ 
hibits a magnitude response which decreases with increasing CO. 

Let us consider the nonlinear element shown in Figure 10. 13 
with an input x(t) « E cos cot. The output y(t) of the nonlinear element 
will, in general, be some complex periodic waveform of frequency (0. 
The describing function for this element is defined as the ratio of the 
complex amplitude of the fundamental component of the output, as 
shown in Figure 10. 13, to the complex amplitude of the input. We 
have assumed that the nonlinear characteristic is independent of 
frequency so that the describing function will be frequency independent. 
If we denote the describing function of this nonlinear element by K(E), 
we then have, by reference to Figure 10.13 

K(E) e-j«(E) 
E 

(10.34) 
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when- 0 is th*- phase an^le between the input and the fundamental 
component of the output and where the functional dependence of K, 
A and 0 on E is shown to emphasize the fact that these variables Ire 
functions ot the input amplitude. The dcscribin8 function is in some 
sense the Kain of the nonlinear element and it is amplitude depend- 
ent. The interpretation of the describing function as a gain is il¬ 
lustrated in Figure 10. 14. If G(jUl) has a characteristic which de- 
creases with increasing frequency uJ. then we can assume that only 
the fundamental component of the filter input y(t) will appear at the 
output since the harmonic components will be attenuated by the filter, 
ince the linear filter does not respond to the harmonics of y(t). the 
liter output will be the same for an input y^t). the fundamental com-* 

ponent of y(t), as it will be for an input y(t). By definition of the de¬ 
scribing function, the fundamental component yi(t) of the output y(t) 
is given by yi(t) , E K(E) cos o,t. Therefore, as far as observations 
made at the output z(t), we may replace the nonlinear element by a 
linear gain of K(E). The overall system shares with a linear system 
the property that a sinusoidal input produces a sinusoidal output except 

gam of the overall system is now amplitude as well as frequency 



X(t) 

' »• 

m £ COS U)t 

Nonlinear 

Element 
» 

y(t) 

FIGURE 10.13 

NONLINEAR ELEMENT USED IN DEFINING THE 
DESCRIBING FUNCTION 
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FIGURE 10. 14 

A NONLINEAR SYSTEM AND A LINEAR EQUIVALENT 

If, m Mgure 10. 14, we close the system by introducing a unity 
negative feedback loop from the output of the linear filter to the input 
of the nonlinear element, we obtain the system shown in Figure 10. 12 
with zero input. Since a sinusoidal input to the nonlinear element pro¬ 
duces a sinusoid in the feedback loop, a necessary and sufficient con¬ 
dition for an oscillation to exist is that the loop gain be unity. The 
amplitude as well as the frequency of an oscillation, if it exists, will 
be specified due to the amplitude dependence of the nonlinear element. 
Since the feedback is negative, the constraint on loop gain can be ex¬ 
pressed as 

K(E)G(jco) = -1, 

or 

-K(E) = -— 
G( jo?) (10. 35) 
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where K(E) is the describing function of the nonlinear element. Note 
that the left side of Eqn. 10. 35 is a function of the amplitude of a sinu¬ 
soid and that the right side is a function of the frequency of a sinusoid. 
Except for the constraint placed on the amplitude and frequency by Eqn. 
10.35, both of these parameters may be chosen independently. This 
suggests that one method for finding a set of values (E0, cüo) which 

satisfies Eqn. 10. 35 is to plot the real and imaginary parts of -K(E) 

and-on the same graph while varying their respective parame- 
G(jw) 

ters and note if the two resultant loci intersect. The values of E and 
U! at any such intersection correspond to the amplitude and frequency 
of a possible mode of oscillation. 

Let us use the system illustrated in Figure 10.15 as an example. 
For this system, the linear filter characteristic is given by 

G(.)  --—!-, 
LCs3 + RCs + 1 

—i—- ■ (1 - LCü)a) + JRCw. (10.36) 
G(jCü) 

The describing function for the nonlinear element can be found by as¬ 
suming the input to the element is a sinusoid of amplitude E. By in¬ 
spection we see that no periodic output is obtained when E < b. For 
E > b, the output i* a square wave of amplitude M as shown in Figure 
10.16. The transitions of the square wave occur when the input 
crosses the threshold levels ±b. Since the fundamental component 
of the square wave is it; phase with the square wave, we see from 
Figure 10.16 that the phase lag between the input and the fundamental 
component of the output is given by the angle required for the input to 
reach an amplitude b. Thus, we have 

E sin 0 ■ b, 

or 

0(E) - sin _l E > b. (10. 37) 
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The amplitude of the fundamental component of a square wave with 

amplitude M is given by^-^ . Therefore, we have 
It 

4M 

|k(e) I » —-—, 
E 

or 

|K<E)| .i|. (10. 38) 

Combining Eqns. 10.37 and 10.38, remembering that 0(E) in Eqn. 
10. 37 is a lag, we have 

. lM.*j sin 'l (!) 
K<E> - iÊe 

E > b. (10.39) 

If we write K(E) in terms of its real and imaginary parts, we obtain 

T 
K(E) 

4M 
VE 

JTTt!. 
1 Es 

.4Mb 
J- 

ffE' 
(10.40) 

Either of the expressions in Eqns; 10.39 and 10.40 gives the des¬ 
cribing function for the hysteresis switch shown in Figure 10.15. 

If solutions for E and co exist which satisfy Eqn. 10. 35, then 
modes of sinusoidal oscillation can exist In the associated nonlinear 

system. Since both -K(E) and y are complex quantities, we can 

plot the values of these functions on the complex plane as their re¬ 
spective parameters are varied over their allowed ranges. In Figure 
10.17, this has been done for the K(E) given by Eqn. 10.40 and for 
G(jü)) given by Eqn. 10.36. The locus of -K(E) is a semicircle with 

■is a parabola with a 
. .2M , .. 2M center j—— and radius 

TJb ffb 
The locus of 

G(jo>) 

vertex at 1 and an imaginary axis intercept at the point jR 
V!' 

By 
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inspection, we see that there is at most one point of intersection A 
and that this intersection exists only if 

or 

jï. 
jrR t C 

If we note that the Q of the Un ear filter is given by 

Q a ¿Lá. 
R R 

(10.41) 

we may put Eqn. 10.41 into the interesting form 

b £ 1. MQ 
V (10.42) 

Wh“\SrS that a sinusoidal 08cillation can exist with the hysteresis 
width b larger than the hysteresis output height M if the Q of the 
linear filter is large enough. 

We may determine a number of propertiea of this sy.tem by in- 
apecting the plot in Figure 10.17. First, we see that the frequency 

corresponding to the point A. must be greater than * . the resonant 

frequency of the filter. Second, as the Q of the line'aFfilter is in- 

creased, the intercept R become, smaller and the para- 

boUc arc of —^ 
G(jaj) compresses toward the real axis. This lowers the 

u£tio„A’wuch corr“pond’to “ ™ ^ -pu- 
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FIGURE 10.17 

PLOT TO DETERMINE POSSIBLE MODES OF OSCILLATION FOR THE 
NONLINEAR SYSTEM DEPICTED IN FIGURE 10. 15 
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Some information concerning the relative stability of a mode of 
oscillation can also be obtained from such a plot. For this plot let 
us assume that the oscillation has a reduced amplitude Ej correspond¬ 

ing to the point Ap Since this point on the -K(E) locus is farther from 

the origin than the point A, the magnitude of is greater than the 

magnitude of K(E0), corresponding to the point A. Thus, the gain of 

the system is increased and the amplitude of the oscillation will tend 
to increase, moving the operating point toward the equiUbrium point 
A. Similarly, an increase in the amplitude of oscillation past E0 

causes a gain of the system and the operating point again will move 
toward point A. Such an observation will tell only if the indicated 
mode of oscillation is gotentially stable. We may expect this mode to 
be unstable if the operating point moves away from the equilibrium 
point if it is displaced. However, if the operating point tends to re¬ 
turn to the equilibrium point, we cannot tell if it will finally settle at 
the equiUbrium point or if it will itself oscillate about the equiUbrium 
point without settling - a mode called a hunting mode. 

When used on certain types of systems, the describing function 
method will not necessarily yield any useful information although the 
necessary approximations may be valid. As an example, if appUed 
to a pulse-width modulation system, the describing function may tell 
us that the system is indeed oscillating at the switching frequency, a 
rather unenUghtening fact. H y 

The describing function as presented here is also limited bv 
the fact that only modes of oscillation in which the output of the linear 

Ínlt<i 11“ “ln“aoldal tan be detected. In fact, the system of Figure 

n'lf a WayS °8ClU‘ltC b < M, even though the bound in Eon. 
ID.di is violated. This latter bound only tells us that a sinusoidal 
oscillation will not occur if the bound is not satisfied. The failure 
of this technique is due to the fact that the assumptions made about 

LoundTrCy m a. °f the Wter are hangar valid when the 
wUh thUa,n' i ‘"T' sati8iied’ ao that any predictions made 
with this assumption will not necessarily be valid. Some work has 
been done to allow for the presence of various harmonics in the feed- 
back signala since these are not completely eliminated by the Unear 

Bibliot»raphy II, Reference 7. 
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filter, but such techniques only increase the accuracy of the basic 
method and are still subject to the same general assumptions origin¬ 
ally made. 

;o.4 ASSUMED STATE ANALYSIS 

Systems which contain components or blocks with nonlinear 
characteristics or memory can often be analyzed more easily by the 
method of assumed states than by an analysis involving a complete 
description of all nonlinearities. Basically, this technique consists 
of postulating states for one or more elements (for example, assum¬ 
ing a given diode to be conducting and a certain magnetic core to be 
saturated in a given direction) and performing an analysis based on 
these assumptions. The assumptions will have been correctly chosen 
only if a solution exists consistent with the assumptions and the net¬ 
work laws. 

Assumed state analysis is perhaps most useful with systems 
containing devices with a number of distinct, well-defined modes of 
operation. A few simple examples will illustrate the application of 
this technique. 

Let us consider the network in Figure 10.18. The diodes D1 
and D2 are ideal with v-i characteristic 

Vjj » 0, when ^ 0 

i(j « 0, when v^ s 0, (10.43) 

and we wish to determine the voltage v as a function of the source 
voltage vg. We shall initially assume that both diodes are open so 

that the network appears as shown in Figure 10.19a. For this network, 
we see by inspection that v « 0. However, this is true only if both 
diodes are actually open. When this is indeed the case, we must 
have 

Vdl * V8 - 6 < 
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Both of these will be satisfied when v. < 5, so that we may write 

0, v_ < 5. 
(10.44) 

Now let us assume that Dl is closed and D2 is open, so that the 
original network takes the form shown in Figure 1 \ 19b. In this case 
we again have v - 0. If the diodes are to be^n this staú, then we ' 
must have 

‘dl • v6 > °. 

'd2 * 1 < 0- 

Since the latter condition ia obviously false, we must conclude that 

lea's of .'he value õf v ” Cann0t 0CCUr Ín *hÍS netWOrk' «««O' 

find that 
Continuing in this manner with the remaining two states, we 

T(vs - 5), 

Dl open, D2 closed 

when 5 < v < 6 -j 

v , 
3 ’ 

Dl closed, D2 closed 

when v8 > 6 

(10.45) 

Together Eqns. 10.44 and 10.45 describe the transfer characteristic 

10-18-This tran8i- ~ 
.. te^nique of assuming a state can be quite useful in situa- 

stat! UmeM n the pÍ.eCeWÍ8e-lintar e^mple just completed. Steady- 
state time domain analyses may be aided in many cases by such an 
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approach. Here, the procedure is to assume an initial value for the 
desired output and compute the resulting value of this output one cycle 
later. If a steady-state situation exists, then these two values must 
be equal, and the steady-state results may be obtained from the con¬ 
straint placed on the initial value by this equality. The basics of this 
technique should be made clear by the following example. 

We shall consider the half-wave rectifier circuit shown in Figure 
10.Zl, where v8(t) is a symmetric square wave source with peak am¬ 

plitude V8 and period T foUowed by an RC filter and a resistive load 

Rl. We wish to determine the peak-to-peak ripple component of vo(t). 

In Figure 10.22, the time origin has been chosen to coincide with the 
positive transition of vs(t). At this time, we shall assume that 

vji) = V, 
rlVs 

R + R, 
t or this case, the diode will be closed and Vq(í) 

rt Vb 
Li S 

will charge toward ———with a time constant r, = (R 1! RT ) C 
K + R 1 11 Li' 

R JJ 

L as long as vs(t) = Vg 
R + R, 

Thus, for 0 < t < ï we have 
C* 

R, V , R.V , 
V0(t) . —t_L. (—i-L _ Vi ) e T1 

R + Rt 'R + Rt 
0 <t<| 

The voltage va is found from Eqn. 10.46 by setting t * 1, 
2 

(10.46) 

Thus, 

vs 
RT V L s 

(; 
Rt V Li S 

R + Rl vR + Rl 
-vl)< 

T 

"2t 1 
(10.47) 

T 
At t = - , vs(t) goes negative, shutting off the diode. The capacitor C 

can then discharge only through the load RL. With the value vs at 
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T 
t = - and a time constant T* = R^C for I< t < T, we have 

(10.48) 

where v3 is the value of v0(t) at t = T. If the circuit has reached 

steady-state conditions, then we must have v3 = vj. This together 

with Eqns. 10.47 and 1 0. 48 enable us to find Vj, which is given by 

(10.49) 

Using Eqns. 10.47 and 10.49 we may then determine the peak-to-peak 
ripple voltage Av = v2 - Vl. After some algebraic simplification, 
this becomes 

Av = 
R + Rt (10. 50) 

The result given by Eqn. 10. 50 is an exact expression for any T and 
any Tj andr2 . If Tj » T andr2 » T, the ripple will be small and 

the exponentials in Eqn. 10. 50 can be approximated by first order ex 
pansions. For this case, the ripple Av is given approximately by 

T 

Z^R^+zïîyc V (10.51) 

where the expressions for Tj and T2 in terms of R, RL and C have 

been included in the result. 
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The use of assumed state analysis in more complex situations 
is illustrated in the analysis of the magnetic circuits in Chapter 12. 
For these cases, both the piecewise-linear andtirne domain methods 
prove relevant. 

10.5 STATE VARIABLES» 

The importance of the state concept has grown in recent years 
due to the steadily increasing complexity of the systems to be designed 
and analyzed. State representation of systems offers a number of 
advantages over transfer function methods, two important ones being 
the ease with which the representation may be simulated on a com¬ 
puter and an inherent description of all the dynamics, both terminal 
and internal, of a system. 

Let us consider a single input - single output linear system with 
a known structure. In order to determine the output y(t) for t0 < t < tj, 

we must know the input v(t) for -go < t < tj or we must know v(t) for 

tQ < t < tj and sufficient "initial" conditions at t = t0. These condi¬ 

tions may be the inductor currents and capacitor voltages (for an 
electrical network) or the value of a specific variable and its deriva¬ 
tives at t ■ t0. In either case, we need to know a certain amount of 

information about the network at t = t0 in order to determine the output 

y(t) with the input v(t) specified only for t > t0. The information re¬ 

quired pertains to the state of the system at t = t0, and it lumps the 

effects of the past history of the system into a specific set of values 
at t = t0. 

In talking about multiple input-output systems, we shall use 
matrix notation for simplicity. Matrices will be denoted by under¬ 
lined upper case letters in general, e.g., A. The special case of 
column vectors (n x 1 matrices) will be denoted by underlined lower 
case letters, e.g., x. For a multiple input system with inputs 

Bibliography II, References 5 and 6. 
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• • • vl’ v2* vm* we shall deiine the input vector v by 

(10.52) 

with other multivalued functions such as the outputs of the system or 
the state similarly defined. 

We shall not discuss the techniques of matrix algebra here, 
since these are perhaps best learned from the referencss. * We shall 
assume a basic knowledge of matrix algebra so that we may center our 
discussion on the interpretation of results rather than manipulation. 

The concept of state is quite fundamental and difficult to define. 
However, we may express in a slightly more formal manner than 
above the properties of a state defined system. Let x(t) denote the 
state of the system. Then the system has the following characteristics: 

1) Given x(tQ) and the input v(t0, t) which denotes the input 

over the interval t0 to t, the state x(t) for t > t0 is uniquely de¬ 
termined. 

2) Given x(t0) and the input v(t0, t), the output ^(t) for t > t0 

is uniquely determined. 

Bibliography II, Reference 5. 
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We may express these algebraically as 

x(t) * f[x(t0), v(tol t)]. 

t) = g[x(t0), v(t0, t)]. (10.53) 

If the system is linear, in most cases these can be written in the form 

Mt) = A(t)x(t) + B(t)v(t) 

y(t) =» C(t)x(t) 4 D(t)v(t) (10.54) 

where the dot denotes a time derivative. 

Note that the state vector x(t) contains all the information about 
the system necessary to determine the future response given the input 
vector v(t). We may think of the system as being described by a point 
in state space - a space spanned by x(t) with one dimension for each 
component of x(t) - which starts at a point x(t0) and is moved along a 

unique trajectory by an input v(t0, t) to a point x(t). The time progress 

of this trajectory together with the input v(t0, t) completely describes 

all aspects of the system. 

In general, there is no unique choice for a set of state variables. 
The set chosen may be influenced by the ease of visualization or by 
computational ease. Let us illustrate the point by considering the net¬ 
work in Figure 10.23, which is a two input - one output system, the 
output y(t) being the capacitor current ic(t). If we choose the state 

vector components to be x^ = vc(t), X2 = ij^tt), then we may write 

the following equations describing the system: 

= -5xi - 2x2 + 2e 4- 2i 

*2 * 3xl 

(10.55) 
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In the matrix form of Eqn. 10.54, these are 

(10.56) 

Here it is worth pointing out that we cannot write the output equation 
as 

ic ■ C*1 * c*c 

since this does not have the properties we desire in a state representa¬ 
tion, i.e., the present values of the state and the input vectors will 
not give the present value of the output from this equation. 

We shall not delve into the procedures used to solve the matrix 
equations in Eqn. 10.56 here. The necessary tools may be found in 
the references. Instead, v/e shall point out some of the more general 
characteristics of state representation. 

First, let us take the system in Figure 10.23 and define a new 
state vector cj by 

(10.57) 
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Now in terms of this new state vector £, we may write the state 
equations of this system as 

(iO.58) 

Thus, we see that there is no unique state representation and 
that the choice of one may be influenced by many considerations. For 

the first state vector x chosen in Eqn. 10.56, the components of the 
state vector represent the inductor current and the capacitor voltage. 
This choice is a good one for an intuitive grasp of the state concept. 

For the state vector £ defined by Eqn. 10. 57, there is no simple 
physical significance to the components of this vector. However, the 
use of this state vector leads to some desirable mathematical pro¬ 

perties. In Eqn. 10.58, we see that the A matrix of Eqn. 10,54 has 
nonzero terms only on its main diagonal. If Eqn. 10.58 were expanded 
in scalar form, we would obtain an uncoupled pair of first order equa¬ 
tions. Each component of £ can, therefore, be determined from the 
input vector and the initial value of that component only and is unaf¬ 
fected by the behavior of the remaining components of q. This kind 
of system is intuitively pleasing in a mathematical sense and often 
eads to computational ease. Furthermore, when the A matrix is in 

diagonal form, the elements on the diagonal are the natural frequen¬ 
cies of the system, a fact which may be quite useful. 

The linear transformation in Eqn. 10.57, which defines q, was 
selected to provide a diagonalized A matrix. There are well-defined 
techniques which allow us to determine the appropriate transforma¬ 
tion. These will be found in a study of matrix algebra and will not 
be presented here. 
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The matrix A contains enough information to completely describe 
the natural behavior of a system. In fact, if we set the inputs to zero, 
we obtain the homogeneous state equation 

X - Ax (10.59) 

Not too surprisingly, we may express the solution to this equation in 
matrix form as 

x(t) - e-4. x(0). (10.60) 

One point we should note is that the exponential term, which is a square 
matrix of the same order as A, must premultiply the initial state x(0). 
This is true since matrix multiplication is not commutative. 

If the matrix A is in the diagonal form 

then the exponential term in Eqn. 10.60 is given by 

(10.61) 

(10.62) 

If the system is stable x(t) will approach () as t—» oo. Thus, the 
system will be stable if the real parts of all are negative, which 

amounts to the requirement that there be no right half-plane poles. 



-
H 

n 
■
 ■
 

Two other important concepts become readily apparent in a state 
variable formulation - controllability and observability. A system is 
said to be controllable if every state variable is coupled to the input 
and observable if every state variable is coupled to the output. An 
uncontrollable system will have natural modes which cannot be excited 
or affected by an input while an unobservable system may have natural 
modes which are not measurable at the outputs of the system. Clearly, 
neither of these properties are desirable in a system. 

These properties relate to one weakness in a transfer function 
description of a system. The transfer functions describe only the 
controllable and observable parts of a system. Thus, any“Slíde of 
the system which is uncoupled to either the input or the output will 
not appear in a transfer function description of the system. In com¬ 
plex systems, this phenomenon may lead to incorrect conclusions 
about operation and stability. 

The criteria for controllability and observability can be ex- 

VnelTd,Jn gLen®ra1, f0r a 8tate described system defined by Eqn. 
.54. We shall give the necessary conditions for the case where 

the A matrix is diagonal and the state variables are uncoupled, since 
the conditions are more simply stated and offer better insight into the 
definitions. 

in 11 - diagonal and we then write the scalar equations for Eqn. 
10.54, we desire at least one nonzero input term in each state vari¬ 
able equation if the system is to be controUable. In terms of the 
matrix B, this places the constraint that B have no all zero rows. 

Similarly, if the system is to be observable, then we require 
that every state variable appear in at least one output equation. In 
terms of the coefficient matrices of Eqn. 10.54, this requires that 
the matrix C have no all zero columns. 

We see that the system shown in Figure 10.23 and described 
y the state formulation in Eqn. 10. 58 is both controllable and ob- 

servable. This follows since B in Eqn. 10.58 has no zero rows and 
in ii.qn. 10. 58 has no zero columns. 

As an example, we shall determine the response i (t) in Figure 
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10.23 to a unit step in i(t) with zero initial conditions using the state 
formulation of Eqn. 10.53. The two scalar state equations for 
e(t) ■ 0, i(t) “ u.iU) (the unit step) are 

dq. 
-■ -3q + 6u (t) 
dt 1 -1 

dq2 
-- -2q? + 2u ,(t). (10.63) 
dt 4 

If the initial conditions are zero, the solutions to Eqn. 10.63 are 
easily found by inspection to be 

-3t 
q^(t) * 2 - 2e , t > 0 

-2t 
q2(t) - 1 - e , t > 0. (10.64) 

From Eqn. 10.58, the output ic(t) is given by 

ic(t) - - i qi(t) + 2q2(t) + i(t) - 3e "3t-2e _2t, t>0 (10.65) 

We may obtain the capacitor voltage and inductor current quite 
easily since these quantities are the state variables in our original 
formulation. Using Eqn. 10.64 and the inverse transformation of 
Eqn. 10.57, we obtain 

vc(t) * xiU) * 2(e “2f - e -3t), t > 0, 

iL(t) » x2(t) - 1 + 2e "3t - 3e "2t, t > 0. (10.66) 

The results given in Eqns. 10.65 and 10.66 are plotted in Figure 10.24. 
The trajectory of the state vector for this input is shown in Figure 
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10.25. A similar plot for the state vector x is shown in Figure 10. 26. 
Either o£ these loci is sufficient to describe the network behavior. 

The example presented here was a linear network, but the state 
formulation is, of course, not restricted to this class of systems. 
The state approach to design and analysis will probably become more 
widely used as system complexity increases and with the increasing 
use of computerc, as design and evaluation tools. Computers will 
prove particularly useful since the state formulation can usually be 
written as a set of first order equations (perhaps nonlinear) which 
are readily integrated by computer techniques. 

10.6 PHASE-PLANE ANALYSIS* 
\ 

Phase-plane analysis is a graphical technique for solving certain 
types of first and second-order equations. It is essentially a graphi¬ 
cal approach to a specific state variable formulation. We shall con¬ 
sider second-order systems here. For systems with an output x(t) 
which can be described by an equation of the form 

(10.67) 

we may take as state variables of the system the variable itself and 
its first derivative. Thus, if we define 

x I - X, 

(10.68) 

we have 

dt 

(10.69) 

as the relevant state equations in standard form. 
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In the previous section, we mentiouca ¡.h** a state-described 
system could be totally specified by the time history of the state vector 
or in other words, by its state trajectory. This idea is precisely the 
basis for phase-plane analysis, and it is Umited to second-order 
systems mainly to maintain an ease of graphical construction and in¬ 
tuition. 

We shall deal with equations similar to Eqn. 10.67, which re¬ 
presents an autonomous system since the independent variable "t" 
does not appear explicitly. This limitation allows us to find the 
natural behavior of a system with no input or perhaps for a constant 
input with arbitrary initial conditions in either case. There are tech¬ 
niques for phase-plane constructions with a forcing function of time 
present, but we shall not go into these methods here. 

We may put Eqn. 10.67 in a form involving xj and x2 only by 

making use of the relation 

Eqn. 10.67 then becomes 

f(x1# xa) 

dTla~a (10.71) 

dx3 

“ x2- (10.70) 
dx i 

d2x d^j dxj d , dXj 

dt2 dt2 dt dx i dt 

The soiution to this first order equation, given the initial conditions 

X! 0) and x2<°)' yields a trajectory in the Xj - x2 plane in which the 

variable t is involved implicitly. There is a one-to-one correspondence 
between each value of t and a point on the curve described by Eqn. 
10.71. Some general properties which are useful in determining the 
motion of a point on this trajectory with time are given below. 

Let us consider some properties of systems governed by equa¬ 
tions of the form in Eqn. 10.67 in terms of the locus of the state 
vector in the Xl - x2 plane. Since x2 - * . , mugt be increas¬ 

ing with time if x2 > 0 and decreasing with time if x2 < 0. Further, 
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if xa is finite then must be a continuous function of time, since a 

discontinuity in x^ would imply an infinite value of x3 ■ ^ . 

If any static solutions x(t) ■ x^(t) * C exist, then xa ■ x^ ■ 0 

and these solutions must correspond to points on the x^-axis. This 

also implies that any point in the xj - x¿ plane not on the xj-axis 

cannot correspond to a static solution and, consequently, the state 
vector (xj, X2) must move with time at such a point with a finite 

velocity in the xj - X2 plane. 

The time behavior near the x^-axis may be investigated by con¬ 

sidering two cases. First, let us take the case where the trajectory 

dx2 
approaches the x^-axis with-being finite. Here, near the x^-axis, 

dxj 

we can approximate the trajectory by a straight line and write 

dxi 
xs ■ -* aUj - x0) (10.72) 

dt 

dx^ 
where x_ is the xi-axis intercept and a. is the slope -of the trajec- 

dxi 

tory at the intercept. Eqn. 10.72 has the solution 

x^t) - Keat + x0. (10.73) 

Thus, if a is negative, the state vector approaches the point (xQ, 0) 

with increasing time but takes infinite time to reach it. If a. is posi¬ 
tive, the tip of the state vector clearly moves away from the inter¬ 
cept with finite velocity. 

Similarly, we may show that if the trajectory intercepts the 
dx2 

X.-axis with—£ infinite, then the tip of the state vector will reach 
1 dx 1 



the intercept in a finite time and have a finite velocity at the intercept 
if it approaches the intercept at all. 

In order to illustrate these points, let us assume that the solu¬ 
tion to Eqn. 10.71 with the initial conditions [x^O), x2(0) ] is as 

shown in Figure 10.27. We may immediately place arrows on the 
plot in Figure 10.27 to show the motion of the solution with time. 
Thus, the solution (or tip of the state vector) must move to the right 

m the uPPer half-plane where ^ > 0 and to the left in the lower half¬ 

plane where ^ < 0. We shall assume that t » 0 corresponds to the 

f°fÍnt e-in FJgUre 10*27* As * increases, this point must move to the 
left. Since k is essentially constant from A to B, x will decrease 
linearly with time as shown in Figure 10.28. At t * tj, the phase- 

plane solution is at the point B. The solution cannot move from B 
toward C since x must b e decreasing and, further, it cannot remain 
at B for any finite time since x * 0. The only remaining possibility 
which is consistent with the properties mentioned above is that the 
solution must instantaneously jump to the point D with x remaining 
constant. Now x must increase (again linearly along DE) as shown 
in Figure 10. 28. As the solution moves along EF, * decreases but 
remains positive, so that x(t) continues to increase but with a slope 
approaching zero. Since the trajectory crosses the xraxis at F 

with infinite slope, x(t) reaches xF in finite time as shown and then 

begins to decrease as the solution passes through F and travels along 
the arc FO. Since the trajectory intercepts O with a finite slope, 
x(t) wlU approachx0 exponentially, so that the complete behavior of 

x(t) for t > 0 is given approximately by the sketch in Figure 10. 28. 

Now we shall describe some of the methods by which the phase- 
p ane trajectory may be found. In some cases, an analytic solution 
to Eqn. 10.71 may be found which satisfies the initial conditions 
Lx^(U), " 'T’,- 

directly from this solution. 

x2(0) ]. The curve in the Xj - x2 plane may then be plotted 

Another method of constructing a phase-plane trajectory is by the 
isocline method. This consists of finding the loci of constant slope 



A POSSIBLE PHASE-PLANE TRAJECTORY 

x(t) 

TIME PLOT OF PHASE TRAJECTORY IN FIGURE 10.27 
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dx 
in the x-1 - x2 plane. In general, the locus o. ^oints at which_- ■ m 

may be described by some function fm(xj, X£) = 0. Some of these 

loci are plotted in the Xj - x^ plane and small segments of slope m 

are then drawn at points along f^Xj, x2) » 0. Given a starting point 

in the plane (a set of initial conditions), the general character of the 
phase trajectory can then be sketched. A simple example should 
serve to illustrate the application of this technique. 

We shall consider the nonlinear oscillator in Figure 10.29. 
The voltage-variable capacitance is a reasonable model for a reverse- 
biased varactor diode. For this system, we have 

i = [vC( v) ], 
at 

Writing Kirchhoff's voltage constraint, we then obtain 

(10.74) 

as the governing equation. Substituting the expression for C(v) given 
in Figure 10.29, we have 

dav 2 / 

dt2 1 + v ' ut 
(10.75) 

At this point, we make the substitutions 

dav . dv 
(10.76) 

dt2 dv 
v— 
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C(v) 

FIGURE 10.29 

NONLINEAR OSCILLATOR 

Eqn. 10.75 then becomes the first-order equation 

dv ^ 2v _ v(l + y)a 

dv 1 + V ir 
(10.77) 

Now we shall find the loci of constant slope m in the v - 1/ plane. 
Setting the right side of Eqn. 10.77 equal to m and then solving for v, 
we obtain 

v » £2 (i + v) [i ± y i + ~v(l + v)] (10.78) 

as the locus of points at which the solution to Eqn. 10.77 has slope m. 
A number of these curves are plotted in Figure 10. 30 for various 
values of m. The line segments across each curve are segments with 
the corresponding slope m. 

A set of initial conditions [v(o), V(o) ] will determine a point in 
the phase-plane. Wa may then sketch the resulting phase-plane locus 
since this locus mu it cross every isocline with the indicated slope. 
Three such loci art shown in Figure 10. 30, each corresponding to 
different initial con litions . For the example chosen, these loci close 
upon themselves as we would expect since the system is lossless, 
although nonlinear. 
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For small amplitude values of v, we observe that the phase- 
plane locus is almost circular, which corresponds to a sinusoidal 
time waveform. For larger amplitudes, the locus is quite irregular 
and indicates that the time history of v(t) [or v(t) ] is nonsinusoidal, 
as we would expect from a nonlinear oscillator. Note that the peak 
positive amplitude is larger than the peak negative amplitude. Refer¬ 
ring to the circuit, we see that the time average of v(t) must be zero 
in the steady state due to the inductor constraint. With this additional 
fact, we may roughly sketch v(t) for the largest contour in Figure 
10.30. The resulting v(t) is shown in Figure 10.31. 

A number of other methods exist for geometrically constructing 
a phase-plane trajectory, two of which are called the delta-method 
and Pell's method. The application of these techniques may be found 
in the references.* 

v(t) 

FIGURE 10.31 

VOLTAGE WAVEFORM OF NONLINEAR OSCILLATOR 
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In some simple cases, an analytic solution of Eqn. 10.71 can 
be found. The phase-plane trajectories may then be plotted directly 
from this solution. Further, if the solution to Eqn. 10.71 can be 
written as 

= gU^, 

we then have from Eqn. 10.68 that 

or 

t F*+c. 
Jg(x) (10.79) 

Eqn. 10.79 defines x(t) implicitly. This form may or may not have 
an explicit form in terms of elementary functions. 

We see that phase-plane analysis can be quite useful in handling 
certain second-order systems. The graphical representation of the 
system can often yield some insight into the behavior of the system. 
Further, the system operation is found by solving two first-order 
equations instead of a second-order equation. Of course, there are 
certain Umitations to the usefulness of this technique. The system 
must have some reasonably analytic description so that the governing 
equation!s) can be written, For continuous nonlinear devices (diodes 

transistors, nonUnear inductors, etc. ) this is usually the case. Also 
by defining various regions of operations, piecewise - linear devices 
may be handled by phase-plane analysis. We have only considered 
autonomous systems. This is a limitation in the sense that the 
complexity of analysis is significantly increased when forcing functions 
are present. The references should be consulted for a more detailed 
discussion of these points. * 
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10.7 HILBERT TRANSFORMS * 

The stabilization of all linear and certain nonlinear control 
systems can be regarded as the manipulation of the magnitude and 
phase of the open-loop gain to insure that the closed-loop transfer 
function has no poles in the right half-plane. As presented in most 
texts, this stabilization is usually accomplished by inserting into the 
loop selected members of a class of networks, such as lead and lag 
networks, whose magnitude and phase have been tabulated. This 
approach, while providing useful solutions to many problems, is 
basically dependent upon the structure of the tabulated corrective 
networks. As such, it does not offer much insight into questions of 
whether or not it is possible to stabilize a given system within imposed 
constraints such as loop gain and bandwidth, for example. Insight 
into such questions requires examination of the basic relationship be¬ 
tween the magnitude and phase of linear system functions. The 
Hilbert transform is the key to this relationship and an understanding 
of it provides qualitative guidelines as well as quantitative designs 
for system stabilization. 

Hilbert transforms are transforms that relate the real and im¬ 
aginary parts of analytic functions of a complex variable. Consider 
the complex variable 

s = a + jOJ (10.80) 

with real part a and imaginary part co . Now consider the function f(s) 
of the complex variables s. This can be written 

f(s) = u(a, co) + jv(a, co) (10.81) 

where u(cr, co) is the real part of f(s) and v(a, CO) is the imaginary 
part of f(s). The Cauchy-Riemann equations, which assure the 

Bibliography II, Reference 8 

- 260 - 



uniqueness of the derivative of a complex function, show that the real 
and imaginary parts of the function are related. These equations are 

àu _ dv 

and 

á u _ òv 

Hilbert transforms, which apply to any complex function that 
satisfies the Cauchy-Riemann equations at every point in either the 
left or the right half of the complex plane of the argument, place this 
relation between real and imaginary parts of the function in a particu¬ 
larly useful form along the io-axis. The Hilbert transform relations 
are 

and 

v( w) = 
V 

00 
' u( T?)dr? 

-GO 
w-rj 

(10.84) 

(10.85) 

where we have written u(0, oo) = u(ü>) and v(0, u) * v(w). Notice that 
either transform can be obtained from the other by simply interchang¬ 
ing u with V and reversing the algebraic sign of one of the functions. 

Now, let us see how these transforms are useful in system theory 
and in stability problems. The system function of any realizable linear 
passive system is analytic in the right half of the s-plane. Also, with¬ 
out any loss of generality in the practical case, we can exclude all 
U-axis poles from system functions of passive physical networks. 
Thus, we can safely assume that for all passive physical networks 
any system function is analytic along the CO-axis as well as throughout 
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the right half-plane. Therefore, the Hilbert transforms enable us to 
determine the real part of the system function from the imaginary 
part along the oc-axis and vice versa. Said in another way, a know¬ 
ledge of either the real part or the imaginary part along the to-axis 
is sufficient to construct the entire system function. This is a use¬ 
ful result in network theory. However, in stability problems of 
control systems, it is usually more convenient to think in terms of 
the magnitude and phase of a system function rather than its real 
and imaginary parts. 

To this end, consider a system function H(s) in which the argu¬ 
ment s is the complex frequency s « a + jOJ. We can represent H(s) 
in the form 

H(s) * |H(s)| ej0(s). (10.86) 

If we take the logarithm of H(s), we obtain 

InH(s) = In |H(s)| + j0(s). (10.87) 

The real part of this expression is the logarithm of the magnitude of 
the system function and the imaginary part is the angle or phase of 
the system function. It is tempting at this point to conclude that if 
the system function H(s) is analytic in the right half-plane then the 
logarithm of the magnitude of the system function is related to the 
phase of the system by Hilbert transforms. This conclusion is pre¬ 
mature, however, because In H(s) is not analytic for frequencies 
at which H(s) = 0. Therefore, the logarithm of the magnitude of 
H(s) and the phase, 0(s), of H(s) are related by Hilbert transforms 
only if H(s) has no zeros or poles in the right half-plane. As has 
been me ntioned, the H(s) of all linear passive systems have no poles 
in the right half-plane. Those H(s) that, in addition, have no zeros 
in the right half-plane are called minimum phase system functions. 
[This terminology is used because many system functions can have 
the same In |H(s)| with different 9(s). The particular system function 
that has no right half-plane zeros in H(s) has the minimum phase among 
all these functions. ] 

Since Hilbert transforms relate the log-magnitude and the phase 
only of minimum phase networks, it is clear that if the phase is 
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determined from a given log-magnitude by a Hilbert transform, then 
the phase so determined will be the minimum phase function that can 
be associated with the given magnitude function. 

Thus, for minimum phase system functions, we can write 

In |h< m)| 
00 

-00 

Q( Tpdn 
cju'-r) (10.88) 

and 

(10.89) 

where 

H( to) = (Hi co) J 
jO(w) 

As a first illustration of the Hilbert transform, we shall select 
a very simple example which will serve to explain a useful graphical 
evaluation technique. Consider a filter network with the ideaHzed log 

T" characteristic sh°wa in Figure 10. 32. By direct applicatio 
of the Hilbert transform Eqn. 10.89, we obtain the phase function 

0( CO) 

CO, 

1 f dT? 
n J co -1) 
“CO. 

CO -CO 1 
1 

— In , 
V j CO + CO, 

t 1 
(10.90) 

The function 0( co) given by this equation is sketched in Figure 10. 33. 

While the evaluation of the Hilbert transform was relatively 
easy for the above example, it is readily appreciated that the integra- 
ti00 can become very involved for rather simple filters of practical 

înteflrfleSt\, !inOWoenVer, insPection of the Hilbert transform pair Eqns. 
10. 88 and 10. 89 reveals that the integrals are simply the convolution 

- 263 - 



log |h(u))| 

-Wj 0 tOj 

FIGURE 10.32 

IDEALIZED FILTER 

CO 

0(03) 

MINIMUM PHASE FUNCTION ASSOCIATED WITH THE 
IDEAL FILTER OF FIGURE 10.32 
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oí 0( w) and In |H(cü)| respectively with the function —. Thus, we can 
(0 

directly use any of the familiar graphical techniques for the evaluation 
of the integrals. * 

Inspection of Eqn. 10.89 indicates that 0( w) can be evaluated, 
for any specific value of co, by taking the area under the product of 

In |H(rj)| with-. Both of these functions are sketched on the same 
60 -rj 

graph in Figure 10. 34 for the example given by Figure 10. 32. As 60 

is increased, the function 1 

60 - T) 
simply translates to the right along 

the T)-axis. With very little practice, it is easy to visualize the area 
under the product of the functions as co is increased and, thus, it is 
easy to qualitatively sketch the form of Q(m). [Remember that 0(co) 

1 . 
18 " ~ times the area under the product of the curves shown in the 

example of Figure 10. 34. ] This should be done for this example as 
an exercise and the result should be checked against that shown in 
Figure 10. 33. 

The inspection technique mentioned above can be used to obtain 
surprisingly basic results in filtering and stabilizing applications with¬ 
out ever precisely calculating the transform. To illustrate this point, 
we shall select an example of a power processing system employing 
closed-loop pulse-width techniques. 

Consider the simplified pulse-width system shown in Figure 10. 35. 
It is necessary, for proper operation of the system, to filter out all of 
the switching components of the pulse-width signal before it is fed back 
for comparison to the input. It is also necessary that the system be 
stable with respect to the usual linear criterion of no poles in the right 
half of the s-plane. Let us suppose that the desired system bandwidth 
is o)b and that it has been decided that all the harmonics of the switch¬ 

ing frequency must be attenuated by, at least, a factor of M relative 
to the filter attenuation in the signal bandwidth 05.. 

b 
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GRAPHICAL INTERPRETATION OF THE HILBERT TRANSFORM 

Output 

FIGURE 10.35 

SIMPLIFIED BLOCK DIAGRAM OF PULSE WIDTH CONTROL SYSTEM 
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We shall now compare the performance of three different filter 
characteristics, each of which has the desired bandwidth a'b and the 

desired harmonic attenuation. The log-magnitudes of the three filter 
characteristics are shown in Figure 1C. 36. Filter No. 1 continues 
to roH off beyond ojs. Filter No. 2 levels off to a constant attenua¬ 

tion (slightly greater than a factor oí M) above a!8. Filter No. 3 dips 

at each of the frequencies present in the pulse width switching wave¬ 
form and returns to a relatively high gain between these frequencies. 

It is of direct interest to investigate the relative amounts of 
phase shift inherent in each of the filters since this will determine 
the maximum loop gain that can be employed with stable operation. 
A qualitative result, sufficient to select the filter with the minimum 
phase shift, can be obtained by direct inspection of the graphical in¬ 
terpretation of the Hilbert transform as previously presented for the 
simple example of Figure 10. 34. For convenience in visuaUzing the 

Hilbert transform, the function -i- is superimposed on the filter 

characteristics of Figure 10.36. The phase functions of Figure 10.37 
were sketched, without calculation, by visually estimating the area 

as a function under the product of the filter log-magnitude with 

of O). The qualitative results are sufficient to draw conclusions re¬ 
garding the effect of the behrvior of In (Hi oj) | outside the bandwidth 
Wb upon the phase, 0( w), inside the bandwidth u)b. From the graphi¬ 

cal interpretation of the Hilbert transform, it is immediately apparent 
that in order to reduce the phase shift in the filter bandwidth it is nece¡ 
sary to shape the magnitude response outside the passband in the direc 

ti00 to give the same area under the product of In |H(w)| with 1 
W-TJ 

for both the positive and negative tails of —L . ThuSf the Hilbert 

transform tells us that to achieve the smallest phase inside UJ the 

magnitude of H(a>) should not be rolled off outside 03b any more than 

is absolutely necessary to meet the filtering requirements - in this 
case, the specification on the harmonic attenuation. The Hilbert 
transform also shows us that, when applicable, a band-stop filter 
always outperforms a low-pass filter with respect to lower phase 
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log |H(n)l 

LOG-MAGNITUDE CHARACTERISTICS FOR THREE FILTERS 
HAVING THE SAME BASEBAND BEHAVIOR 

e<w) 

U! 

SKETCHES OF MINIMUM PHASE FUNCTIONS ASSOCIATED WITH THE 
MAGNITUDE RESPONSES OF FIGURE 10.36 
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shift in the pass band. It is interesting that these basic conclusions 
can be obtained without quantitative evaluation of a single expression 
and, further, that they are not limited to any specific network struc¬ 
ture. 

In summary, the Hilbert transforms provide the relations be¬ 
tween the log-magnitude of a system function and the minimum phase 
that can be associated with this function. If the system function has 
no zeros in the right half-plane, then the Hilbert transforms directly 
relate its phase to its log-magnitude. If zeros are present in the 
right half-plane, then the Hilbert transforms relate the given log- 
magnitude function to the phase of a system function having the same 
log-magnitude function but having all the right half-plane zeros mirror 
imaged into the left half-plane. The phase of the latter system function 
is the minimum phase that can be associated with the given log- 
magnitude function. The Hilbert transforms are particularly useful 
in modern power processing systems because they provide both in¬ 
sight and quantitative information for the complex problem of design¬ 
ing stable closed-loop systems in the presence of undesirable switch¬ 
ing frequency spectrum components. 

10.8 BOOLEAN ALGEBRA 

It should be evident that the algebra which we use in most analysis 
does not describe the operation of certain binary processes such as 
logical switching functions. The rules under which we must handle 
such functions are quite alien to the axioms of normal algebra. We can, 
however, define an algebra which is applicable to the analysis of such 
problems although the domain, axioms and definitions in this algebra 
will be quite different from those to which we are accustomed. We 
shall relate a mathematical structure called Boolean algebra and 
discuss some of the properties of this algebra. It will become evident 
that the manipulations in this algebra are exactly those which are 
needed to describe the logical operation of switching circuits. As is 
true for many mathematical structures, the axioms of Boolean algebra 
apply to other areas. Boolean algebra is the appropriate structure 
for the algebra of logic and the algebra of sets, although we shall be 
concerned with its application to switching circuits only. 

Boolean algebra is defined on the two-element set [0, 1 ]. A 
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Boolean variable is a variable which may take on either the value 0 
or 1. Since the domain is limited to two elements, we may state the 
following concerning a Boolean variable (denoted here by upper-case 
letters): 

A 0 implies A ■ 1, 

A 1 implies A = 0. 

Two operations are defined and will be denoted by + anu • aa m 
ordinary algebra, although the interpretation of these operations will 
not be the same. As in ordinary algebra, the juxtaposition of two 
variables will be taken to be "multiplication" so that AB ¡7 A*B. In 
Boolean algebra, these operations are defined by 

0 + 0*0, 

1+0-0 + 1-1, 

1+1-1, 

0 • 0 « 0, 

0 • 1 - 1 • 0 « 0, 

1.1-1. 

(10.91) 

(10.92) 

Both operations are commutative and associative, which we may ex¬ 
press as 

A + B- B+A, 1 

AB - BA, ) 

(A + B) + C « A + (B + C), 

(AB)C - A(BC). 

(10.93) 

(10.94) 

Theorems in Boolean algebra, such as Eqns. 10.93 and 10.94 
may be proven by exhaustion. That is, we may show that the relation 
in question is true for all values of the variables involved. This 
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process is clearly applicable solely due to the finite size of the domain. 
Theorems concerning variables with an infinite number of allowed values 
clearly cannot be proven by testing all possibilities. This fact can be of 
great use in proving theorems. 

We also define a complementing operation, denoted by a bar over 
a Boolean value, by 

0 = 1, 

1=0. 
(10.95) 

With the complement thus defined, we have for a Boolean variable A, 

A = 1 when A = 0, 

A = 0 when A = 1. 
(10.96) 

A rumber of theorems which are quite useful in manipulatine 
Boolean expressions are Usted here. Their proofs, although simple, 
Will not be given. p ’ 

1 + A « 1 

1 • A = A 

0 + A = A 

0 • A = 0 

A + A = A 

A • A = A 

A + Ã = 1 

A • Ã = 0 

A + AB = A 

A + AB = A + B 

(10.97a) 

(10.97b) 

(10.97c) 

(10.97d) 

( 10.97e) 

(10. 97f) 

(10.97g) 

(10. 97h) 

(10.97Í) 

(10.97j) 
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A(B + C) » AB + AC (10.97k) 

A + BC * (A + B)(A + C) 

A + B - AB (10.97m) 

(AB) - A + B (10.97n) 

Eqn. 10.97k is the distributive law of ordinary algebra. Eqn. 
10.97^, however, has no such counterpart. Its presence here may 
be interpreted as a result of the complete duality between the two 
Boolean operations, which it is again worth stressing are not ordinary 
multiplication and addition, as some of the above theorems readily 
assert. 

As an example, let us consider the Boolean function 

(10.98) f(A, B, C) - A + B(C + A)(C + B). 

By using Eqns. 10.93, 10.94 and 10.97, we may find a simpler but 
equivalent expression. We shall proceed as follows: 

f(A, B, C) » A + B(C + A)(C + B) 

» A + B(C + B)(C + A) (by Eqn. 10.93) 

» A + (BC + BB)(C + A) (by Eqn. 10.97k) 

« A + (BC + 0)(C + A) (by Eqn. 10. 97h) 

» A + BC(C + A) (by Eqn. 10. 97c) 

» A + BCC + BCA (by Eqn. 10.97k) 

= A + BC + BCA (by Eqn. 10.97Í) 

» A + ABC + BC (by Eqns. 10. 93 & 10. 94) 

■ A + BC. (by Eqn. 10.97i) 
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This is by no means the only sequence of steps by which we may 
simpUfy the given expression, nor is the result in a unique form. 
We may desire to write the result in the form 

f(A, B, C) » (A + B)(A + C) « A + BC (10.99) 

which follows from Eqn. 10.97ji. This example should serve to il¬ 
lustrate the manipulation qf Boolean expressions. 

Now, we should like to show how Boolean algebra applies to 
the analysis of switching circuits. We consider a single pole switch 
and say the switch may be in one of two possible states - open or 
closed. If we denote the state of the switch b r a variable A, we shall 
define A by 

A « 0 when the switch is open, 

A = 1 when the switch is closed. 

We can now consider the state of the switch to be synonomous with the 
Boolean variable A. 

If we consider a network of switches between two points, as 
shown in Figure 10. 38, we may then wish to ask when there is a trans¬ 
mission path between the terminals of the network. The same letter by 
two or more switches simply denotes the fact that these switches are 
either all open or all closed. The states B and B by two switches in¬ 
dicates that one switch is closed whenever the other is open and vice 
versa. We may define a transmission function T12 for this network 

Í0, when there is no conducting path between 1 and 2 

1, when there is a conducting path between 1 and 2. 

We may then ask how we can describe T12 in terms of the states A, 

B and C of the component switches. In order to accomplish this, let 
us first consider the following simple examples. 

We may consider a short circuit as a switch that is always 
closed and, thus, its state can be represented by "1". Similarly, an 
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open circuit can be represented by "0". A conducting path exists 
through two series switches if and only if both switches are closed. 
If we denote this transmission by T and the states of the switches by 
A and B, we may then write 

T = AB. 

Clearly, the Boolean "multiplication" operation defined by Eqn. 10.92 
has the desired property. 

Similarly, if the switches are connected in parallel, the trans¬ 
mission T is given by 

T » A + B. 

Boolean "addition" as defined in Eqn. 10.91 has the desired property 
that the "sum" is 1 if at least one component of the "sum" is 1, cor¬ 
responding to the fact that a transmission is achieved if at least one 
switch is closed. 

Tims, if the operations + and • correspond to "in parallel with" 
and "in series with" and the Boolean variables correspond to the states 
of network switches then the transmission function satisfies all of the 
postulates of Boolean algebra. In such a case, aU the Theorems of 
Boolean algebra may then be used to handle transmission functions. 
For example, let us consider the theorem of Eqn. 10.97a. In terms 
of a switching network transmission, this may be stated as "the trans¬ 
mission of a switch in parallel with a short circuit is always closed 
(or a short circuit)". The remaining theorems maybe stated in an 
equivalent manner. 

Let us return now and use these results on the network in Figure 
10. 38. If we denote the transmission from a to b by Tab, we have 

Tab - B + C- 

Similarly, 

Tbc “ <A + C>. 
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and also 

\ 

Tac ' TabTbc “ <B + C»A + C'- 

Proceeding in this manner, we obtain the overall transmission 

T12 = A + B(B + C)(A + C) (10.100) 

From Eqn. 10.99, we saw that this transmission can be written 

T12 - A + BC (10.101) 

By reading " + " as "in parallel with" and "• " as "in series with", we 
may realize the transmission function in Eqn. 10.101 as shown in 
Figure 10. 39. Given any states for A, B and C this switch network 
has a transmission identical to the network in Figure 10. 38, even 
though it is much simpler. 

As a synthesis example, let us find a switch network such that 
there is a transmission through the network if two and only two of 
three switches are in the "1" state. We allow a switch to control any 
number of contact sets, all of which are operated together. If we de¬ 
note the three independent states by A, B and C, we may set up the 
following table defining the desired transmission T: 

1 
2 
3 
4 
5 
6 
7 
8 

Looking at line 4, we see that T = 1 when (A, B, C) “ (0, 1, 1). An 
expression in A, B and C which has the value one for the given values 

ABC T 

0 0 0 
0 0 1 
0 1 0 
0 1 1 
l 0 0 
1 0 1 
1 1 0 
1 1 1 

0 
0 
0 
1 
0 
1 
1 
0 
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of A, B and C and zero otherwise is seen to be ABC. Similarly, the 
expressions giving T = 1 for lines 6 and 7 are ABC and ABC respec¬ 
tively. Since we desire T = 1 if any one of these combinations is one, 
we write 

T = ABC + ABC + ABC (10.102) 

which is easily shown to yield the values in the above table. A switch 
network which realizes this transmission is shown in Figure 10.40. 

In this network, let us consider the effects of joining nodes 4 
and 5 and nodes 6 and 7 as indicated by the dotted lines. Clearly when 
A « 1, nodes 4 and 5 are connected through the switches and we have 
not disturbed the transmission function by joining these nodes. When 
A « 0, any path through the 4-5 connection cannot pass through A 
(since it is open). The only other pathsjmchiding the connection between 
nodes 4 and 5 must pass through B arid B in series. Since one of these 
is always open, we conclude that the transmission function is unaffected 
by connecting nodes 4 and 5. A similar argument will show that con¬ 
necting nodes 6 and 7 is also allowed. By connecting these nodes, we 
have paralleled two A contacts, which we may replace by a single A 
contact, and similarly for C (by Eqn. 10.97e.). The resulting network 
is shown in Figure 10.41. 

Consider the double-throw switch shown in Figure 10.42 with the 
switch position described by A as shown. We may easily see that the 
transmission functions for this three-terminal device are given by 

T12 * A 

T23 " °' (10.103) 

Using this result, we may then realize the switch network in Figure 

10.41 by the network in Figure 10.43. Comparing this with the net¬ 
work in Figure 10.40, we observe that the desired transmission can 
be realized by two single pole, double-throw switches and one double- 
pole, double-throw switch. Note from Figure 10.41 that this realiza¬ 
tion is not a se ries/parallel network. 
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These simple examples are obviously not intended as an ex¬ 
haustive study of Boolean analysis and design, but they should serve 
to indicate the basic concepts involved in combinatorial switching 
circuit analysis. 

Sequential Switching Circuits 

In the preceding examples, we assumed that the switch states 
were given and the desired network transmission was to be found. 
One parameter which we did not consider was time - that is, we as¬ 
sumed no time dependence or sequencing in the networks. Networks 
whose behavior can be described solely as a function of switch states 
are called combinatorial. 

Another class of switching networks has properties which depend 
on time relationships in the networks. For this class, the state of a 
network will be a function of the "input" states and also a function of 
the past history of the network. Such networks, called sequential 
switching circuits, are encountered in computers and relay circuits. 
The complications arising in sequential circuit analysis are due to the 
interdependence of various switches in the network. The dependent 
nature of sequential circuits gives these circuits their interesting 
properties - and problems. 

The salient features of sequential analysis are perhaps best 
illustrated by means of an example. We consider the relay network 
shown in Figure 10.44. Here there are two multipole "input" switches, 
A and B, whose positions are determined independently of any of the 
network properties. We assume that all the A labeled switches are 
in the "A" position when A = 1 _and in the "Ä" position when A = 0, 
and similarly for B. The C|- contacts are operated by relay coil 

Kj and the - C 2 contacts by relay coil K^. These relay contacts 

will be in the complemented positions (Cj or C2) when the corresponding 

coils are not excited. The interesting properties of this network are 
due to the effects of the relay contacts on the relay coil excitations. 

We can observe that the voltages and currents in the coils at 
any time are uniquely determined if the positions of all switches 
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(including relay contacts) are known at that time. Thus, for any set 
of switch contact states at time t, we may calculate the relay coil 
excitations at time t in terms of these contact states. At this point, 
we shall use Kj and as Boolean variables describing the excitation 

of the respective relay coils, so that = 0 when relay coil is not 

excited and = 1 when the coil is excited. From Figure 10.44 we 

see that = 1 if and only if there is a transmission path from node 

1 to node 2, so that we may write 

and similarly, 

The two networks defining these transmissions are not series/parallel 
networks, so that the previous technique of writing transmission functions 
is not applicable. Even so, we may write the transmission functions by 
taking the Boolean sum of aU possible paths through the network. A 
moments reflection will show that this method does indeed yield the 
correct transmission, since if all switches in a given path are closed, 
then the corresponding Boolean term will be one and the transmission 
will be one, and if at least one switch in every path is open, then the 
transmission will be zero since every term in the written sum will be 
zero. 

At time t, we shall denote the positions of the switches in the 
network, including relay contacts, by A(t), B(t), C^(t) and C^it). 

These variables are, of course, still Boolean variables and their 
complements A(t), B(t), etc. are defined in the usual manner. With 
this notation, we may then write the state of the coil Kj at time t as 

K^t) = AMC^Bit) + ÃlDC^tKyOBÍt) + A(t)C2(t)B(t) 
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Note that the last term in this expression contains the product C^C. , 

which is always zero, so that this term may be dropped from the sum. 
In the network, this says that there is no transmission between the two 
sides C2 and C2 of the switch, as we saw previously from Eqn. 10. 103 

and Figure 10.42. Using this fact, we may write Kjit) and K2(t) as 

K1(t) = A(t)C (t)B(t) +Ä(t)C (t)C (t)B(t) + A(t)C (t)B(t) 
» ¿ 2 

K2(t) -= A(t)B(t)C2(t) + + Ã(t)C1(t)C2(t) 

+ A(t)B(t). (10.104) 

The positions of the relay contacts are determined by the coil 
excitations, so that the contact positions on the right sides of Eqn. 
10.104 are, in fact, functions of tne terms on the left sides. Here 
is where the time element becomes important in our considerations. 
Let us assume that at a certain time t, we have K^t) « 1 and 

C^t) = 0. (We do not worry about how Cj happens to be open at this 

time, we just assume this state.) V/ith K^t) » 1, we have coil 

excited which will then close the Cj contacts. In any relay system 

(or physical system), there will be some finite delay before the 

contacts close due to the influence of the coil. If we assume that the 
relay has an operate time 6, then we may state that the contact position 
is given by the coil excitation state with a delay Ô. Thus, we have 

Cj (t + 6) = (t) 

C2 (t + 6) = K2(t) 

assuming the parameter 6 is appropriate to both relays. 

(10.105) 

Let us assume that A(t) - 0 (always in the A position), B(t) = 1 
(always in the B position) and that Cj *= C2 « 1 at t = 0. With these 
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values, we have the coil excitations from Eqn. 10.104 given by 

KjU) = 0, 

K2(t) • CjWC^t), (10.106) 

or 

K^O) - 0, 

K2(0) - 1. (10.107) 

From Eqns. 10.105 and 10.107 we see that the contacts remain un¬ 

changed and that after a time Ô, the contacts change state, so that 

C^Ô) - 0, 

C2(Ô)=1. (10.108) 

Now, from Eqns. 10.106 and 10.108, we obtain 

K^ô) - 0, 

K2(6) = 0. (10.109) 

The excitation to K2 is removed and from Eqn. 10.105, we have that 

C^ZÔ) - 0, 

C (26) = 0. (10.110) 
Cê 

Let us consider what has happened. From the state at t = 0 (which we 
may assume was constrained until t * 0 by some unseen demon) relay 
contacts Cj opened after a delay 6 removing the drive from coil K2. 
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After another operate delay Ô, the C 2 contacts then opened. Eqns . 

10. 105, 10.106 and 10.110 will show that both Cj and remain open 

with no further relay operations (as long as A and B do not change). 

If at some later time the inputs A and B assume different states, 
the reduced expressions for K^t) and K2(t) may be found from Eqn. 

10.104 and the resulting sequencing calculated. This procedure may 
be followed for any input time history of (A, B). 

We observe from the above discussion that the contact states at 
a time t + Ô are uniquely determined by the coil excitations at time t, 
which themselves are uniquely determined by the input and contact 
states at time t. Knowing the latter, we may then determine the con¬ 
tact states at time t + Ô. In the present example, we may eliminate 
Kj and K2 from direct consideration by combining Eqns. 10.104 and 

10.105 to obtain 

Cjtt + 6) = AWBWCjit) + A(t)B(t)C, (t) 

C2(t +6)- A(t)B(t)C2(t) + A(t)C 1(t)C2(t) 

+ ^(1)0^1)0^) +Ã(t)B(t). (10.111) 

If we think of a space with each possible combination of values 
for A, B, Cj and C2 represented by a distinct point representing that 

state, then the state at time t, corresponding to some point in this 
space, will define the state at time t + 6, also corresponding to some 
point in the space. Thus, for any initial state, we may pictorially re¬ 
present the time sequencing of the network by indicating for every state 
the state which is assumed in the next time interval. This is easily 
done by an arrow from a state to the next state assumed. Such a 
picture for the above example is shown in Figure 10.45. We associ¬ 
ate a time 6 with each arrow since this is the time assumed for each 
transition of relay contacts. Note that we draw a relay state diagram 
for each AB state. The arrows show transitions only in a horizontal 
direction, which we expect since a change in the relay states cannot 
affect the states of A and B. We shall also assume that a change in 
the AB state is much faster than the relay operate time, so that any 
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such Change will correspond solely to a vertical motion in the state 
table, with any subsequent horizontal motions (corresponding to relay 
operations only) occurring later. 

There are a number of important features which may be obtained 
from such a map. First, the state transitions due to any input time 
functions A and B can be written down immediately from the graph. 
Second, the state diagram shows all possible transitions and states 
and not just those corresponding to normal operation. Undesirable 
operating modes, which may not occur during normal operation, will 
show immediately on such a diagram. Stable states, in which the 
system will remain indefinitely as long as the inputs remain fixed, also 
show immediately from the state graph. 

We shall use the state graph in Figure 10.45 and follow the trans¬ 
itions calculated above. We had assumed that A(t) = 0, B(t) = 1, 

C1(0) = C2(0) 3 U This corresponds to the state denoted by point 7. 

We see that this state is not stable, and that the network assumes the 
state b LCj, C2 = 01 ] after a time Ô, corresponding to the Cj contacts 

Staí i® n0t Stable either and the network assumes the 
state b [U ^ C ¿ « 00 J after another operate time, during which the C 

contacts open. We see that this state is stable and the network will 
remain in this state until the inputs A and B change. 

Let us suppose that now A changes to 1. This means an input 
state change during which time the contact state remains the same. 
Since the network was at the state point 5, the change in A causes the 
network to assume the state 13. This is an unstable state and the net- 
work changes to the state 14, which is stable. Now, let us suppose 
that the physical system represented by this state diagram is dropped, 
causmg the C j contacts to temporarily close. (This essentially can be 
modeled by the input state and a set of initial conditions on C1 and C.,. ) 

If Cj closes, then the network is forced to the state 15 from the state 

14. This state is unstable and the network goes to state 16, correspond¬ 
ing to C2 opening. However, this state is also unstable, and we see that 

C2 closes and the network again assumes the state 15. Thus, we see 

that the system oscillates between states 15 and 16, corresponding to 

287 - 



"chattering". Clearly, this is an undesirable occurrence. Further¬ 

more, it is one which would not be evident by following the "normal" 
operation of the system, but is readily evident in the closed-loop present 
in the state diagram. 

The same trouble could be encountered in another manner. As¬ 
sume the system is in state 14 and that B is momentarily opened (perhaps 
due to some intermittent connection). The network state will jump to 
state 10 and then proceed through states 11 and 12 toward state 9. If 
B closes while the network is in either of the states 11 or 12, then the 
network will be trapped in the oscillation between states 15 and 16. 

This example should be sufficient to point out some of the hazards 
which may be encountered in sequential circuits which would not cause 
any problems in combinatorial circuits. Of course, the results ob¬ 
tained from the models of either type of circuit will depend on the ac¬ 
curacy of the models. In combinatorial circuits this is not usually a 
problem. In sequential circuits, however, the timing and sequencing 
of contacts is extremely important and can often be poorly modeled. 
One point which should be considered (which was not done here for 
simplicity) is the choice of a proper model to use for a contact, i.e., 
malte-before-break or break-before-make. Also, the operate and re¬ 
lease times of a relay may be different and also distinct from those of 
other relays. Such limitations might have us place certain constraints 
on the types of transitions mat we allow in the state table. For instance, 
we may require that any single transition between states involve a change 
in only one variable. It is these kinds of limitations and constraints 
which make sequential analysis more complex than combinatorial 
analysis and far more challenging. 
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11. COMPUTER AIDED DESIGN AND A PP LI CA TIO N 

In designing or evaluating any system, it is essential to be sure 
the values of the many parameters involved are chosen so the system 
will perform as desired over the range of operating conditions and 
manufacturing tolerances expected. There appear to be two ways 
this determination can be made. One is to build the proposed system 
and perform sufficient tests until it can be assured of operating as 
desired. The other way is to construct a mathematical model which 
accurately predicts the behavior of the system and perform sufficient 
analysis of the model to insure proper operation. In instances where 
system limitations are to be studied, the model must accurately re¬ 
flect the non-ideal nature of many of the system components. Both 
techniques offer advantages, and any serious attempt to evaluate a 
complex system will use a mixture of both analysis and testing. The 
decision when to apply which method is a matter of engineering judge¬ 
ment. Mathematical analysis must be coordinated with experimental 
measurements to verify its validity. The success of analysis is ab¬ 
solutely dependent on the accuracy with which the models chosen pre¬ 
dict behavior. 

Computational difficulty usually increases rapidly with increas¬ 
ing model complexity. Very often adequate results about one aspect 
of system performance may be obtained from an appropriately simpli¬ 
fied model, with different models being used for different aspects of 
performance. The model used need only reflect accurately the phenom¬ 
enon or parameters being investigated. Use of such an ad hoc model 
can often yield excellent results with huge savings in computational 
effort. The selection of an analytical model for a system or sub¬ 
system is thus an important step, and one to which considerable fore¬ 
thought should be given. 

Computer-aided design and evaluation of power processing systems 
involves the bringing together of three key factors. 

1) The models of the system's internal circuitry and its inter¬ 
action with source and load, and also models of its response 
to the various environmental factors which affects its opera¬ 
tion, such as heat, humidity, shock and vibration. Many of 
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the device and subsystem models will be constructed out 
of consideration of the fundamental physical principles 
involved, and others will be constructed on the basis of 
experimental evidence obtained from the device or sub¬ 
system. An example of the former process is the hybrid - 

model of the bipolar transistor, while its h or y para - 

meter representation is an example of the latter technique. 

2) A collection of algorithms, for automating the solution 
process for the problems represented by the models. 

These algorithms are the sets of rules in which the 
mathematical methods used to solve the problems are em¬ 
bodied. An example of such an algorithm is the Runge- 
Kutta method of solving ordinary differential equations. 
The algorithms are coded into the computer programs for 
solving the models. 

3) The system program. This program allows the analyst to 
have free and rapid access to the algorithms, and allows 
him to enter the parameters of the problem and obtain the 
results of the analysis in a manner and language fú. iM'ir 
to him. 

11.1 MATHEMATICAL REQUIREMENTS 

All of the models which are developed to analyze the power pro¬ 
cessing system can be classified into a relatively small number of 
types according to their mathematical structure, and to some extent 
the physical nature of the phenomena they model. The largest class 
of models encountered in power processors is lumped parameter 
networks. Included in the class of lumped parameter networks are 
ordinary electrical circuits and many kinds of mechanical, acousti¬ 
cal and thermal systems. These systems are represented by or¬ 
dinary differential equations. Lumped parame ter networks are of 
two kinds, linear and nonlinear. This distinction is made because 
of the differences in analytical techniques often employed in treat¬ 
ing the two kinds. General nonlinear techniques, which are es¬ 
sentially special techniques for linearizing nonlinear equations, work 
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r solving linear networks, but not conversely. There is a subclass 
of lumped parameter network models that is very important in power 
processing system analysis. This subclass consists of network ele- 
ments which themselves are n-port networks which are completely 
c aracterized by their terminal characteristics. Such a generaliza¬ 
tion of the lumped parameter network is important to perform analysis 
on a system block diagram level. 

The other large class of models are those governed by partial 
i ferential equations. These are representative of distributed systems 

such as generally encountered in heat transfer mechanisms, certain 

electromechanical interactions (as induction machines), most acoustic 
phenomena, and most phenomena involving elasticity, wave propaga¬ 
tion and vibrations in continuous media. The most critical application 
of these models in power processing systems will be to the thermal 
analysis. 

The third type of model is a Boolean model of the binary type 
ogic functions applicable to problems of the switching and control 

iunctions of some powe r procès sing systems. 

Probabilistic models arise in reliability studies of the equip- 
ment. * ~ 

Recently, there has been a great deal of development of com¬ 
puter programs for analyzing lumped parameter networks. These 
differ widely in the complexity of problems they can solve. There 
are two basic kinds of programs. The most general kind solves the 
problem in the time domain usually using the state variable approach 
These programs are usually adapted to nonlinear networks by chang¬ 
ing the parameter at each of the computational time increments ac¬ 
cording to the particular nonUnear constituient relationship involved 
treating the problem as a linear one at each time increment. The 
o her basic type of program performs a frequency domain analysis 
ot linear, time invariant systems. 

The network solving programs are divided into two parts. The 
first part generates the differential equations (or the Laplace trans- 
orms of the equations, in the case of frequency domain analysis) 
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from the network topology and the branch constituient relations. The 
other part is the algorithm for solving the differential equations. 

The kinds of distributed parameter problems encountered in 
power processing system analysis are fairly limited to those of the 
following forms: 

Diffusion and heat transfer: 0io Vs 0 a 
o t 

Wave propagation and dispersion: « V 8 V 2 0 
òt8 

+ $ (x, t) 

These are classical equations in physics and engineering, and tech¬ 
niques for solving them on a computer have been studied extensively. 

Much effort has been expended toward automating logic design 
and analysis, and some of that work is quite applicable to analyzing 
the binary control sections of power processing systems. Breuer 
has compiled an extensive bibliography on the subject.* 

11.2 INPUT - OUTPUT REQUIREMENTS 

As a practical matter, the system programs and input-output 
techniques developed for this kind of analysis are an integral part of 
the program which implements the particular mathematical method 
adopted (e.g., state variable analysis in the time ’omain). The dis¬ 
tinction is made between the two programming levels, input-output 
control programs and equation solving programs, because they are 
fundamentally separable. Decisions as to how each level is mechan¬ 
ized in practice are based on quite different considerations. Never¬ 
theless, the close interaction required between the two levels compels 
them to be integrated in any actual computing system. 

* Bibliography I, Reference 123. 
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The sophistication of the control program depends largely on 
the extent to which the evaluation process is to be automated. At the 
simplest level of the automation process, we have the engineer using 
the computer as a calculating machine. The engineer decides what 
is to be evaluated and chooses the way to decompose and model the 
system, then picks an appropriate analysis program and puts it on 
the computer, which performs the calculations for him. A catalog 
would be provided containing lists of performance specifications to 
be evaluated, modeling techniques and procedures and analysis pro¬ 
grams available. The control portion of the computer-aided evalua¬ 
tion program would then consist of the above mentioned catalog and 
user instructions for the analysis programs. 

The minimum level of input-output sophistication for the analysis 
programs should be such that all information required to run the an¬ 
alysis program except the specification of the model and its param¬ 
eters be generated by the control portion of the program. This would 
include provisions internal to the program for determining a compu¬ 
tational time increment, for example. The user should have only to 
concern himself with the details of the problem statement and model, 
not with the exigencies of the computing process. 

The engineer would still be faced with the task of interpreting 
the results of the analysis and of assaying the system as being of good 

In evaluating a power processing system, it is desirable to com¬ 
pute various performance indices. Examples are Une and load regula¬ 
tion, ripple, efficiency, transistor junction temperature versus am- 
lent temperature, load and input voltage, component operation within 

specifications, probability of second breakdown under various operat¬ 
ing conditions, losses in magnetic structures, mean time before fail¬ 
ure, and the sensitivity of these factors to changes in component values. 
The next step in the control program's sophistication might be to plan 
it to output these indices directly after being given only the relevant 
model parameters. The control program could, for example, in cal¬ 
culating transistor junction temperature rise under worst case condi¬ 
tions, call for the relevant algorithm to analyze both the thermal model 
and the electrical model (which interact), taking the necessary results 
from each analysis and outputting only the desired temperature rise. 
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The capacity for such operation would require the control program 
to be able to call upon a number of analysis programs and provide 
them with the required data, and must be able to handle the inter¬ 
action between various programs, such as electrical and thermal 
analysis . 

The highest level of automation would have the operator feed 
information contained on block diagrams and schematic diagrams 
along with component values, characteristics and limitations, and 
structural data to the control program. This program would then 
perform the task of completing the modeling and deciding on the com¬ 
putational program appropriate for each stage of the analysis and 
putting it into operation. 

Such a control program must be able to identify a model by the 
type of mathematical method used to solve it. It must be able to 
handle a block diagram type analysis, and it must be able to accept 
input and produce output in engineering terms. The computer must 
be able to call for specific experiments on a system prototype to aid 
the analysis or verify the results. 

11.3 SURVEY OF COMPUTER AIDED DESIGN PROGRAMS 

At this point, a survey of work on computer-aided design is 
appropriate. Most of the efforts applicable to power processing 
systems have dealt with lumped parameter networks. The research¬ 
ers have proceeded by taking an analysis technique which is suitable 
for computer analysis and powerful enough to handle the desired class 
of networks and outfitting it with a control program and input-output 
devices which meet their requirements. 

NET-1 was developed by A. F. Malmberg, et al., at the Los 
Alamos Scientific Laboratory of the University of California (1964). 
It is a network analysis program which does both dc steady state and 
transient analysis of networks containing linear time invariant re¬ 
sistors (up to 400), capacitors (400), and inductors(400), including 
mutual coupling, and also containing junction diodes (40) and junction 
transistors (40), signal sources (63), and fixed voltage sources (63). 
This program can determine the effect of varying circuit parameters. 

- 294 - 



Parameters of transistors and diodes are stored in an internal library 
by device JEDEC type number. Transistors and diodes are the only 
nonlinear devices admitted by NET-1. This program operates in a 
baten mode only and uses a time domain method of analysis. Output 
is in tabular form. There is an advanced version of NET, NET-2, 
which has all of the features of NET-1 and, in addition, can perform 
variational analyses and Monte Carlo analysis and has provision for 
graphical output. 

ECAP is an Electronic Circuit Analysis Program written by G. 
R. Hogsett of I. B. M. Corporation (1965) and exists in versions for 

thel.B.M. 1620 and SYSTEM/360. It is a collection of three programs 
to perform dc analysis, ac analysis and transient analysis. The dc 
analysis program admits linear resistors, fixed independent voltage 
and current sources, and dependent current sources. The ac analysis 
is performed in the frequency domain and admits linear time invariant 

, Li, C s, mutual inductances, independent sinusoidal sources and de¬ 
pendent current sources. The transient analysis program admits linear 
R, L, C s (no mutual inductances), fixed or time varying independent 

sources, dependent current sources and switches . Nonlinearities are 
treated in the transient analysis program by switching branch param- 
e er values as functions of branch voltage or current. The 1620 version 
can handle 20 nodes and 60 branches. The SYSTEM/360 version can 
handle up to 50 nodes and 200 branches. Output is in tabular form. 

More recent work in this area has produced some outstanding 
results. On-line circuit design, a technique which uses time sharing 
computers, allowing the engineer to interact with the computer con¬ 
tinuously as if he were the only user. Significant progress has been 
made, resulting in programs such as AEDNET and CIRCAL both de¬ 
veloped at M. I. T. AEDNET simulates networks whose elements are 
nonhnear. time-varying ressors; capacitors; inductors; and dependent 
and independent sources. The nonlinearities may be specified either 
by a table or by an analytical expression. The input-output is through 
either a teletypewriter console or oscilloscope display. Using the 
oscilloscope display data about planar networks is entered as a sche¬ 
matic diagram drawn on the oscilloscope face with a light pen The 
output is either tabular, or as graphs of voltage or current ve'rsus time, 

works" VaTrha, another- AEDNET has the capacity net¬ 
works. That is, a network may be specified and then later, imbedded 
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in a larger network. In this way, equivalent circuits of devices may 
be entered and identified and used as elements of other circuits with¬ 
out having to redraw the model each time the device (e. g. , a transistor) 
is used. The program permits study of parameter variations. CIRCAL 
retains all of the features of AEDNET and, in addition, has been re¬ 
fined by adding several features and expanding the class of networks it 
can solve. Most particularly, from the point of view of power proces¬ 
sing system analysis, the latest version of CIRCAL admits network 
with other dynamical elements than inductors and capacitors and, also, 
has provisions for block diagram analysis. 

11.4 REQUIRED DEVELOPMENTS IN COMPUTER AIDED DESIGN 

PROGRA~MS 

This list of computer-aided design programs is representative of 
the few hundred batch programs and the few time sharing systems now 
available, using more than thirty methods of solution. It is found from 
a study of these programs that most of the analytical techniques neces¬ 
sary to analyze power processing systems are already embodied in 
various computer programs. To make computer-aided evaluation of 
power processing systems practical, the size of networks that general 
purpose systems such as CIRCAL (CIRCAL is presently limited to net¬ 
works with 20 nodes and 50 branches) can handle must be increased. 
Capability for general block diagram analysis must be expanded. The 
need for an on-line time sharing system is seen to vary inversely with 
the degree of automation employed. The more human supervision and 
intervention is required in the evaluation process, the more essential 
is the fast man-machine interaction afforded by on-line facilities. 

In adapting these computer facilities, more study of the analyti¬ 
cal requirements of power processing systems is needed. From this 
study will come ways of partitioning the system and organizing the 
analysis so that a supervisory program can be written which will co¬ 
ordinate and direct the process, calling on different analytical tech¬ 
niques as needed. Usable models which account for the non-ideal be¬ 
havior of devices and materials used in power processing systems 
must be obtained. Ways of predicting reliability, making maximum 
use of both theoretical and experimental evidence, must be developed 
and worked into the program. 
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Once developed, the computer-aided design analysis of power 
processing systems can be adapted to other types of equipment with 
a resultant increase in quality of equipment in the field. 
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12. ANALYSIS OF A TYPICAL POWER PROCESSOR 

In the previous chapters, we have described a procedure where¬ 
by power systems may be successively partitioned into smaller 
sections until blocks at the circuit level are reached. In this chapter, 
we shall apply this procedure and some of the analysis techniques 
previously described to an analysis of a specific power processor. 
We should note that we are attempting only an analysis and not an 
evaluation. An evaluation must include a comparison of actual be¬ 
havior with desired behavior together with some value judgements 
based on appropriate criteria. However, an understanding of the 
operation of a system is essential if an evaluation must be made. 
The following pages will describe only the operation of a specific 
power processor. 

The unit we shall consider here is the U. S. Army PP4125 ( )/U 
battery charger, which is shown in Figure 12. 1. The charger is de¬ 
signed to work from a nominal 28 vdc prime source and to charge 6 
volt and 12 volt batteries at a preselected current in one of three 
charging modes. 

The first step in the analysis of this power processor is to iden¬ 
tify the basic power converter (s) and the auxiliary circuitry. Refer¬ 
ring to the schematic in Figure 12.2, we see that the circuitry on the 
extreme bottom and left of the schematic in some manner serves to 
ultimately control the relay K4. This relay in turn controls the con¬ 
nection of the circuitry in the upper right part of Figure 12.2 to the 
prime power input and the device output. This latter portion of the 
circuit is that part which performs the actual power conversion of 
the unit and is, therefore, a basic power converter of the PP4125. 
The remaining circuitry serves solely to connect (via K4) the basic 
power converter between the source and load at certain times and this 
can be classified as auxiliary circuitry. This partitioning is illus¬ 
trated in Figure 12. 3. 

Each of these sections may be further divided into distinct, 
functional blocks. Such a division into separate circuit blocks is 
shown in Figure 12.4. Each section shown here is seen to be a por¬ 
tion of the entire circuit which maybe analyzed independently of the 
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FIGURE 12.1

U. S. ARMY PP4125 ( )/U BATTERY CHARGER
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other sections. These sections are shown here for reference and will 
be justified later after an appropriate analysis. 

The partitioning shown in Figure 12.4 has divided the system 
into blocks which are simple enough to allow a feasible and meaningful 
circuit analysis. We shall determine the characteristics of each of 
these blocks separately and then use these derived characteristics to 
determine the terminal properties of the entire system. A flow chart 
illustrating the analysis procedure is shown in Figure 12.5. Note 
that partitioning is performed at various levels until the circuit level 
is reached. Analysis techniques are then utilized to determine the 
properties of the various levels starting at the circuit level and end¬ 
ing at the system level. 

The device and component models we shall use in this example 
will be quite simple and idealized. Some of the models and values 
used in the following analysis have been deduced from measurements 
made on the unit since some of the required information was not 
initially available. Wherever possible, this information is shown in 
Figure 12,2. In order to simplify our analysis, we shall assume 
that transistor speed limitations are not important, that they have 
high beta, and that base emitter voltages may be neglected except as 
specifically noted in the analysis. The nonlinear magnetic elements 
will be modeled by ideal square loop B-H characteristics. Although 
some of these assumptions may not seem realistic, the results ob¬ 
tained by using them are sufficiently accurate to reflect the nature 
of the circuits in the battery charger and these results are borne 
out by actual circuit operation. The latter statement is the key to 
the modeling process since we need only use a model sufficiently 
realistic to predict device behavior to the desired accuracy. 

i2*1 AUXILIARY CIRCUITRY 

Auxiliary Regulator 

Having identified the various circuit blocks, let us proceed with 
an analysis of the auxiliary circuitry. We shall consider the auxiliary 
regulator first. This circuit, shown in Figure 12.6, consists of a 
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FIGURE 12.6 

AUXILIARY REGULATOR 
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voltage reference and an emitter follower. For the moment we shall 
assume that the supply Vg is greater than 15 volts, so that the voltage 

at the base, v^, is given by 

vb * vz + vd 

where vz is the zener voltage (15 volts nominally) and is the forward 

drop in diode CR9, The output voltage v0 is given by 

vo ' vb - vbe ' vz + (vd - vbe' i12-1’ 

where v^ is the base-emitter voltage of Q5. To a first order approxi¬ 

mation, v^ V|Je, so that 

V ^ V 
o z (12.2) 

From Eqn. 12.1 we see that any change in the quantity (v^ - v^e) 

will appear as a change in the output voltage v0. Assuming essentially 

constant loading on the auxiliary regulator, changes in will be due 

mainly to temperature variations. The diode voltage v^ may change 

due to temperature variations or diode current variations. The diode 
current is given approximately by 

d 1300 

The current i^ can change by a factor of 2.4 maximum for the specified 

input range (22-32 volts). At room temperature, this will produce a 
maximum diode voltage change of approximately 22 mv. The zener 
has a nominal impedance at these current levels of approximately 20 
ohms. Therefore, a variation in line voltage from 22 to 32 volts will 
cause a zener voltage change of approximately 200 mv, which is seen 
to be the dominant error term. Small errors may also be produced by 
temperature variations between diode CR9 and transistor Q5 due to 
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their different power dissipations, but any such changes should be in 
the millivolt region and will be small compared with the zener temper¬ 
ature drift. Accounting for various errors, the auxiliary regulator 
should provide 15 vdc at approximately 2% regulation for line and 
temperature variations. 

Transition Voltage Sensing 

The transition voltage sensing circuit is shown in Figure 12.7. 
By inspection, we see that it consists of two parts - a voltage refer¬ 
ence and a comparator. The entire circuit works from the internally 
regulated 15 vdc line. 

Let us consider the simplified reference amplifier, shown in 
Figure 12.8, with the feedback removed. Q15 is a reference device 
with an integral zener diode. The device starts to conduct when the 
base voltage exceeds 7 volts (nominal). Thus, if v. is less than 7 

volts, Q15 is cut off and vQ =*■ 1 5 volts. As v. increases past 7 volts, 

Q15 begins to conduct, producing a drop in the collector voltage and 
a corresponding decrease in v0. For simplicity, we shall assume 

an infinite gain in Q15 which gives the v. - vq relation shown in Figure 

12.9. The resistive feedback divider places another constraint on v. 

and vo. Again, referring to Figure 12.8, we have the feedback network 

constraint 

Vi = av0, 0.7 * a< 0.8 (12.3) 

where a = 0. 7 when the wiper of R43 is toward R44 and a - 0.8 when 
the wiper of R43 is toward R42. This relation is also plotted in Fig¬ 
ure 12.9 for the two extreme values of a. When the feedback loop is 
closed, as it is in the circuit, both of the above constraints must be 
satisfied. Therefore, the output voltage may be found from the point 
of intersection of the two plots. As the wiper of R43 is moved, we 
see that the nominal range of v^ is given by 

8. 75 * vQ £ 10 volts (set by R43). (12.4) 
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FIGURE 12.9 

REFERENCE AMPLIFIER TRANSFER AND 
FEEDBACK CHARACTERISTICS 

REFERENCE AMPLIFIER TRANSFER AND FEEDBACK 
CHARACTERISTICS WITH TOLERANCES 

- 310 - 



If we account for possible tolerances in the resistive divider (5%) and 
the reference voltage of Q15 (5%), we find that the coefficient a in Eqn. 
12. 3 can be guaranteed to lie in the range 

0.72 £ a £ 0.79. (12.5) 

Figure 12. 10 shows the possible output voltage range vQ which can be 

observed when accounting for various component tolerances. We see 
that the output vQ can always be set to 9. 3 volts but that guaranteeing 

a different value requires tighter component tolerances. Although the 
probability is quite small that all tolerances will be such to yield this 
case, the problem may be entirely eliminated by allowing a larger 
range of adjustment, perhaps by using a 500 ohm pot for R43 instead 
of the present 200 ohms. 

The actual value of the transition voltage is selected by the wiper 
of R47, a front panel control which forms part of a resistive voltage 
divider from the regulated output vQ of Q16. As we shall see, the de¬ 

sired voltage range at the wiper of R47 should be from 6.75 volts to 
9.25 volts. From Figure 12.7, we see that the maximum value of 
voltage at this wiper occurs when the wiper is toward the emitter of 
Q16, and that this voltage will be the regulated reference voltage vQ 

determined above. Thus, R43 must be set to provide 9.25 volts at the 
emitter of Q16 and it is with this setting in mind that an increased ad¬ 
justment range with R43 is desired. 

A voltage of 6.75 volts is desired at the wiper of R47 when this 
wiper is toward R48. This requires 

R48 + R49 ^ 6. 75 

R47 + R48 + R49 9. 25 (12.6) 

which gives 

R48 + R49 = 2.7k. (12.7) 

R48 is presently a 2.7k fixed resistor which leaves almost no room 
for component tolerances. In the device tested here, the Ik ohm trim¬ 
mer R49 was set to approximately 50 ohms. A value of R48 which is 
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within tolerance but above the nominal 2.7k ohm value could make it 
impossible to accurately set the lower threshold. If R48 is lowered 
to 2.2k ohms, then the Ik ohm trimmer R49 would provide a ± 500 
ohms allowance about the nominal 2.7k ohm value and should not 
present a calibration problem. 

Now let us consider the comparator circuit shown as a simplified 
schematic in Figure 12.11. Using the indicated nomenclature, we see 
that for e < Vr , the right side of Q19 and, hence, Q18 are both cut off. 

If we also have e < 6. 2 volts, then the zener diode CR28 will not con¬ 
duct and we have 

Vj » e, e < 6.2 < Vr . (12.8) 

For 6.2 < e < Vr , the zener will conduct current and maintain an 

essentially constant voltage. In this region, we then have 

V1 -6-2+-^-6.2) 

» 6.2 + .04 (e - 6.2), 6.2<e<Vr. (12.9) 

For e > Vr , the right side of Q19 will conduct and, assuming a large 

gain, Q18 will saturate for all e > Vr. Thus, 

Vj - 15, e - Vr. (12.10) 

The e - v^ relation described by Eqns. 12. 8 and 12. 10 is plotted in 

Figure 12. 12. This is the forward transfer constraint on e and Vp 

There is another constraint on e and vj dictated by the feedback 

network consisting of R54, Ra and Rg. When the voltage range selector 

switch (S4) is in the 6 volt position, the charger sensing line is connected 
to the junction of R57 and R58, yielding Rg = 0 and vg = v^, where v^ 

is the voltage to be sensed. For this case, we may write 

e 
470 ^ 4 
-vb + - 
474 D 474 

vl- (12.11) 
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<q,7>\ 
Closed 
when 

v0>Vr 

Comparator 

with 

Threshold Vr 

Charger 
Output 

■+— Vr 

FIGURE 12.13 
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When the voltage range selector is in the 12 volt position, the 
voltage to be sensed, v^, is connected to the top of a resistive divider 

formed by R57 and R58 (shown in Figure 12.7). The values of Rg and 

v8, the Thevenin parameters as seen looking back from R56, are then 

given by Rs ■ 5k ohms and v8 , *vb. We then have 

e 470 

479 (12.12) 

For the moment, we shall assume that the voltage range switch 
is in the 6 volt position so that Eqn. 12.11 must be satisfied. Given a 
value of vb, we may find e and Vj from Eqn. 12.11 and the Vj - e con¬ 

straint shown in Figure 12.12. The relation in Eqn. 12.11 is illustrated 
in Figure 12.12 for three different values of vb< For vb < 6, the inter¬ 

section occurs at a point A to the left of e - Vr. As vb increases, the 

point of intersection moves toward point B, where e « Vr and 6.2. 

A further increase in vb forces the point of intersection to C, where 

vj ■ 15v. The critical value of vb is that which corresponds to point 

B. Solving for this value, we obtain 

vb ■ 1.008Vr - 0.051 (6 volt range). (12.13) 

Similarly, we may obtain the result 

vb * 2(1.034Vr - 0.228) (12 volt range). (12,14) 

The expression in Eqn. 12.14 is not exactly twice that in Eqn. 12.13, 
but the error due to this factor should not exceed about 15 mv. 

Now, referring to Figures 12.11 and 12.12, we see that va will be 

zero until vb reaches its critical value, at which time v2 jumps to the 

value (15 - 6.2) or 8.8 volts. This then supplies base drive toQ17 
(in Figure 12.2) through R45. Thus, we may model the transition 
voltage sensing circuit as a switch which is closed when the charger 
output voltage exceeds a preset value, as shown in Figure 12.13. 
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Output Polarity Sensing 

Let us consider the circuit shown in Figure 12.14. We see that 
relay coil D2 can operate its associated contacts only if the input 
voltage V. is a sufficiently positive value andQ3 is saturated. For 

Q3 to be saturated, Q2 must be off. If CR5 were absent, v^ could 

provide base drive to Q2, turning Q2 on. In order to keep Q2 off, the 
clamping diode CR5 must see a zero or negative value of v0, the voltage 

at the charger output terminals. If we assume that the coil requires 
a minimum of 18 volts, we then have for the conditions that the coil is 
energized. 

(12.15) 

From the contact wiring shown in Figure 12.14, we see that the circuit 
may be modeled as a single switch controlled by a logical combination 
of v¿ and vQ and independent of any other circuit variables. 

Input Voltage Sensing 

The input voltage sensing circuit is shown in Figure 12.15. For 
V. < 0, CR7 is open and Q4 is cut off. For 0 < v. < 18, CR6 is open 

and there is no voltage across R4, so that Q4 remains cut off. For 
v¿ > 18, CR6 conducts and maintains a drop of 18 volts. This provides 

a voltage (vj - 18) across R4 which, in turn, provides base drive to 

Q4 through R30. Thus, Q4 acts as a switch which is open for v¿ < 18 

and closed when v¿ > 18. 

Mode Switch and Relay Logic 

The PP4125 is designed to have three operating modes, select¬ 
able by means of a front panel switch. Here we shall consider only 

- 316 - 



V0 

FIGURE 12.14 SCHEMATIC OF POLARITY SENSING CIRCUIT 
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one of these modes in detail since the remaining two modes can be 
treated in a similar manner. 

The schematic for the entire switch and relay logic circuit is 
shown in Figure 12.16. Assuming that the mode switch is in its middle 
position, the SILVER mode, we may simplify this schematic somewhat 
as shown in Figure 12.17. The switches I, P and M are those operated 
by the input voltage sensing, output voltage polarity sensing and tran¬ 
sition circuits respectively. S is the momentary contact START switch 
and L is the CHARGE OVER light. K1 and K3 are latching relays. An 
arrow by each coil shows the direction the contacts are thrown when 
that coil is excited. 

The relay logic equations will be sequential in nature due to the 
time delay between coil excitation and contact response. We shall as¬ 
sume that an unspecified delay time At is sufficient to allow contact 
movement of all relays and sufficient excitation to all coils. For any 
relay we denote a coil by K and a contact by C. A logical "1" will 
denote a closed contact as indicated in Figure 12.17 or an excited coil. 
We shall assume that coil excitation is instantaneous with applied 
voltage and that all delays are lumped in the contact response. Thus, 
for the nonlatching relays, we have the logical expressions 

C4 (t + At) • K4(t) (12.16) 

C2 (t + At) ■ K2(t) (i.e., relevant contacts closed with 
no excitation) (12.17) 

The logic describing the latching relays is more complicated due to 
their inherent memory. The desired expressions are easily obtained 
from a truth table, such as the one in Figure 12.18, defining the relay 
operation. Here we have defined the coil A as that which closes the 
contact C and coil B as that which opens the contact C. If neither 
coil is excited, the contact remains in its previous state (lines 1 and 
2 in Figure 12.18). For example, in line 4, the contact C is closed 
and the coil B is excited at time t. The excitation on this coil causes 
the contact C to open at time t + At as indicated. In line 3, the 
contact is already open when B is excited so that no change is initiated. 
In lines 7 and 8 we have assumed that no change in the contact state 
results if both coils are excited simultaneously. The logical expression 
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State at Time t State at Time t + At 

C(t + At) = C(t) • fA(t) + B(t)] + A(t) • B(t) 

FIGURE 12.18 

LATCHING RELAY TRUTH TART.IT 

C4 

L 

STATE MODEL OF LOGIC 
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defining this truth table is given at the bottom of Figure 12.18. In 
terms of the relay variables of Figure 12.17, we may write 

Cl (t + At) - Cl(t) • [KlA(t) + KÎB(t) ] 

+ KlA(t) • KÎB(t) 

C3 (t + At) « C3(t) . [K3A(t) + K3B(t) ] 

+ K3A(t) • K3B(t). 

(12.18) 

(12.19) 

From the discussion of circuitry preceding this section, we may 
write for the logical state of the switch I(Q4) 

0, when < 18 

1, when Vj > 18 . 
(12.20) 

From Eqn. 12.15 we have for the output polarity switch P(Q3) 

0, when v0 > 0 

(12.21) 
1, when vQ < 0. 

Here we shall define a variable T by 

0, V. en vQ < Vr 

1, when v0> Vr 
(12.22) 

so that T indicates whether the preset transition voltage has been 
reached. With reference to Figure 12.2, we see that the transition 
sensing circuit derives its power from a point after the contact C4. 
Thus, this contact must be closed in order for the transition circuit to 
operate. Thus, we may write for M, 

M(t) = T(t) • C4(t). (12.23) 
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Before we proceed to write the equations relating the various 
switches and relays, the function of the capacitor C at the emitter of 
Q1 should be explained. Its purpose is to provide, in effect, a delay 
in the relay characteristic and ensures proper operation. If Cl was 
previously closed and is then opened at time t, the capacitor C pro¬ 
vides a path from the emitter of Q1 to ground for a short time later 
(assumed to be one At interval here). Thus, the transmission 
through the capacitor may be thought of as the Cl transmission function 
delayed by At. Denoting the transmission from the emitter of Q1 to 
ground by Z as shown in Figure 12.17, we effectively have 

Z(t) = Cl(t) + Cl(t - At). (12.24) 

Now we may write the logical equations relating the switch and 
relay states. Since I is essentially an indication of the presence of 
sufficient supply voltage, which we assume is necessary to operate 
all relay coils, we shall use I as the input power variable and, there¬ 
fore, will appear in all relay expressions. Thus, the coil K2 excita¬ 
tion state may be written 

(12.25) 

(12.26) 

K2(t) = P(t) • I(t). 

Tracing the transmission path for K4, we obtain 

K4(t) = I(t) • C2(t) • C3(t) • Z(t). 

Two of the latching coil expressions are given by 

KlA(t) = S(t) . I(t) 

K3A(t) « S(t) . I(t) 

For the coil K3B, we have 

K3B(t) * M(t) . C3(t) . Z(t) . I(t) 

The coil K1B can be excited only when Q1 is conducting, and we have 

KlB(t) = Ql(t) • Z(t) • I(t). (12.29) 

(12.28) 
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Transistor Q1 will be on only when it has base drive. For such drive 
to occur, we see from Figure 12.17 that C3 must be open so that the 
base emitter junction is not shorted, and base current must be supplied 
through either of the paths containing coils K3B or K4. Thus, we have 

Ql(t) - C3(t) • [C2(t) • I(t) + M(t) ]. 

Combining this with Eqn. 12.29, we obtain 

KlB(t) = I(t) • Z(t) • C3(t) • [C2(t) + M(t) ]. 

Finally, the CHARGE OVER lamp L is described by 

(12.30) 

L(t) * Cl(t) • I(t) (12.31) 

Equations 12. 16 - 12.31 describe the logical operation of the 
charger when the mode switch is in the SILVER mode. At the begin¬ 
ning of this chapter we observed that the function of the auxiliary 
circuitry was to connect the main power converter between the source 
and load via operation of relay K4. Thus, it is the state of the contact 
C4 that we are concerned with. We may model this logic system by a 
discrete time system with four inputs, I, S, T and P, two outputs C4 
and L, and state variables Cl, C2, C3, C4 and Z as shown in Figure 
12.19.* The inputs are the variables external to the system and are 
defined as follows: 

I = 
0 - insufficient input voltage 

1 - sufficient input voltage for operation 

0 - proper polarity at output 

1 - improper polarity at output 

0 - START switch open 

1 - START switch depressed (closed) 

0 - output voltage less than transition voltage setting 

1 - output voltage greater than transition voltage setting (12.32) 
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The outputs of the system are C4 and L, which are defined by 

0 - main power converter disconnected 
C4 = 

1 ~ main power converter connected 

L = 
0 - no CHARGE OVER indication 

1 - CHARGE OVER indicated. (12.33) 

The state variables Cl - C4 and Z are the states of the relay contacts 
and the capacitor C26 at the emitter of Ql. We shall consider time 
increments of At and we shall use the notation Xn » X(n . At) where 

X is a logical variable. We can determine the state equations from 
Eqns. 12.16 - 12. 31 by eliminating the coil variables and the auxiliary 
variables previously defined. This yields the logical state equations 

C1n+1 = <C1n + VV^n + + + CI^) 

+ C1n<Sn 

C2 n + 1 n 

+ C3n.(S n 

C4n+1 ■ I„-Zn-C2„-C3n 

Zn+1 = Cln + Sn*In(C3n + Zn + + C2n*C4n) (12.34, 

and the output equations 

C4n+1 * C4n+, 

n+i * ^^n+l*^u + l (12.35) 
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Equations 12. 34 and 12.35 describe the behavior of the relay logic 
when the charge mode switch is in the SILVER mode. 

The operation in a typical case may be studied by selecting a 
set of input values and an initial set of states and then using Eqns. 
12. 34 and 12. 35 to observe the charger behavior. A table such as 
that shown in Figure 12.20 is useful in such a case. Here a time 
sequence of input values is shown on the left side of the chart. We 
may determine the operation of the unit from this input sequence once 
we choose an initial state. An arbitrary set of values for the state 
variables Cl - C4 and Z at the interval corresponding to n = 0 was 
selected and these are shown on the first line in Figure 12.20. Once 
these state values are fixed, we can then determine the entire time 
history of the state variables from the initial state and the input time 
history. Thus, from the values of the input and state variables at 
n “ 0, we may find the state values at n “ 1 from Eqn. 12.34. Eqn. 
12. 35 then allows us to calculate the values of the output variables. 
Since the time history of the input is given and we now know the 
state n * 1, we may compute the state and output for n = 2. This 
process can be continued for any input sequence. 

As long as no input power is applied (I = 0), we see that the 
system reaches a stable state as shown for n ■ 2. Here the CHAP.GE 
OVER lamp is off (L = 0) and the main power converter is discon¬ 
nected from the source and load (C4 » 0). We should point out that 
such a stable state can exist indefinitely if the inputs remain fixed. 
This is merely to point out that the "time" unit n is mainly a sequenc¬ 
ing index, and that perhaps hours or days may elapse before the next 
n unit is initiated. At n ■ 3 power of proper polarity and magnitude 
is applied to the unit (I » 1). At n ■ 6, we see that the system has 
reached a stable state at which the main power converter is discon¬ 
nected (C4 ■ 0) and CHARGE OVER lamp is illuminated (L “ 1). 

After some time, we now assume that the START switch is 
momentarily depressed (S ■ 1 at n * 7). We observe that after two 
changes in state the system reaches a stable state at n = 9. For this 
state, the main power converter is connected between the source and 
the load (C4 * 1) and the CHARGE OVER lamp is dark (L “ 0). The 
unit will remain in this state, which is its charging state, until there 
is a change in one or more logical inputs. 
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At n = 11, the input power is interrupted which causes C4 to 
change to its zero state, disconnecting the main power converter and 
halting the charging operation. When power resumes at n = 14, we 
see that C4 closes, which allows the charge operation to resume. 

At some time, we have assumed that the output voltage exceeds 
the preset transition voltage (T = 1 at b = 17). The chart shows us 
that a sequence of states is followed until n * 20, at which point the 
state remains constant. In this state, the main power converter is 
disconnected (C4 = 0) and the CHARGE OVER lamp is illuminated 

(L » 1). 

Figure 12. 20 and the preceding discussion show that in the 
SILVER charging mode, a charging cycle is initiated by supplying 
input power and depressing the START switch. The charging cycle 
continues, stopping and automatically resuming if power is inter¬ 
rupted, until the output voltage reaches the preset value of transition 
voltage, at which time the charge is stopped and the CHARGE OVER 
lamp is illuminated. 

The above process may be carried out for any input sequence, 
although it should be clear that the labor involved in an exhaustive 
study would be quite tedious. Further, the results presented here 
are valid only when the mode switch is in the SILVER mode. In the 
other modes, the state equations will be different and some new state 
variables may need to be introduced. An alternative procedure would 
be to include the mode switch is a general state formulation, thus in¬ 
corporating its position and movements automatically. The penalty 
paid for this generalization, as is usually the case, is an increase 
in the complexity of the state formulation. 

Alternately, we may readily obtain all the information shown 
in Figure 12.20 from a state transition diagram of the relay logic 
similar to the one illustrated in Figure 10.45. Such a diagram, valid 
for the SILVER mode, is shown in Figure 12.21. This transition 
chart contains all the information shown in Figure 12.20 and it 
allows an easy determination of the presence of some simple, un¬ 
desirable modes. For instance, there is no state in which the system 
can be locked into a "chatter" condition due to the logical design. 
This approach to sequential analysis can be quite useful when operat¬ 
ing sequences under abnormal conditions are important. This 
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approach is readily mechanized on a computer, as is the input 
sequence method, which can be an excellent aid in complex system 
analysis. 

12.2 BASIC POWER CONVERTER 

The basic power converter can be partitioned into two sections 
as shown in Figure 12.22 - a basic output stage and control circuitry. 
The output stage consists of transistors Q10,Q11 and diode CR22, 
which are the switches, transformer T3 and inductors L3, L4 and L5 
and capacitor Cl9, which form the output filter. We car see that the 
form of the output stage is fixed but that the inductor and transformer 
windings are changed by the current range selector switch. In this 
section, we shall consider only one current range - the 5 ampere 
range. 

Output Stage 

An inspection of Figure 12.22 reveals that the output stage is 
the chopper output stage discussed in Chapter 5. An equivalent for 
this output stage is illustrated in Figure 12.23. Here C is the capaci¬ 
tor C19 in the unit and Rg and L are equivalent parameters determined 

by experimental measurements on a unit. The measured equivalent Rg 

of 0. 2 ohms is much greater than the equivalent diode resistance or 
saturation resistance of the output transistors so that these latter 
terms will be neglected here. 

If we include the control system in the model, we may construct 
a quasi-static model of the entire basic power converter as shown 
in Figure 12.24. Here we consider the input voltage Vs to be a constant 

function of time. The main object of the analysis will be to character¬ 
ize the V0-D relation of the output stage, which we can do at the present, 

and to characterize the D - (controlled output variable) relation of the 
control system. At this point however, we shall leave the output 
stage in the form shown in Figure 12. 24 and return to this model after 
a consideration of the control system. 
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Control System 

The circuit blocks comprising the control system for the charger 
are shown in Figure 12.4. We shall now consider these circuits so 
that we may characterize a model of the control system. 

Inverter 

The inverter circuit used in the PP4125 is one that is frequently 
encountered and has been treated extensively in the literature. A good 
reference is Royer's original paper. * The specific magnetic proper¬ 
ties of the core used in the inverter were not available and were not 
measured. As is evident from Figure 12.22, we need only be con¬ 
cerned with the inverter as it is seen from its output windings on Tl. 
Such a characterization was made from measurements on a working 
unit, which yields the model shown in Figure 12. 25. The inverter 
frequency should be essentially as stable as the 15 vdc line and the 
temperature stability of the core saturation flux. 

Current Sensing 

Now we shall consider the operation of transformer T3. A 
simplified circuit of the current sensing circuit is shown in Figure 
12.26. Here vb(t) is square wave excitation derived from winding 

10 - 11 on transformer Tl and N is the network consisting of the 
diode bridge CR24 - CR27 and the associated filter. Winding 11-12 
is the winding excited through R65 and winding 7 - 8 is the output 
winding of interest when the charger is set to the 5 ampere current 
range (the other output windings are open-circuited by S5). 

We shall make the following assumptions at this point. We 
assume that the currents I0, the output current, and Ib, the current 

in winding 11-12 supplied through R65, are independent of any con¬ 
straints due to T3. Therefore, we may assume that windings 7-8 

Bibliography III, Reference 136 
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and 11-12 are connected to current sources IQ and respectively as 

far as operation of T3 is concerned. We also take each core of T3 
to have the square 0-H characteristic shown in Figure 12.26 with 
saturation flux 0 . s 

The terminal characteristics of an m-winding magnetic element, 
as shown in Figure 12.27, with flux 0 * 0(H) and turns per wincing of 

nj, n2, •••'Vi are described by 

H - njij + n2i2 + 

0 = 0(H) 

V, = n,— 
1 1 

d0 

Ut > 
(12.36) 

d0 

m dt 

or, if we wish, by the set of m equations 

m 

(12.37) 
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For the circuit in Figure 12.26, we then have, with the given 
sign conventions, 

H1 = "s1 + «Vb + lo 

3 ns^ ” nb^b “ ^o 

(12. 38) 

0k 

0S, Hk > 0 

-0S, H < 0 

Hw = 0, -0S < 0k < 0S 

(12.39) 

V1 * ns 

d0! 

dt 

d0_ 

(12.40) 

v2 “ ns' dt 

We shall assume that I0 >0, > 0, that v^tt) starts at t » 0 as shown 

in Figure 12. 28 and that i(t) = 0 for t < 0. Then, we have for t < 0, 

H1 = 'Vb + ^ > °' 

’1 = +0O» 

H2 m -»Vb + ‘o' <0’ i* 

<2 ’ -«.• 

Vi - v2 - 0. 

(12.41) 

Note that 

Hi - H2 = 2(nbIb + I0) > 0 (12.42) 
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if Ib > 0 and I0 > 0. This means that the state of both cores, which 

can be represented by two points on the 0-H characteristic, are such 
that the state of core 1 is always ¿(n^b + I0) to the right of the point 

representing the state of core 2. Thus, for the conditions given in 
Eqn. 12.41, we have core 1 at the point W and core 2 at the point P. 
In the following analysis, the core states corresponding to various 
points in the time plots in Figure 12. 28 will be given by the appropri¬ 
ate letter on the time plots. 

At t =* 0, Vb jumps to +V(12 volts). Here we assume that 

lVn I< lvb I 30 that vit) > 0 when vb(t) > 0 and v(t) < 0 when vb(t) < 0. 

Therefore, we must have 

(12.43) 

It follows from Eqn. 12.43 that (0^ + must be increasing since its 

derivative is positive. Since 0! » +0g, it cannot be increasing so that 

02 must begin to increase from -0g. From Eqn. 12. 39 we see that 

H2 “ 0» Now, using Eqn. 12.38 and Eqn. 12. 39, we obtain 

H2 * n8i - «Vb - *0 " 0 

or 

Octet! (12.44) 

and 

(12.45) 
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so that 

* - d*l 
01 * 0s * V1 ■ n8- " °» 

dt 

v2(t) « v(t), 

(12.46) 

s J 
0 

v2(r)dr. (12.47) 

These conditions are illustrated in Figure 12.28, with the state of each 
core at t = 0+ being given on the 0-plots. Thus, core 1 remains at 
the point Y in Figure 12.26 and core 2 moves up the 0-axis from point 
R. 

At time tj, v^(t) switches to -V and we assume that v(t) also 

jumps to some negative value as shown. Now we have the constraint 

''■».¿[«l +«2]<0 (12.48) 

so that (0L + 02) must be decreasing. If either 0j or 02 is changing 

with time, then from Eqn. 12. 39 the corresponding H must be zero. 
Therefore, the remaining H must be nonzero and the corresponding 0 
must be constant. If we assume that 0! is decreasing, then we have 

Hj » 0, 

H2 " "2(nbIb + ^ 

02 * -0S. 

Note that this condition necessitates an instantaneous jump in 02, which, 

from Eqn. 12.48 would produce an infinite voltage. Since the voltage v 
is finite, this cannot be the case. Hence, it must be that 0, is 

Lé 
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decreasing. The corresponding conditions are then 

H2 = 0, 

H1 = 2(Vb+ V- 

1 

¿ ns. 
v( r)dr, 

0 

^ “ n (nb^b ^ lo) • s 

(12.49) 

Thus Vj remains zero and v-, follows v(t) while is decreasing. 

At t = t2, 02(t) reaches -0S and cannot decrease further, so that 

it cannot maintain a negative derivative. From Eqn. 12.48 we know 
that either 0¡ or 02 must be decreasing while v(t) is negative. It follows 

that 0i must then begin to decrease after t ** t3, which in turn neces¬ 

sitates that Hj * 0 by Eqn. 12. 39. Eqn. 12.42 then impües that 

Hf <0, 02 < -0S and v2 = 0. Thus for t > t2, we have 

d0 1 
V, = v = n- < 0, 

1 sdt 

Hi = 0, 

i = -'^-(nblb + I0), 
“s 

H2 3 -2{nblb + 1o)> 

0 2 

.✓ 

These conditions are also shown in Figure 12.28. 

(12.50) 
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When t = v^ft) switches to +V and v(t) jumps to a positive 

value. We may observe that the conditions here are identical to those 
at t = t2 but with the roles of each core reversed and the sign of v(t) 

reversed. Hence the continuation of the plots in Figure 12.28 is 
easily accomplished as shown. 

From Eqns. 12.44, 12.49 and 1 2. 50 we see that the current i 
in the secondary windings of T3 is a zero average square wave with a 

peak value of ^ (nbIb + Iq) and a period equal to that of the inverter 

output vb(t). Note from the preceding analysis that this peak value is 

independent of the saturation flux of the cores, the peak value of 

vb(t), and the frequency of vb(t) as long as the basic operation of the 

circuit is not affected. 

The network N illustrated in Figure 12.26 is a full-wave bridge 
rectifier and filter consisting of CR24 - CR27, R33, Cl 5 and C16. 
Since the operation of transformer T3 places a current constraint on 
the winding in series with the rectifier network N, the rectifier "sees" 
a current source drive. Thus, the rectifier output is not affected by 
the diode voltage drops. Looking back into the diode bridge, we then 
see a current source which is the rectified current i in Figure 12.28. 

The assumption most likely not realized in practice is that of 
an ideal limiting core characteristic with zero hysteresis along the 
H-axis. If the above analysis is carried out assuming a core character¬ 
istic such as that illustrated in Figure 12.29, we find that the average 

rectified output current i remains equal to i- [nbIb + I0 ] as long as 

the condition 

is satisfied. Hence, the excitation currents Ib and Io must be such 

that their induced H would be outside the square hysteresis portion 
of the core characteristic. Since the PP4125 current ranges are 
calibrated down to zero amperes, we see that the bias current Ib 
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SATURATING CORE WITH HYSTERESIS 
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is necessary to satisfy Eqn. 12.51 for any output current I0 è 0, 

and, in fact, we may write 

"b'b > Hc. 

This bias current then permits proper operation of the current sens¬ 
ing over the desired output current range. Experiments made on the 
charger show that the turns ratios nb and ns on the 5 ampere range 

are given by 

1:nb:ns: * 1:59:59 

or 

nb ”* ns * • 

The bias current Ib is approximately 9 ma, so that the output current 

of the bridge rectifier is then 

Xb " 59 ^ + ^ 

or 

ib(ma) = 17 I0 (amperes) + 9. (12.52) 

An incremental model of the current sensing circuit which gives 
the incremental voltage input v¿ to the differential amplifier Q14 is 

shown in Figure 12. 30. A static model which is useful in determining 
operating points is shown in Figure 12.31. We shall return to these 
models later. 

Output Switch Drivers 

Transistors Q8 and Q9 together with their associated circuitry 
provide the necessary drive to switch the output transistors Q10 and 
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Qll. Since the two circuits are independent of one another and identi¬ 
cal, we shall consider the operation of only one of the driver circuits. 

We may note that the driver transformers T2 and T4 must be 
linearly operated since saturable operation would result in an uncon¬ 
trolled turnoff of the output transistors. Since these transformers 
are linear, the output transistor base-emitter diode reflects in the 
primary as another diode, with voltage levels determined by the turns 
ratio. For the driver transformers used in the PP4125, this base- 
emitter drop reflects approximately as a 10 volt drop across the 
primary, so that the primary can be modeled as "seeing" a diode with 
a 10 volt barrier potential, as shown in Figure 12.32. Here L repre¬ 
sents the finite magnetizing inductance of T4. The remaining portions 
of the circuit are identical to the actual schematic with the exception 
of driver transistor QÖ, which has been modeled by the switch S. 

We shall assume that S is opened and closed with given periods 
T0ff anc* as shown in Figure J, 2.33. A qualitative description of 

the circuit operation c?.n be given once we assume initial states for 
the capacitor voltages and inductor current. At t ■ 0 + , these are 
shown in Figure 12. 33 as if, I and Vr. 

Before continuing, let us note some of the characteristics of the 
circuit in Figure 12.32. The time constant of C7 and R15 is one milli¬ 
second, which is much longer than the period of ine switch S (which we 
observe runs at the inverter frequency by looking back through the mag¬ 
netic amplifier). Thus, C7 cannot charge or discharge significantly 
through R15 in one switching period. Second, the resonant frequency 
of C9 and L is calculated to be much lower than the actual switching 
frequency, so that the variables associated with these elements will 
be small pieces of sinusoids, which we may assume are approximately 
linear ramps. With these points in mind, the waveforms in Figure 
12.33 may now be sketched. 

At t * 0, switch S is closed, grounding the lower end of the in¬ 
ductor L. For this condition, we have 

L 
dt 

V > 0 c 
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so that ij^ is increasing. Diode CR18 is reverse biased so that vr, 

which can then discharge only through R15, remains essentially 
constant. For the moment, we shall assume that vc is decreasing, 

so that the variables then continue as shown in Figure 12. 33 until 
time tj. During this interval, the equivalent diode D is reverse 

biased. Since this is the reflected base-emitter junction of the out¬ 
put transistor Q10, this transistor remains off during the "on" time 

of S. 

At t = t^, switch S is opened. Since i^ cannot change instantan¬ 

eously, it must flow into diode CR18 or the diode D. Since D has an 
equivalent conducting drop of approximately 10 volts, we see from 
Figure 12. 32 that D will conduct if vr - vc > 10 and that CR18 will 

conduct if V - V <10. The situation illustrated shows the latter r c 
case. Here the current in L will charge C7 as shown until vr “ vc + 

at which point diode D will begin to conduct and maintain a constant 10 
volt drop. During this time v^ « -10 and i^, is decreasing as shown 

while vc charges toward Vg through R14. At this point, we should note 

that D does not stop conducting if i^ goes to zero or goes negative, the 

reason being that until now, we have neglected the feedback drive wind¬ 
ing in the collector of the output transistor Q10. A careful study of 
the reflected v-i characteristic as seen at the primary of T4 will show 
that the current through the equivalent D can go both positive and to a 
certain degree negative. This feedback action keeps Q10 on until 

time t^« 

At t = tjj, S again closes and we have the constraint v^ = vc > 0, 

so that Dis forced into cutoff. This, of course, corresponds to the 
turnoff of the output transistor Q10. At this time, we have a situation 
similar to the one at t » 0, except the "initial" values of the cycle 
may now be different from those at t = 0. 

In steady-state operation, each waveform in Figure 12. 33 must 
be identical from cycle to cycle. If we equate the values at the end 
of a cycle to those at the beginning of a cycle, we can obtain the steady- 
state results. 
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In steady-state, the average value of v^ must be zero. If S is 

open for a fraction a of the time [i.e., the output transistor is on 
during this time ], then we may observe that vL and vc have identical 

averages during TQn and that 

where <> denotes time average. Knowing the average capacitor 
current is zero, we have 

<i L> 
1 

R14 
10a] 
l-cJ' 

From previous arguments, we also have 

<vr> = 10 + <vc>. 

(12.54) 

The major conditions which must be satisfied in the design deal 
with the driver transformers T2 and T4. These must have sufficient 
volt-second capability on the windings so they do not saturate and the 
energy stored in the magnetizing inductance L at time tj in Figure 

12. 33 must be sufficient to start the turn-on feedback drive of the out¬ 
put transistors. 

We see that an on-off drive to the driver transistors effects the 
switching of the output transistors, with the output transistors in the 
on state when the drivers are cut off and vice versa. 

Magnetic Amplifier/Modulator 

We shall now consider the operation of the modulator circuit 
and transformer T5. By inspection, we may make the following ob¬ 
servations about the circuit: 

1) Windings 1 -2 and 5-6 "see" a pair of diodes looking into 
the base circuits of the driver transistors Q8 and Q9, so 
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that we may assume these points are short circuits if we 
neglect the diode barrier potentials. 

Z) Resistors R1Z and R13 are connected between a voltage 
source (winding 7 - 9 of the inverter transformer) and the 
base circuits of the driver transistors. Since the latter 
are essentially short circuits, R1Z and R1 3 will have no 
effect on the operation of T5. 

3) Since the average voltage across winding 9-10 must be 
zero, we have the voltage across C5, which will be es¬ 
sentially constant, given by 

V c = -^-• 15 » 12 volts. (12. 55) 
c5 27 + 6.2 

4) The turns ratios of T5 are such that the impedance seen 
at windings 3-4 and 7 - 3 is high compared with 200 ohms 
(R19), so we shall assume that the collector of Q12 is a 
voltage source as seen by T5. Thus, windings 3-4 and 
7-8 can be modeled as seeing a voltage source with a 
value given by the difference between the collector volt¬ 
age of Q12 and the +15 volt supply. 

With these points in mind, we may construct a model of T5 and 
the relevant circuitry as shown in Figure 12.34. The turns ratios 
shown and the 0-H characteristic of the cores were determined from 
laboratory measurements. The voltages vj and V2 are given by 

V1 (12.56) 

The source va(t) is a model of the inverter winding 7-8-9 and the 

source V is the voltage between the collector of Q12 and the +15 volt 
supply. 

Before proceeding further, let us note from Figure 12. 34 that 
CR12 constrains v^ by 

5.5 vx £ V 
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and by taking time averages, we obtain 

5.5 <v1> s V. 

In steady-state operation, the average voltage across any winding 
must be zero. Therefore, since <Vj > * 0, we have the result that 

V must be positive in steady-state operation, i.e., the collector of 
Q12 is always above the +15 volt bus. 

We may write the ec .ations describing the cores as 

Hj = 6i - ij - 5. 5Í£ 

= 6i - i^ - 5. 5i^ 

+ 100(v-fis), > 0 

-lOO(v-jLis), Hk < 0, 

Hk- °, -100 < 0k < +100. 

(12.57) 

(12.58) 

(12.59) 

(12.60) 

The constraints placed by the circuitry external to T5 can be written 
as follows, where currents are understood to be in milliampères: 

6vj + 6V2 + 27i « 12 (12.61) 

V. » . 25i. + V , 
1 la’ 

il ■ 0, 

Vj - .18V, 

i2 - 0, 

iL > 0 

V1 < vî 

h > 0 

vL < . 18V 

(12.62) 

(12.63) 

v2 - .25i3 - va, 

■ 0, 

j 3 > 0 

v2 < “va 

(12.64) 
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V2 » .18V Í4 > 0 

(12.65) 
U 58 0 v2 < . 18V 

Given va(t) and V, we shall use the method of assumed states to 

find a consistent solution to the above equations. This consists of 
specifying the initial state of the cores (the fluxes and 02 here) and 

assuming certain conditions about the variables. The correct assump 
tions will be consistent with aU of the above equations. Since we also 
desire a steady-state solution, at any time, we require the state of 
each variable in the network to be identical to its value at the cor¬ 
responding time in the previous period. In the present case, due to 
the symmetry of the situation, we need only follow the waveforms for 
one-half cycle, at which time the roles of symmetric variables should 
be reversed. For example, if the inverter output va(t) has a period 

T, we require that 

^(t +-) - 02(t)l 
2 f 

(12.66) 
02(t +±) m 0l(t)) 

Ci 

with similar equations relating the variable pairs v - v_, i. - i , and 
a 2 1 3 

12 " 4* 

When using the method of assumed states, a number of incorrect 
states may be tried before one that is consistent with all the network 
constraints is found. In the following work, the trial assumptions 
which turned out to be incorrect (and there were some) will not be re¬ 
corded. Only those which yield the correct solution will appear here. 

We shall start out analysis by assuming that core 1 is saturated 
in the negative direction and that core 2 has a nonsaturating flux of 0. 
At t ■ 0, va(t) switches to +4 volts. If the equivalent source V < 22 

(which laboratory observations confirm), then Eqn. 12.63 tells us 
that vj < 4 volts. Thus, with va ■ 4 and Vj < 4, we have ^ « 0. 

From Figure 12. 34, we may expect that i3 > 0 with va positive and 
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that V2 < 0. With this assumption, we have from Eqn. 12.65 that 

Í4 * 0. Since we have assumed that is not at saturation, we have 

remaining assumption to be made concerns core 1. We 

shall assume that Vj > 0, since can only increase, and = 0. 

This leads us to believe that Í2 0. Listing these assumptions, we 

have 

il - 0, 

*2 > °» 

■N 

vj > 0, 

v2 < °. 

> 

Hi H- 

(12.67) 

Equations 12.57 - 12.65 then become 

6i = 5. 5Í2* 

6i i 
3* 

6v! + 6v2 + 27i - 12, 

Vj ■ ,18V, 

v2 ■ .25Í3 - 4, 
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These have the solutions 

vl = .18V, 

V 2 = -(2.5 + .045V), 

i = 1 - ,03V, 

h ' 0 “ i4. 
^ 0 < t < ti 

12 " 1. 1 - .033V, 

13 = 6 - .18V 

(12.68) 

which are consistent with Eqn. 12. 67. We also have ^ and 02 given 

by 

0k(O) + 
t 

>vkdt 
o 

so that Vj and v2 are the slopes of and 0, respectively. The plots of 

01# 02, Vj and v2 are shown in Figure 12.35. 

At t = tj, we assume that core 2 saturates so that 02 « -100, 

v2 = 0, and H2 < 0. With v2 = 0, we may write, noting that core 1 

is not saturated, 

i4 = 0, 

3 .25 

il * 0, 

»! « 0, 

Ho < 0. 

16, 

(12.69) 
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We must make another assumption here concerning Vj and i2. Since 

va is still positive, ij remains zero. However, we may assume that 

either S.Sv! « V and i2 > 0 or that S.Sv! < V and i2 » 0. If Eqns. 

12.57 - 12.65 are solved with either of these assumptions, a consistent 
solution can be found, but only for certain values of V. These two sets 
of solutions are 

i ■ 0.45 - 0.04V, ^ 

11 * 0 = i4, 

12 * 0.5 - 0.044V, 

13 = 16, 

V3 » 0. 18V, 

v2 - 0. 

i - 0, 

il * Í2 * 4 * °* 

Í3 » 16, 

Vj a 2, 

v2 = 0. 

One of these solutions will be valid until t - 30 s, when va(t) reverses 
sign. 

tj < t < 30 jis 

V £ 11.1 volts 
(12.71) 

tj < t < 30 j¿s 

> (12.70) 
V s; 11.1 volts 

Since we desire the steady-state solution, the symmetry of the 
circuit requires that at t - T - 30 ¿1 s, the states of the two cores be 
reversed from those at t a 0. We see from Figure 12. 35 that 
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02<T) = 0i(O). We also require that 0i(T) * = ^o* Equating the 

changes in the flux in each core, we have for V < 11.1, 

(2.5 + .045V)t1 = (.18V) 30, 

or 

5 4V 
t, » -- us, V £ 11.1 

1 2.5 + .045V 

and for V * 11.1, 

(2.5 + . 045V)t1 * (O.lSVHi + 2-(30 - tj), 

(12.72) 

or 

60 
ll “ 4.5 - 0.135V V3’ 

V ^ 11.1. (12.73) 

The drive current i^j to transistor Q8 is the sum of two compo¬ 

nents - the current above and the current in resistor R13. Similarly, 

the drive current i^ to Q9 is the sum of Í3 and the current in R12. 

These components are shown in Figure 12. 36. 

From the analysis of the drive circuits, we know that an output 
transistor will be conducting when the corresponding driver transistor 
is cut off. We can see from Figure 12. 36 that the "off" times of the 
drivers alternate, so that one of the output transistors will be conduct¬ 
ing when either of the drivers is cut off. There are two observations 
which can be made at this point. One is that the output transistors do 
not operate in parallel, but alternate instead. Second, the output stage 
duty cycle D is given by that fraction of the time that at least one output 
transistor is conducting. From Figure 12.36, we see that 

tL (ns) 

30 ßs 
(12.74) 
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Using Eqns. 12.72 and 12.73, we then obtain for the magnetic amplifier/ 
modulator control characteristic 

D 

4V 
55 + V ' 

15 

33 - V 

0 < V < 11 

11 < V < 18, 

(12.75) 

which is depicted in Figure 12. 37. 
o 

The two modes of operation which are predicted by Eqn. 12.75 
are observed in practice, although the quantitative agreement is not 
very accurate. However, the fact that a dual mode nature is predicted 
and observed lends credence to the validity of the qualitative descrip¬ 
tion. The lack of numerical agreement is most likely a result of the 
crude models used. Better quantitative results would require more 
detailed and practical models. 

The question we may ask here is whether this dual mode operation 
is detrimental to operation, and if it is, whether the design can be modi¬ 
fied to eliminate the problem. The predicted change in incremental 
gain across the boundary of the two regions is approximately 40%. The 
actual characteristic, shown in Figure 12.38, exhibits a negative slope 
in the middle region of the characteristic. Again, this is probably due 
to the nonideal nature of the core characteristic. The particular unit 
tested did not seem to be adversely affected by this nonlinear character¬ 
istic, but more information concerning component tolerances would be 
needed to ensure proper operation. 

The dynamic characteristics of the magnetic modulator are not 
easily found analytically due to the quite nonlinear behavior of the 
circuit. For this analysis, the dynamic modulator characteristics 
were determined by a number of laboratory experiments. The results 
of these tests are shown in Figures 12.39 and 12.40. The large 
signal response of the modulator is shown in Figure 12. 39. Here we 
can see that for an excitation frequency of 300 Hz, the response, al¬ 
though nonlinear, is essentially instantaneous. The exposure was 
made so that the instantaneous duty cycle is the envelope of the lower 
trace. The small signal response of the modulator to a 200 Hz input 
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FIGURE 12.37

PREDICTED STATIC CONTROL CHARACTERISTIC

HORIZONTAL:

Control Voltage 
4 volts/cm

VERTICAL:

Duty Cycle 
0. 2/cm

FIGURE 12.38

OBSERVED STATIC CONTROL CHARACTERISTIC
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UPPER TRACE:

Control Voltage 
10 volts/cm

LOWER TRACE:

Duty Cycle 0. 2/cm

HORIZONTAL: 1 ms/cm

FIGURE 12.39

LARGE-SIGNAL DYNAMIC CHARACTERISTIC OF MAGNETIC MODULATOR

UPPER TRACE:

Control Voltage 
5 volts/cm

LOWER TRACE:

Duty Cycle 0.2/cm

HORIZONTAL: 1 ms/cm

FIGURE 12.40

SMALL-SIGNAL DYNAMIC CHARACTERISTIC OF MAGNETIC MODULATOR
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is shown in Figure 1Z.40. Here we see that the system is increment- 
ally linear and that no phase shift is exhibited at the test frequency. 
Since very low frequency cutoff filters are used previous to the magnetic 
amplifier, we may assume that it can be described, both statically and 
dynamically, by the control relation in Figures 12. 37 and 12. 38. 

The remaining characteristic we should like to know is the v-i 
characteristic of ;he magnetic modulator as seen at the collector of 
Q12. Eqns. 12. 68, 12.70 and 12.71 predict that the average terminal 
current at the collector of Q12 will be constant independent of the con¬ 
trol voltage V. In the device tested, the input characteristic had a 
25K ohm incremental impedance and not infinite impedance. An 
equivalent circuit of the magnetic amplifier, including R19 and C14, 
as seen by the collector of Q12 is shown in Figure 12.41. The duty 
cycle is then a function of the terminal voltage as previously derived. 

Error Amplifier 

The control signal for the modulator is supplied from the ampli¬ 
fier consisting of Q12, Q1 3, Q14 and the associated circuitry. We 
observe that it is a two stage differential amplifier followed by a single- 
ended output stage as shown in Figure 12.42. 

A simplified model of this circuit is shown in Figure 12.43. The 
approximations which have been made here are: 

1) The 20K emitter resistor, R26, has been replaced by a 
current source of 280 [¿a., the current being determined 
from the operating point set by CR23. 

2) Resistors R^ and R^ include R29 and also the equivalent 

emitter resistance of Q14. At the existing operating 
point, we have Ra + R^ » 560 ohms. Since the potenti¬ 

ometer R29 has a value of 200 ohms, Ra and Rb are also 

constrainted by 180 < Ra < 380, 180 < Rb < 380. 

3) Resistors R23 and R24 have been replaced by a T hevenin 
equivalent so that Q13 effectively "sees" an 11.4 volt 
source behind 370 ohms as shown. 
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Output Duty 
Cycle D, 
D = f (v) 

FIGURE 12.41 

EQUIVALENT MODEL OF MAGNETIC AMPLIFIER INPUT 
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4) With the specified gain for a 2N1711, the emitter resis¬ 

tor R64 reflects into the base of Q12 as approximately 15K 
ohms. Combined with R25, this results in an equivalent 
collector load for Q13 of approximately 10K ohms. We 
may now treat Q12 as if it had an infinite input impedance, 
since the effect of its finite impedance is modeled in the 
Q13 collector load. 

With reference to Figure 12.43, we see that if ii “ i2 ■ 140 j¿a, 

then vcj ■ vc2 = 12.2 volts. Also, for any i^ and i^, we have 

*(vcl + vc2^ “ 12*2 since (ij + i2) is constant. Thus, either vcl or 

vc2 wiU above 12.2 volts, which we then see will always keep one 

half of Q13 cut off since its effective emitter supply is only 11.4 volts. 
The conditions of interest are those for which the left half of Q1 3 will 
be cut off, so that Q13 acts like a single transistor with a 1370 ohm 
emitter resistor. Now, we write the second constraint on the currents 
ij and i2 - the Kirchoff voltage equation around vi and the emitter of 

Q14 Assuming the base-emitter voltages cancel, we have 

(12.76) 

and again 

ij + i2 ■ 0. 280 ma (12.77) 

R + R, * 560. a b (12.78) 

These yield 

i, (ma) * 1.8v. + 
2000 

(12.79) 

which, in turn, gives the result 

(12.80) 
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The desired transfer characteristic is the transfer admittance 
i 
— . Allowing 0. 7 volts as the base-emitter drop of Q12, we see that 
vi 
Q12 will be cut off if vb < 6.9. The condition that vb > 6.9 corres¬ 

ponds to the conditions vcj < 9.7. When vcj < 9. 3, then Q13 will 

will be saturated and vb 10. Thus, the equivalent region at the input 

is 

R R 
0.157 - —Vi > 0.147 b 

3600 3600 
(12.81) 

Since 

i0(ma) ■ 6.7 (vb - 6.9), (12.82) 

we may write 

io(ma) 

0. 

2000 

Vi<0-147-Ä 

U-tO.UT-A)! 

Rb Rb 
0.147 -- < V; <0.157 - 

20, 

3600 

V. > 0.157 - -f- 
1 3600 

3600 

(12.83) 

This relation is plotted in Figure 12.44. 

Now let us consider the static current sensing model shown in 
Figure 12. 31. The differential input voltage Vj determined from this 

model is 

R31-R33,[ir 3o + rb] • (R32 + R33)VZ 

R31 + R32 + R33 
(12.84) 
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This result together with Eqns. 12. 75, 12. 83 and the model in Figure 
12.41 contains sufficient information to allow us to derive the static 
modulator duty cycle D versus output current IQ characteristic. This 

result has the general form shown in Figuie 12.45. The distance 1 

is given by the functional form 

a*L2 + 
R33 R33 

+ cRi (12.85) 

where a, b and c are constants. Resistor R32 sets the desired output 
current, so we can see that R33 alters the scale factor associated 
with the R32 setting. Given a value of R33 which yields the correct 
scale factor, Rb, which is actually part of the "balance" potentiometer 

R29, can be set to yield the desired offset when R32 is set at the zero 
ampere output position. The nominal setting for R33 is approximately 
33 ohms, and we shaU use this value in the following work. With this 
value, Ia is given approximately by 

Ia (amperes) . 3.R3i¡(kO) (12<86) 

for the 5A current range. 

TER ivflNAL PROPERTIES OF THE BASIC POWER 
CONVERTER ------- 

goIirrJhe ch°PPer outPut «tage used here has a quasi-static equivalent 
u ce ve 8lven bY ve * VS*D as shown in Figure 12,46. We may con- 

struct a static model of the basic power converter as shown in Figure 
12.47. Using the characteristics in Figures 12.45 and 12.46, we de- 
rive an equivaient model in the active region as shown in Figure 12.48 
The load regulation characteristics can be deduced from this model an. 
also the static operating point for any given load. The approximate in- 
cremental output impedance ranges over 44 - 64K ohm, depending on 
the value of the source voltage V8 . PS 

We can construct a small signal dynamic model by using the 
ynamic models determined above in the analyses of the current sensin 
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FIGURE 12.45 

STATIC CONTROL CHARACTERISTIC 

QUASI-STATIC CHOPPER CHARACTERISTIC 

KOutput current 
in amps) 
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3*R32(KÍ1) 
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STATIC EQUIVALENT 
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the magnetic amplifier and the output stage. Putting these together, 
we obtain the model shown in Figure 12.49. In this model, the 
current sensing has been placed to the left of the output Rs-L elements 

rather than to the right, where it actually is in the device with no 
change in behavior since it still senses the current in the series Rg-L. 

The parameter R is the value of the current set resistor R32, which 
we see may affect the dynamic behavior of the system. The constant 
A is the slope of the D-V characteristic in Figure 12.37 at the partic¬ 
ular dc operating point of interest. As the operating point changes, 
A may vary from 0.007 to 0. 1 and we shall consider this range in our 
analysis where necessary. 

That part of the network to the left of aa' in Figure 12.49 can 
be replaced by a Thevenin equivalent network. In this case, since 
there is no independent source, the equivalent model will be a linear 
impedance as shown in Figure 12.50, where 

VL 
-y-(s) a Z0(s). (12.87) 

If we let H(s) denote the transfer impedance function from I tc in 

Figure 12.49, then 

V 

H(s) - -p- 

Since Vj = Ve, we have from Eqn. 12.87 that 

Z0(s) - H(s) (12.88) 

so the output impedance as seen looking back from aa' is just the trans¬ 
fer function of the feedback loop. One observation we may make im¬ 
mediately is that the stability of the system should be independent of 
the loop gain, since the gain acts only to scale the resulting impedance. 
Stability of this model will be determined solely by the pole-zero pat¬ 
tern of the feedback transfer H(s). 
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FIGURE 12.50 

EQUIVALENT DYNAMIC MODEL OF THE BASIC 
POWER CONVERTER 
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The calculated impedance looking back from aa' is given by 

Z (s) ■ K__(s 4- 557)(s + 100)_ 
(s + 0.8) [. 007(R + 0.1)8* + (2.HR + 1.3)s + 3R + lis] 

where K is a positive constant whose magnitude we have just seen will 
not affect the stability of the system. As was shown in Chapter 10, 
the system will be unconditionally stable if the impedance Z0(s) is ’ 

passive. If we perform a test for passive character on Eqn. 12. 89, 
we find that ZQ(s) is passive for R < 50 ohms (approximately) and 

active for R > 50 ohms. Therefore, th system is potentially unstable 
for the condition R > 50, even though all of the poles of Z0(s) remain 

in the left half-plane for the entire range of R (0-1000 ohms). This 
range of R corresponds to an output current setting greater than 1/20 
of full-scale current, full-scale current being 3 amperes on the 5 
ampere range. 

Tests on the unit with battery or resistive loads showed no signs 
o instability. However, a certain class of inductive loads did cause 
oscillations, some of which were severe enough to cause the polarity 
and run relays to operate, which resulted in a relaxation mode of 
oscillation. 

The calculated region of potential instabiHty is most likely not 
quantitatively accurate, although such a region obviously exists. One 
factor aifecung our results is the presence of the series resistance 
Ks in Figure 12.49. Since we can only make measurements at the 

Vo“Io Port» :he fact that the system is potentially unstable for certain 
frequencies means that 

Rg + Re [ZQ( jee) ] < 0 
(12.90) 

for some range of u. 

Some insight into the nature of the problem can be gained by 
considering the behavior of the output impedance Z0ut(s) (at the bat- 

tery charger terminals) in the s-plane away from the jw-axis. 
igure 12.51 shows a possible real part of the output impedance for 
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FIGURE 12.51 

REAL PART OF Z^S) 
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first-quadrant values of the complex frequency s. We can see that 
for some region in the right half-plane, Re[Zout(s)] < 0. 

If an impedance Z-^(s) is connected to a device with output im¬ 

pedance Zout(s), the resulting system will have natural frequencies 

at those points in the s-plane where 

or 

ZL(s) « -Zout(s). (12.91) 

The system will be unstable for a given passive ZjJs) if there are 

any right half-plane solutions to Eqn. 12.91. Since ReCZJs)] > 0 

for all values of s in the right half-pl.tne (since ZL(s) is passive), 

right half-plane solutions to Eqn. 12.91 can exist only if Re[Z (s)l < 0 
out 

in some region of the right half-plane, such as the Re [Zout|s) ] depicted 
in Figure 12,51. 

Since there is no restriction on the sign of the imaginary part 
of a passive impedance in the right half-plane, we can always con¬ 
struct a ZL(s) which will satisfy Eqn. 12.91 for any one frequency 

in the region A in Figure 12. 51. In general, this ZJs) may need 

an imaginary part and a positive real part. If the imaginary or re¬ 
active component of Zout(s) is given by the sketch in Figure 12. 52, 

where Im[Zout(s)]>0 for Re[s]>0, then Eqn. 12.91 cannot be 

satisfied in the right half-plane by a purely resistive load 2^(s). Note 

that we can always find a reactive Zjs) which will make the system 

unstable (a natural frequency in region A) though the system will be 
stable for any resistive load. Thus, unconditional stability is not 
guaranteed by stability with any resistive load. 

If the imaginary part of Zout(s) happens to look like the surface 
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FIGURE 12.52 

POSSIBLE IMAGINARY PART OF (S) 



in íigure 12.53, then we see that the system will be unstable for 
some purely resistive loads. This we notice from the fact that a 
positive resistive load ZL(s) can satisfy Eqn. 12.91 for values of 

s which lie on the segment PQ in Figure 12. 53. With these obser¬ 
vations, we may state that a system will be unconditionally stable 

ReCZout(s) 0 when Re[s ] £ 0 (12.92) 

and stable with resistive loads if 

Im^Zout(s) ^ * 0 whenever Re[s ] £ 0, Re[Zo(s) ] < 0. (12.93) 

The latter condition just states that a system will be stable with re¬ 
sistive loads if the output impedance Zout(s) is never pure negative- 

real anywhere in tne right half-plane. 

12.4 TERMINAL PROPERTIES OF THE POWER PROCESSOR 

The terminal properties of the charger will depend on both the 
properties of the basic power converter and the auxiliary circuitry. 
For the charging mode just analyzed, the charger is a two terminal 
pair device with a power converter connected between the terminal 
pairs at times determined by the auxiliary circuitry. Aside from 
the normal operation of the charger which, in the SILVER mode, 
charges at a fixed current until the output voltage exceeds a preset 
threshold, the presence of auxiliary circuitry allows modes of os¬ 
cillation which would not exist if only the basic power converter 
were in the charger. 

In the preceding sections, we observed that the basic power 
converter is unstable when certain passive loads are connected to it. 
Some of the resulting oscillations, observed at the output terminals, 
may be severe enough to cause the polarity sensing circuit in the 
charger to change state, which in turn will disconnect the basic power 
converter from the charger output terminals. Since this polarity re¬ 
versal is due to the basic power converter, the fault indication is 
relieved soon after the basic power converter is disconnected, and 
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the auxiliary circuitry will again connect the basic power converter 
to the charger output. This cycle will continue indefinitely if the 
same loading condition persists. 

This example serves to show the interaction among the various 
parts of a simple power system and especially the possible intro¬ 
duction of undesirable modes in certain parts of the system. In this 
case, we see that the auxiliary circuitry, which as a block performs 
well, can be included in an unstable loop due to instabilities in the 
remaining part of the system. 
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