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ABSTHACT

USTLITY OF AUTOMATIC CLASSIFICATION SYSTE¥? FOR
INFORMATION STOhsGL AND RETRIEVAL

by
Barry Litofsky

Supervised hy Professors Noah S. Prywes
and David Lefkovitz

large-scale, on-line information storage and re-
trieval systems pose numerous problems above those en-
countered by smaller systems. The more critical of these
prcblens involve: degree of automation, flexibility,
browsablility, storage space, and retfieval time. A step
toward the solutlon of these problems 18 presented here
niong with several demonstrations of feasibility and
advantages,

The methodology on which this seolution is based

1s that of a posteriorl automatic classification of the

document collection. Peasibility is demonétrated by
automatically claesesifying a file of 50,000 document
desariptions. The advantages of automatic classification
are demonstrated by establishing methods for measuring

the guality of oclassification systems and applying these
measurag to a number of different classilication stra-
vegies., By indexing the 50,000 documents by two inde-
pendent msthods, one manual ain' one automatio, it is shown
that these sdvantages are not dependent uvon the indexing
method used.

1t was found that among those automatioc olassifi-




cation algerithms studied, one particular aigorithm,
CLASFY, consistently outperformed the others. In addi-
tion, it was found that this alg.rithm produced classifi-
c-tions at least as good, with respect to the measures
established in this dissertation, as the a_priori, manual

classification system currently in use with the .. ore-

mentioned file,

The actual classification schedules produced by
CLASFY in classifying a file of almost 50,000 document
descriptions into 265 categories are included as an

appendix to this dlssertation.
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CHAPTER 1
INTRODUCTION TO INFORMATION STOHAGE AND RETRIEVAL

1,1 Magnitide of the Problem

The "informatlion explosion™ 1s here to stay and
anyone designing an information storage and retrieval system
must take cognizance of that fact. Not only is the current
publication rate high - about 350,000 scientific papers
per year [$5] - but the growth in this rate 1s staggering.
De Solla Price [ 94 ] has plotted the number of scientific
journals (see Fig, 1-1) published each year from the oldest

surviving journal, Philosophical Transactions of the Royal
Soclety of London (1665), until today, when we are rapidly

approaching 100,000 Journalé.

In 1830; in order for scientists to keep up with
the increasing number of papers in the 300 journals of that
day, the first abstract journal was introduced. Since
then, as can be seen in Fig. 1-1, the growth of abstract
Journals has essentially matched that of primary journals.,
We are now long past the point of 300 abstract Jjourmals
being published yearly without & solution comparable to
the one found in 1830,

Thus, any solution to the problem of oo%leotlng
information and supplying desired information in the
proper amounts to the proper people at the proper time
must be adble to handle this rapid growth in literat: -e




-2-

Number of Journcls

L 1,000,000 /]
/
/
/
/
/
- 100,000 / y
/
/,
/
- 10,000 .

Scilentific Journals

//
- 1,000 / -
/
- (300) / (300)
- 100 .
nals
/
T Y T
1700 2000
DATE
Figure 1-1

Growth of Journals and Abatract Journals
(from de Solla Price [ 94 ])




-3-

ag8 well as th substantial body of publications which
have been and which are being produced in each of the

technical fields today.

1.2 IS&R Functions

Tha objective of all IS&R systems should be to
serve a glven community by supplying desired information
upon request. By the word "serve"™ 1s meant that the
system should function at the convenience of the user.
This implies simplicity of usc, multiple modes of use to
suit each type of request, and accurate and prompt
responses. The degree to which a system meets this ob-
Jective 1s determined by how it is set up, how it 1s used,
and how much money is avallable for system design and
operation.

The first parameter that must be considered in
a system of this type 18 the size of the collection,
While there are a number of instances where small col-
lections might be useful (i.e., a library of & small
company in a very specialized area or a personal irfor-
mation system [ 25,26,85 7)), considering the previous
section it can be geen that there must be a substantial
nusber of systeme which, presently or in the near future,
are or will be concerned with large collectionsg -of infor-
pmation, It is to these systems that this dissertation
ia directed. Henceforth, all references tc IS&R systems

will automatically imply systems with information collec-
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tions of, at the very least, tens of thousands of items,

IS&R systems can handle a variety of types of
information, ranging from individual scientific facts
to merchandise in an inventory to journal articles
and books in a library. Por convenience and simplicity
the discussions and examples following will be restricted
to references to librarles with the understanding that
"information items®” or "documents" refer to any of the

publications usually found in libraries.

1.2.1 3torage

The storage functions of an IS&R system are shown
in Plg. 1-2. The acquisition of documents for a collection
can be more than just declding as to the pertinence of
a partioular document to trhre collection. If documents
are ncquired in the proper formats, later stages in the
storage process could be easily automated. Advantage
should be taken of advances in computerized typesetting
and optical character readers [11] to facilitate sutomatic
procassing of documents.

The purpose of the indexing function is to obtailn
a nuaber of desoriptors which act as & surrogate for the
document. These deascriptors, or keywords, can bes obtained
manuslly or automatically by computer analysis of the
document title, abstrect or text. The indexing function

will be discussed 1n greater detall lut;r in this pajer.




WUCQUSUOQ 3o UM\'?.aHO\.um Hﬁwﬂﬂuh»ﬁ

2=1 aandid

v SINIWND0Q SANEWNRD0Q 40
CNIHOJ€C SHIVICHENS DNIHOLS

ONTY=ECNTY
. —

FITT ONTZING T AN fad O

NOILIVLTATCSY IO b

-y




5
.:': f -:6-

Classification of docirments refers to the grouping
of like documsnts into categories. The categories can be
_{ set up independent of the documents (a_priori) or after

all the documents have been indexed {a posteriori), In

the former case, document classification can be done
manually or automatically at the same time as indexing.
In the latter case it 1s done only after all the documents
have been indexed and will probabl- be an autcmatic
process., Most IS&R uystems make no or very little use
of facument clessification.

Organ:.ing the document flle invelves setting up
g of directories and deciding the order of the documents in
é the flle., Parts of this step are closely related to
document classification, particularly in an IS&R system

employing a vostericori automatic classification,

Document stoxage [11 ] and surrogate storage is
deone separatcly tecause the documents themselves do not
have to be accessed as raplidly as thelr surrogates. Most
systems do not involve automatic document storage. However, '
this should play an increasing role in large scale
autcmated IS&R systems. Surrogate siorage can include
the above mentioned keyword surrogates, titles, authors,

abstracts and/or other items (called association terms

by Prywes {100]) deemed to be of use in deciding the

aprlicauility of documents to retrieval requests.
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1.2.2 Retrievel

The basic retrieval functions of an IS&R system
are snown in Fig. 1-3., The user formulateé a request
and submits it to the system. This request could range
from a well thought out query to a vague notion of what
18 desired. 1In fact, the user might not know what he is
looking for at all; he might Just be browsing through
the collection to see if he can come up with anything
of interest. Also, the user might have neced fci every
item pertaining tc hls regquest, as in a patent sesrch,
or he might be perfectly satisfled with one or a few such
itens.

In order to satisfy ali of the above needs an
IS&R system must be able to provide the user with the
cption to refine his request after various stages of prelim-
inary vrocessing [71 ]. According to a literature chemist
in a non-automated library [83 ], the abllity to go back
to the user in order to refine the request 1s desirable
in all, very helpful in many, and absolutely essential
in some literature searches. Because of the rapidly
changing notures of thought processes and user needs
this request reflinement should take place immediately
after the original request is submitted. This implles
that an effective 1S&R system shonld include on-line
man-machine interaction [18,97,113 ].

Path A of Fig. 1-3 includes data such as pre-
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liminary document counts, suggested query modifications,
classification hierarchy display, and other data which
might be avallable before accessing either the éurrogate
or the document storages. 1In most of today®s systems
this very important function is limited to (non-automated)
discussions with & professional librarian or to automated
document counts or more often, 1t does not appear at all.
Path B essentlally exists only in on-line systems,
This assumes that request refinement done after a day or
two's walt is almost identical with new request submission,
The advantages of Path B can be enhanced if upon command
surrogates of documents similar tc those requested can
be displayed. This 1s relatively easy to do in a classified
collection.
Path C can only exlist if the documents are stored
and car be retrieved or have parts of them displayed
rapldly. This feature 1s rare today but should be incor-

porated in future systems.

i.3 Inadequacles of Current Systems

A slgnificant portion of the library problem 1is
that mest of today's "automated" IS&R systems are hardly
automatad at all. On thes storage side, indexing 9nd
cataloging are the main areas which should be switched
from the human to the computer domein. At a recent

symposium on IS&R, Prywes [101] stated:
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"In any one of the large libraries or
information centers there are thousands of
monographs and seriels that are walting to be
catalogued and indexed. These often lay un-
used because of the dearth of conpetent
cataloguers and indexers, especially those
expert in particular subjects and languages.

The increased amount of materiel which is belng

circulated soon may require sulstantizl in-

crease in staff. Staff with this competencs

is extremely scarce; low salarles dilscourage

young pecple from library work. For thesc

reasons the storage process tendas to constl-
tute a serious bottlieneck."®

One 18 tempted to draw an analogy between auto-
mation of libraries today and automation of the tele-
phone network some years ago. It 1s sald that if the
dial did not replace telephone operators, all the women
in this country woull have difficulty in handling today's
volume of telephone traffic,

Computer processing of natural language text for
indexing, and automatic classification for cataloging
can break this bottleneck,

On the retrieval side, libraries and information
centers operate at low levels of effectiveness and are
called upon as irformation sources a relatively low
percentage of the time information is required [10].

One reason for this is the indirect route one must use
tc use IS&R systems. On-1llne 1interactive systems could
solve much of this problenm.

There are also problems with the automated portion

of IS&R systems. Present systems are generaily ineffi-
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clent and are restricted to few modes of operation (i.e.,

none allow a reasonable degree of mechaniced browsing),

Most systems 1in use or beling proposed today are either

of the serial, inverted file or list-organized types.
Each of these systems ha. > advantages and should be used
in certein situations. However, each has serious draw-
backs when used for retrieval by combination of document
descriptors (keywords).

The main difficulty with a serial file i1s the time
required to access information. Even with the high speed
computers of the foreseeable future, search times through
gserial flles of millions of documents will be on the order
of many minutes or even hours. Thls leads to the need for
batching many requests and eliminates the possliblility of
on-line, real-time information retrieval.®

In standard inverted file systems, the document
surrogates are stored in any order, usually by accession
number. Llsts are malntained 1n a directory for accessing
this file. There 18 one list per keyword eand the entries
in the lists are polnters to document surrogates.” He-

trievals are performed by logzical comparisons between

*  There are methods to shor:ten serial searches, though not
by enough to upgrade serlal gsystems to the real-time
domain., Fossum and Kaskey [48] inquire as to the
efficacy of certain of these methods. Their questions
are answered near the end of Chapter 5 of this paper.
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directory lists as specified by queries. Tables 1-1 and
1-2, modified from Prywes [102], give examples of para-
meters to be encountered in typlcal IS&R systems.

As may be seen in ltem I of Table 1;2. directory
8lze in an inverted file system may range from ten milllon
to close to & billion words. These must be stored on
reiative)r fast and expensive media (l.e., disks rather
than magnetic cards or strips) because of the necessity
of fgequent access, In fact, the number of diractory
words required per query (item J in Table 1-2) might be
80 lerge compared to avallable high speed storage as to
require multiple accessions of the same lists in order to
process a query., A method which reduces these quantities
by an order of magnitude or more ls shown 1ln the next
chapter of this paper.

A recent study of mechanization in defense libraries
[67] points out some of the shortcomlngs in current systems.
All of the systems studied (27 in all) use elther serial
fliles or inverted filles. None use automatic lndexing or
automatic classifications.

Llst-organlzed‘document retrieval systemsa chaln
document surrogates together via keyword llsts. 1In other
words, & search on a keyword involves jumping from document
to documcnt which contain that xeyword. Thus, most of the
directory 1s actually stored in the surrogate file itself.

Objections to this type of storage for large scels IS&R
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Number
A. Item Records in File 106 to 107
B. Keywords assigned to an Item {Av.) 10 50
C. Keywords in Vocabulary 10“ 5x 10“
D. Aversge Number of Items assigned
to tte same Keyword = (AxB)/C 103 10“
E. Keywords Specified in a Query (Av.) 10 50
F. 1Items referenced by Keywords in a
Query (Av.) = Ex D 10% 5x 105

Table 1-1

Illustration of Typical IS&R Systems SRR

Directory: Number .
G. Lists in Inverted Flle Direstory; " . R
1 1list per keyword = C 10 to 5 x 104

H. Accession Numbers per list in the 3 b
Directory (Av.) =D 10 10

I. Words in Directory =G x H
(Assume 1 computer word per Acces- 2 8
sion Number) 10 5x10

Retrieval:

J. Inverted File Directory Words
Brought from Secondary to Primary
Storage = F (All accession nurbers
in records that correspond to query N 5
keywords) 10 5x10

Table 1-2

Illustration of Magnitude of Directory .o
and Retrieval with Inverted File Methodology ]
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systems center about length of the lists and spceu of he
storage media required for reagonable search times, Dis-
gussion and exampleg of list-organized systems are gvall-

able [ 48,76,99,103,104,105 ],
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CHAPTER 2
CONCEPTS OF IS&R BASED ON AUTOMATIC CLASSIRICATION

2,1 Classificatlion Parameters

The initial goal of classifying documents is to
group "like"documents together into categories. The
documents (or docunent surrogates) ar9 then placed near
each other to facllitate retrieval. 1In a conventional
Jlibrary the documents are placed on the same or adjoining
shelves. In an automated library the document surrogates
(plus room for additions) are placed into convenient
units of memory such as cylinders on a disk or magnetic
strip or card. These units which include categories of
information will be called cells (sometimes called
"buckets* [23,28,62]).

It 13 desirable to have a quantitative measure of
the "Yikeness" of documents. In a collection of documents
indexed with keywords, such a measure 18 supplied by the
number of keywords common to two documents. Extending
this notion; a measure of the quality of & classification
system 1s how well the classification algorithm minimizes
the average number of different keywords in a cell.
Definitions of parameters pertinent to this concept are
presented in Table 2-1.

Figure 2-1 showe the bounds on Nyo+ the average

number of keys per cell. It must be greater than or equal

-15a-
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Definition

Vocabulary size, total number of
different keywords

Number of documents in the system

Number of cells in a given
classification

Average number of keys assigned per
documents (i.e., average depth of
indexing) '

Average number of different keys
per cell (this 1s the quant‘ty to be
minimized)

Average number of cells a given
key 1s assigned to = Ny x Nigq

Ny

Average number of documents per
cell = Nd/No

Table 2-1

Dafinitions of Parameters
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to the larger of (a) Ny4q, the average number of keys per
document and (b) Ny/N;, the vocabulary size divided by

the number of cells. At the same time, Ny, must be less than
or.equal to the smaller of (c¢) Ny, the vocabulary size

and (d) Nyg ¥ Ngo» "he number of keys per document
lultiplied by the number of documents per cell. Thus the
average number of keys per cell for any given number of

cells must fall within the paralle)ograﬁ of Figure 2-1,

The diagonai dashed line represents the approxi-
mate reglion of the expected plot of Nk; vs. N, for a good
classification system. Thls expectation haes been arrived
at by past experiments [3.77] and those described in this
paper. The actual path of this curve depends not only on
the clasgsificetion algorithm but alsc upon the collection
itself. For example, !¢ all keywords were unique, the
. curre would .follow the upper boundary regardless of the
classification algorithm used. Lilkewise, for any real
collection of documents, 1t wculd be very unlikely for
the curve to even approech the lower boundary.

An interesting point to consider 1s that Fig. 2-1
shows that serial and inverted files can be considered as
speclal cases of classification. A serial file would
have Nc = 1 and Nke = Ny, thereby occurring at the upper
left corner of the diagram. Here, all the documents are in
one cell which is searched serlally. An inverted file

appears at the opposite corner with N, « Ny and Ny, = Nig4.
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Now each cell contains only one document as in en inverted

file,

2.2 Advantages ¢ A Posteriori, Hlerarchical, Autonatic
Classification Systems for On-Line Retrisval Systems

Most IS&R systems do not use classification at
all. Of those that do, many asgsign multiple categorles
to each document and use these categories in place of
index terms (example: Universal Decimal Classification,
see Freeman [51,52 ] and Freeman and Atherton 53,54 ]}
or use a unique category assigned to a document as an
additional index tern. The full potential of classifi-
cation as an ad junct to indexing has not as yet been ap-
proached. The followlng sections discuss what can be done

through the use of the proper type of classification.

2.2,1 Automatic Classgification: Directory Size Reduction

The magnitude of the inverted file directory was
shown 1in the prevlqua chapter. The us; cf automatic
rlI-agifiention ~~ »aduce the &8i7e I tit'n diventnr, hy
more than an order of masgnitude. Thils is done by forming
an inverted flle directory on the cells, rather than on
the individual documents. It 1s true that once a cell
whose Keys satisfy the query has been located, a search
must then be made in the cell for applicable documents.

Howcver, this is not as much of a hardship as one might

-think because of the following effects:

£ an 1ot s mb s e Bietcb et N =




1) Cell access time is xenerally much greater
than transmission time. Therefore, it 1s not
very costly to read the contents of an entire
cell if one has to access the cell for one or
more documents anyhow,

2) Grouping loglical document records together
into larger physlcal records can provids
significant storage savings.

3) Considerable transmission and processing
time (plus, of course, memory costs) are saved
by manipulating much shorter directory lists.

4) Memory accesses can be reduced. This is
covered in Section 2.2.5 of this paper.

In order to demonstrate the order of magnitude

reduction in directory size, consider the sample conditions

presented 1n Section 1.3. The expected N, vs. N_ curves

c
are shown in Flgure 2-2 along with théir respective
parellelograms. The circles represent numbers of cells
chosen for this example. The actual number of ocells in an
IS&R system will be decided upon by a trade-off between a
number of factors including: '

1) Cell slée should be a convenient multiple or

sub-multiple of a sultable.storage unit.
2) The fewer the cells the smaller the directory

and the fewer the number of directory words

which have to be brought into high speed
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storage for each request.

3) The more cells there are the fewer number of
documents per cell and hence the shorter the
search through each cell.

k) More cells mean fewer keys per cell. This
increases the selectivity of each cell,

The appropriate numbers for the classified files
are given in Table 2-2. This is bezeu on 10,000 and
50,000 cells (N,} or 100 and 200 documents per cell (Ngo)
for the two cases respectively. The order of magnitude

reduction in directory size (107 to 5 x 108

compared with
106 to 2.5 x 107) and in words brought from secondary to
primary storage (10% to 5 x 105 compared with 107 to

2.5 x 10“) is evident by comparison of Tables 1-2'and 2-2,

2.2.2 Automatic, A Posteriori: Flexible

All of the well-known classificat ion systems of
today are a_priorl systems. In other words, the categories
and sub-categories werc decided upon on the basls of some
"natural®™ divisions of knowledge and then the documents
were (and still are) placed into these cctegories. Some
problems with this traditional polnt of view are:

1) Few areas of knowledge can be divided ln a

truly "natural® sense. PFor ‘example, should
biochemistry be a sub-division of blology or

of chemistry? T'e answer to this might depend
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Dlrectory: Number

Ny = Lists in Automatic Classifi-
cation Directory (1 1list per L
term) 10 to 5x10

Ne

]

Number of cells (Circles in 4
Fig. 2-2) 10 5x10

Nke = Average number of keywords
per cell (Fig. 2-2) 10

ch = Average number of cells per
keyword
= Average number of words in s
directory list (1 computer >
word per entrv) 10 5x 10

Words in directory = Ny x N, 106 2.5 x 107
Retrieval:
ch = Cell references per key 10 5x10
Directory words brought from
Secondary to Primary Storage

= N,y X keys per query (item
E, Pahle 1-1) 107 2.5 x 10%

Tadle 2-2

Illustration of Magnitude of Directory
and Retrieval with Automatic Classification
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3)

b)

5)
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upon t..e rest of the collection {i.,e.,

whether 1t 1s mainly binlogical or chemical

in nature),

Overlapping of discirplines is increasing.

The classification schedules of a_priorl
systems requlre eignificant effert to be

kept up to date. The Universal Decimsal
Classification 18 an example of one with

many outdated structures [547.

New areas of knowledge must fit into the
existing schedules. This resulteg in highly
artificlial hierarchles of knowledge. Figure
2=3 shows that In the Dewey decimal classifi-
catlion, electrical engineering s coOnsidered

a gubset of mechanical engl.cering. It is
ctlear that thls came about hlctorlcally,

and not because of today's view of the subdivi-
sion of knowledge.

Specialized libraries make use of small portions
oi exlsvang schedules. For instance, the
average technical library which uses the Dewey
decimal classification probably has 90 percent
or anore of its documents filed in the 500
(pure science) or 600 (techhology) divisions
(1“2]. One effect of this 18 very deep index-

ing. such as 621.3841361 for Communication
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instruments [ 41 J.

6) Existing classification trees usually in-
volve at least ten and as many as several
thousand alternatives at each declision node,
Recent studies have shown that the optimum
number of alterrnatives at each node is usually
(depending on certain parameters) considerably
less than ten (103,104,i38,139].

Qur needs for information are changing, therefore

our classification schedules must be capable of changing.

In an automatic, & postericrl classification system,

the categories are decided upon after all the documents
h;ve Seen indexed. Iii this way, the resulting system ia
gspecifically designed for & parcicular qollection at a
particular point in time. If there ares significant
changes in the collection, the system canr bt~ automatically
reorganized to fully reflect the current status of the
collection.

A major oujection to automatically derived classifi-
cation categories is that they might be diflferent {rom
those decided upon by human beings, However, the guallty
of a systemr should be measured by its convurlience to the
‘user, and not by how the system s originatcd. Besides,

who knows that the human 18 right, and not the machine?




2,2.3 Hierarchicel, On-Line: Browsable

In "The Conceptual Foundations of Information

Systems®, Borko [16] rotes:

"The user searches for items that are inte-
resting, origlnal, or stimvulating. No one can
find these for him; he must be able to browse
through the 2ata himself. In a 1library, he wanders
among the shelves picking up documents that
strike his fancy. An automuaied 1ntormation
system mr st provide similar capabilities.”

The ability to browse through parts of a collectlion

should be an essential gportlion of every IS&R system.

There are many times when one has only a vague 1dea of the
tspe of document desired. Browsling can help channcel
pseudo-random thoughts into & direct line towards the
information actually desired.

Effective browsinrg demands & hlerarcnlcal classifi-
cation system in order tc enable one to start with broad
categorlies and work towards specifics. Automatic
classification can produce such hierarchical setg o
categories, In a_jprior! systems, nodes are glven rawss

and index numbers. However, irn s rcsterior}! systers ‘ho

rnode names are generated sutomatically and consist of

the get of keywords which ajrear in all tho rodes cirectl)
beneath (thinkinz of the hierarchy a&s an inverted tree)
the node in question. Thls reculting set of keywcrds

can be considered an "abstract™ | 97 ] of the knowledze
contained beneath that node in the tree. If a set of

keywords 18 too large. humars ~r rreferably automat::
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processes can be employed to condense the set and provlde
a sultable title for the node.

Naturally, automated browsing can only be
effective in or _.ne systems through man-machine inter-
action., The user can enter s node through a conjunction
of keywords. The system would then display the nodes
beneath the original nre nas well ns anma atntjerincrc  aunh
as how many documents there are beneath each node or how
many documents contein each displayed keyword. When the
user selects a branch, the cycle repeats with the new
node. If desired, one could backtrack up the hierarchy
or jump to completely different sectlions of it. Once the
user has narrowed his search, he can demand retrieval of
some or all of the documents by specifying keywords and/
or categories,

Another way of browsing in a classified get of
documents 18 to start at the very bottom. Assume one
has a specific query in mind and upon submitting it to
the system, pbtains only one document. If thlsg is
insufficlient one could broaden the search by requesting
the display of other documents in the category of the one
retrieved. Since these documents are close in content to
the ¢ "ginal, they might also be satisfactory or thelr
keywords might suggest ways for the user to refine his
query in order to retrieve ¢ther documents of interest.

None of these modes of browsing could be utilized
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by files with strict serial or inverted flle organization,

2.2.,4 Hierarchical: Further Directory 3ize Eeduction

A small hierarchy 1s i lustrated in Flgure 2-4.
The keywords are represented by the letters A « H and the
nodes 2, 3, and 4 are agssumed to be terminal nodes or cells.
The directory for the lnverted file on cells, called the
key-to-cell table, has 15 entries. Flgure 2-5 Yllustrates
the hierarchy effect presented in the previous section.
Here, the keywords A, B, and C have moved up to node 1
because all .ne nodes beneath node 1 contained themn,
At the same time these keywords were deleted irom the
lower nodes. Now, the key-to-node table has only 9 entries.

This example 11lustrates a further reductlon in
directory slze via use of a key-to-node table. Bzased on
experiments to be described later in this paper, this
reductlion seems to be on the order of about 10-15 percent.
This reduction is applied teo

(a) the amount of memoiy required for the directory,

(b) the number of directory words which must be

brought into maln storage for each query,
and (¢} the number of directory words which must be
procect=_.d for each query.

These benfits are obtained at the cost of increased

processing for each directory word. In the example of

Figure 2-5, keyword A points to node 1 and keyword G to
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NODE 1

2 3
A A A
B B B
C c C
D P D
E G
H

KEY-T0-CELL TABLE

KEYS A B C D E P G H
CELLS 2 2 2 2 2 3 & &
3 3 3 &
B L&
Figure 2-4

Inverted rlle on Cells

NODE 1 A
B
C
2 3
D F D
E G
H

KEY-TO=NODE TABLE
KEYS A B CDEVF G H
CELLS 1 {1 1 ﬁ 2 3 4 4

Figure 2-5

Inverted File on Nodes
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node 4. A query involving the conjunction of A and G
should indicate node 4, Thus the query decodlng'program
must realize that node 4 is under node 1 in the hierarchy.
Proper program design on sultable computera‘should minimize

tnis task.

2.2,5 On-Line Retrievals: Memory Accesses Reduction

Most mnss storage daevices have two components to
the time required to retrieve a record. The larger
component is the time required for the read mechanism
to approach the vicinity of the desired information (or
vice-versa)., This 1s called the acceas.tlme and is itself
made up of two compénents. wotion access and latency
(usually averaging one-half revolutlon.of the recording
media). The smaller component of the retrieval time 1is
the actual data transmission time. Typlcal characteristics
of some mass storage devices are shown in Table 2-3.
Comparing ‘the total access times with the time required to
transmit 2000 bytes, one sees factors ranging from 7 for the
. smaller devices up to 19 for the larger capaclity memories.
This i1llustrates two points:

1) Once the access time has been "spent,” it costs

relatively little more to read additional
data as long asg another access time is not
involved.

2) An appreciable tima savings can be mads by
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re.ucing the required number of memory
accesses.,

These points are very pertinent to on-1line

systems because the lack of the ability to batch queries

leads to a large npmber of memory accésses. Automatic

classification takes advantage of item (1) by grouping ;‘.f

like documents into cells which are segments of memory

(tracks, cylinders, ecc.) which do not r uire more

than one memory acces3. Thus, it costs little extra in Vf,

| time to retrieve an entire cell than it would to retrieve

a single document.

E In addition, clasgsification reduces the number of

memory accesses required (item (2) above) by the very

fact that the documenis in a given cell are close to

each other in content. This "likeness"™ increases the

probabllity that nult! le retrievals for a given query

would appear in the same cell. This in turn reduces the

number of cells accesses per query ar. hence the number

of memory accesses required. '
This reduction in memory accesses can be trans-

lated into greater on-line capacity for a systesn.

Alternatively, 1t might speed operations up enough to

Justify slower, but less costly (see Table 2-3) mass

storage devices,




2.3 Contributions of the Dissertation

The overall accomplishments of this disgsertaticn
are:

1) Definition of some of the problems involved in

automated large-scale information storage
and retrlieval systems,

2) Provision of a superior method of solution

for these problems.

3) Demonstration of the feasibility and advan-

tages of thils solution,

The methodology on which this solution 1s based is
that. of automatic classification of the document collection,
Feasibility is demonstrated by automatlically classifying
a file of 50,000 document descriptions.: The advantages
of autc.atic classification are demonstrated by estab-
lishing methods for measuring the quallty of classification
systems and applying these measures to a number of dif-
ferent classification strategies., By indexing the 50,000
documents by independent methods, 1t 1s shown that these
advantages are not dependent upon the indexing method
used.

The advantages demonstrated are:

1) Automaticity.

2) Flexibility,

3) Browsabllity.

k) Reduction in storage space,
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Reduction in retrieval time,




CHAPTER 3
LITERATURE REVIEW

3.1 Content of this Chapter

The main body of this chapter 13 concerned with
a critical review of prior publicatiors in the area of
automatic classification theories and experiments., How-
ever, because of the 1lmportance of indexing and its
close ties with classification, a descriptive section on
indexing is inciuded. Another reason for including a
review of indexing efforts 1s that in preparing cne of
the indexes for the experimental file used for this dis-
sertation, the author utlilized a form of sutomatic

indexing (see Appendix Aj.

3.2 General Critique of Prior Expariments

There 18 one jtem which hag been remarkably con-
stant in all research on automatlic classifcation to date
(the present study and the work leading up to it excluded),
That 18 the lack of experiments on a significantly large
data base. The largegt corpus used for automatic
classificalion experiments reported in the litsrature
contains about one thousand documents (see Section 3.3),

It 18 difficult to izagine how one coul? obtain & raazon-
able number of slgnificant caetegories, much less a reasunw

able hieraréhy. with 80 few documents (most experiments

-37-
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were done on fewer tha 400 documents). The current
experlments have clearly shown the need for large-scale
experiments. For example, 1t has been found (reported
in Chapter 5 of this paper) that in a certaln aspect,
based on 2500 documents, an inverted file outperforms
a classiflied file., If the experiments stopped there
the results would have been in error, for the classified
file caught up to and far surpassed the performance of
the inverted file as the number of documents processed
were increased to almost 50,000,

Classification takes & number of different forms.
As stated previously, most classification systems are
a8 priori and have h:wans do the classifying. Thes necwer
of these systems generally use categories as indexes,
thereby placing a document !n more than one category.
These systemg have cu»me into belng in order to overcem. vhe
disadvantages of tiie Dewey dacimal classification. How-
ever, they nave anly partially succeeded; and, in addition,
heve generally increesed the notational complexity.
Examples of such systems are the Colon “Tlassiflication
[6.,1077 and the Universal Declimal Classifization (49,50,
52,53,54,115]. Reviews of thase and octher faceted
clssaification schemes can be found in Vickery {146 ]
and Taulbee {136 ].

In the reslm of automatls c¢classification, one can

1dertify tvo levels of automation. One 1s the automatic




placement of documents into a orioril categories. The
other 18 the use of automated techniques to derive the

classification categories (a posterior!) and then place

the documents into these categorlies. Experiments have
been perforred on each of these levals, though it 18 felt }

that the latter 1s by far the more significant. The need

for a good a_posterlori automatic classification technique J

can be found in the literature., Altmann [2] notes that
the potential users of a system under design demanded
"browsabiilty." In the absence of a decent automatic
system, & new, a priorl classification system was designed

specifically fcr thelr collection. In designing a system

for the Alr Force, Debons, et al. [40] noted the limita-
tions of all a priori classification systems and reluc-
tantly decided that of the avallable systems, strict

coordinate Indexing, with no classification was the route

to take. Lefkovitz, et al. [78,80,143] started using

a posteriori automatic classification in a large-scale

real-time chemical information system but abandoned it
to inverted files due to the lack of data on the quality
of automalic classification on large files.

Very few experiments "ave been performed on

Liern-cnicul 8 rosteriory cleassification systems., A

' «tnt.e exception 18 the work of Doyle [42,43]. As stated

treviously, a hlerarchy is required in order to have full

browsing capablilities. In a 196L review of the stat~ of
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the art of IS&R systems, Arnovich, et al. (4] did not

consider the possibility of hierarchical, a postericori

classification.

A ma jor obstacle to the development of any type
of classification system is measurement of quality. Why
design a system if there is no way te tell Af 1t 18 better

or worse than others? Until the present set of experiments,

most classiiricstion systems were measured 3y cne or mors
of the following methods:
(a) relevance assessments of documents in categories
w!*h respect to a few search requests,
(b) were documents placed into the same categories
a human classifler would have plac2d them?,
(c) are a_posteriori categories the same as
8 priori, hur-n-organized categories?,
(d) do the categories "look good™? (subjective
criterion),

Relevance assessment (a) of documents to requests should

S D TR R

not be used in testing clessificatlion techniques. This
use of relevance confuses clogsification with indexing.
With the use of thlis measure, one cannot separate the f,;l

quality of indexing from the quality of classifying and

is more likely to be aeasuring the former. Secondly,
the value of relevance and preci.ion ratios belng used in
any of the ways they are today is open to question. A

number of papers have been written pointing out the
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shortcomings cf the "pseudo-mathematical™ use of- these
ratios [ 34,35,45,71,121,133,135].

Items (b) and (¢} above assume some degree of
a_priorl categories. In some experiments the categories

are set up a8 posteriorl on part of the collection and used

to automatically classify the rest of the collectlon.
In other :ases the categories are set'up a pricri by
humang., In either case, human judgment of "correct”
‘docﬁment classification or "correct®™ category content
is required. This is undesirable for two reasons,
Firstly, humans are not terribly consistent in indexing
or classifying documents [1?.93.122]g Secondly, the gosls
of automatic classification are to serve the user as
efficlently as posasible and not to conform the system to
preconcelved ideas of categories of knowledge. It might
be the case that these are one and the same, but thils
judgment must await experimental verification before 1t
can be accepted.

Measure (d) above can be dismissed as vague,
inconsistent, and not readily amenable to verification.

One attempt at an objective measure of classifl-
cation can be found in Doyle [43]. Here, a ccllection of
time-ordered items (daily work records and diaries) and
portions of documents was classifled. The criterion used

vas how well the categories could isolate continuous seg-

ments of time and tie together parts bf the same documents.
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One could not do direct extrapolation of thesé results
to a more usual collection of documents, but it is a
atart towards oblective measurements. Unfqrtunately. the
collection consisted of only 100 items,

The measurement techniques used for this disserta-
tion are explained later. However, for comparison with
the above they will be briefly described here, These

measures can be appllied to any classification scheme

<

.(see Chapter & for five schemes to which they were spplied)

without human judgment. As described in Section 2.1, a
count of the average number of discrete keywords per
category yields a measure (to be minimized) of the "like=~
ness® of documents in a category. In addition, if search
requests are applied to a system (165 requeste were used
in this set of experiments), the number of categories
looked at as well as the number of documents searched in
these categories should be minimized. These measures can
be used to compare the quality of two or more classification
systems. In addition, the plot of keys per category versus
number of categories could be thought of as an absolute
measure, using the diagonal line of Fig. 2.1 as a reference
line. However, this must be tempered by the fact that
different collections probably have different relative
minima for the average keys per cell. Therefore, for best
measurements, experiments must be done on the same or

simllar files.




“43a

One c¢f the reasons generally given for using few
documents in an experiment is that sutomatlic classification
of lerge numbers of documents requires much time and/or
high-speed memory (which can be converted into time via
use of secondary storage) and that one or both of these
factors are not avallable or cost too much to Jjustify.
Experiments are}then performed with few documents but
with full realization that actual systems would incur
great expense in trying to classlfy large numbers of
documents by the experimental methods [73]. In most
automatic clas. fication systems being considered today
(clustering types), classification time is proportional
to the square, or even the cube, of the number of docu-
ments in the system. This is beceause of the need to
compare every document (or partial category) with every
other document (or partial category) br to generate and
manipulate matrixes whose sides are proportiona. .o the
number of documents and/or the number of discrete keywords
in the system (see Doyle [447, "Breaking th. Cost Barrier
in Automatic Classification"). This means that the cost
of classification per documert goes up at least linearly
with the number of documents. Considering 6ollectlona
numbering in the mlllions of documents, it is evident
that systems with the above characteristics are unaccept-
able.

There are two systems which are known to break
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thla Ndz effect. One 13 proposed (discussed on page 50)
by Doyle [447] and the other is presented in this disserta-

tion. Both are hlerarchlc, a_posteriorl classification

systems which work from the top (all the documents) down
(toc the categories). In both, the time proportionality
factor (Ng documents) is approximately NglogN4, where the
logarithrmic base is the number of branches at each node of
the hierarchy.

The cost involved with processing millions of
documents eliminates the application of moré sophlisti-
cated (i.e., theoretical) and/or deterministic techniques
towards the problems of automatic classificatlon. Few
would doubt the possibilities of translating the problems
of automatic classification into the réalm of automata
or linear programming theory. However, the practicallities
of miilions of different documents with tens of thousands
of discrete keywords and tens of milllons of keyword
appearances eliminates the use of these otherwise attrac-
tive-looking devices.

Before the examination of particular automatic
classification schemes, a word should be said about another
type of classification. This 1s classifying, grouping, or
relating index terms to aid retrieval but not to be used
to group documents. These schemes could have merit in
certain cases, but are not of direct interest here., Ex-

emples can be found in (45,56,74,75,79,114,130,154 ],
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The most extensive of these studies was done by Zimmerman
[15&] who automatically classified the keywords in 25000

document descriptions into Exclusive and Inclusive groups.
However, possibly due tc the use of only 85 keywords, his
results are not very encouraging for the futufe of thils

type of classification.

3.3 Automatic Classification

Table 3-1 (a-d) summarizes some significant facts
about previous automatic classification experiments. This
table and the cited references (plus the following discus-
slon) are presented in lieu of a detalled description of
each classirication algorithm and experiment, Many reviews
are avallable which describe the actual algorithms used to
set up the categories or the statistical processes used
to classify the documents [16,59,72,73,136,147], but none
summarize the vital statistiecs for mere than a very few
experiments. Other, more general, reviews of automatioc
classification are also avallable [19,128,129] imbedded in
re#iews of broader areas of interest.,.

Lance and Williams [72,73] divide a_posteriorj
classification strategies into hierarchical systems and
clustering systems. They further subdivide hierarchical
systems into agglomerative methods and divisive methods.
In agglomerative methods (the only type they consider) the

hierarchy is formed by combining drouments, groups of
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documents, and groups of groups of documents un:cil all
documents are in one large group: tne entire collecticn
itself. The hierarchy being thus formed, all that remains
is to select some criterion, such as category size, by
which one cuts off the bottom of the hierarchy, thereby
producing categories. Experiments using such a method were
performed by Doyle [42,43] using the Ward grouping program
[148]. Prywes [97.98,99] has also devised a system of

this type. Hclfberg'[153] has done some preliminary work
on this algorithm, but because of oompﬁtatlonal difficulties
with large collections, no large-scale experiments have yet
been performed.

Divisive techniques have long been thought the
realm of philosophers and other designers of a_priorl break-
downs of knowledge. With this technique, one starts with
the entire collection and successively subdivides it until
appropriately sized categories are obtained. Doyle [kuj
has proposed & systeam of this type (see Dattola [39] for
preli-~inary experimentsa). Hovever, this system requires
soms & pPriori cstegories as a starting point at each level
of oclassiflcation. YWhather or not this can be overcome
(i1t probably cen) remains to be seen,

The algorithm used (among others) in this raper -
called "CLASPY™ - 18 aleso of the hierarchical dkvisive
type, but is of a self-starting variety. Previous

experiments performed during the developaent of CLASFY
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. are summariec.d in Table 3-2. For completeness, the present
experiments using CLASPY are summarized in Table 3-3.

Clustering systems involve a wide variecy of
classificaticn technlques which seek to group index terms
or deruments with high association factors together
into "clustersa”, "clumps®, or "factors"” withcut trying %o
obtain & hierarchy. Some examples of experiments with
some of these methods are shown in Table 3-1. Moat of
these msthods require matrix manipulation, though it
should be added that the precise manner of these manipu-
lations varies widely with the particular scheme used.
Another scheme of thi. _2neral type is latent cla®s analy-
sis, proposed by Baker {?,8]. This method can utilize
correlations of triplets or larger sets of index terms as
well as palrs of terms as utilized by the other methods.
There have been no reports of experimerte using latent
class analysis,

Price and Schiminovich [96] have recently
manually simulated automatic clustering of 240 physics
documents using bibliograrhio citations instead of keywords
as the bagis for the cluctering algorithm. Even though
thir technique might be Ba: iafictory under certain limited
conditions, because of the variablility of authors in citing
references it is doubtful that this could be usged as &
general mathod. The quality oriterion used in the adbove

experiment was equivalent to (o) of Section 3.2.
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Some other papers of interest to automatic classifi-
cation are: O'Cunnor [91] (an "old" article on classifi-
cation designed for peek-a-boo cards), Chien and Preparata
[28] (fi1le organization after automatic classification),
Soergel [1247] (highly theoretical - doubtful practical
application), Nagy [87] (application of varicus automatic
‘olaselficatipn techniques to pattern recognition), and

Sokal [125] {numerical texoromy, cr, the use of automatie

techniques in biological classification).

3.4 Indexing and Automatic Indexing

Many more experiments have been carried out on
inderxing than on classification for automated IS&R systems.
In addition, the indexing zxperiments were generally
designed to be much more effective in selecting good
indexing systems then were the classification experiments
in seliecting good classification systema. For example,
out of 26 index evaluation projects reported in tabular
form by Bourne [227], 21 of them involved comparative
evaluations of from two to as many as about 15 different
indexing schemeg, some automatic and some not. Stevens
[128] presents a good state-of-the-srt report on automatio
indexing and related problems as of early 1965, More
recent reviews of automatic indexing are also available
[9.,19,108]. Henderson [59] recently gathered informative

abatracts of a number of papers dealing with IS&R systems
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with particular emphasis on those dealing with indexing.
Once again, a significant deficlency in most
automatic indexing experiments is the small collections
upon which cor-lusions are based. A notable exception to
this are the experiments of Guiliano and Jones {55] where

collections of 10,000 documents were used. Other defi-

clencies of automatic indexing experiments are simiiar to
some of those (particularly the notion of relevance}
described in Section 3.2 for automatic classificetion.
Since this paper is not directly concerned with

indexing, specific indexing projects will not be reviewed,
Instead, a few words will be sald about comparative

+ indexing experiments, especially those pertaining to the
type of automatic indexing described in Appendix A.

Reasearch on comparative indexing has progressed

from comparing manual indexes (such as Cleverdon, et al,
{30]) to more recent work on compering manual indexing
with various forms of automatic indexing. A detelled
analysis of various modes of automatic indexing is belng
performed by project SMART under the guldance of Salton
(116,117,118,120]. Some of the items under study are
document length (title. .stracts va. full text),
matching functions and term weights, languege normaliza-
tion (delete suffix "s", word stems, full thesaurus, ete,.),

manual indexing, and synonym and phrase recognition.
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Salton has found that, in general, for his test collection:
detailed manual indexing (over 30 terms'per document) is
8lightly better thaﬁ the automatic indexing techniques
used, indexing on abstracts is better fhan on title alone,
end use of a thesaurus involving synonym' recognition is
more effective than word stems which 18 slightly better than
deleting only suffix "s™ and common words.

Other experiments have been performed comparing
indexing by title words vs. abstract words [68,109] and
,title words (usually KWIC, keyword-in-context) vs. manual
indexes [1,12,24,29,69]. The general consensus is that
titles of technical articles are sufficiently descriptive
to be used for automatic indexing but that abstrasts would
probably serve somewhat better. These results (including
those of project SMART) were used in semi-automaticlly
indexing almost 50,000 documents (see Appendix A) used in

the current experiments.




CHAPTER &
EXPERIMENTAL CLASSIFICATION STHATEGIES

4,1 Introduction

This chapter contains descriptions of the various
classification algorithms used in these experiments. The
clagsification experiments themselves are described in thas
next chapter.

Five different algorithms were studied, Three of

these are a _posteriori, one a priori and one random, for

comparison. Of the three a posterlgz;'systems. only one

1s baslcally of a Hierarchical nature (CLASFY). This
system was studled with numerous varlétlons of parameters
end, as shall be seen, input orderings. It was found to
be the best among those investigated. Because of the time
required for processing of the large flles, much of the
parameter optimization was done on the small keyword file,
In actual system onaration the time required to classify
~a large file (assuming processing time increases no faster
than NjylogNy - see Chapter 3) is not 80 important because
the classificationwould be performed once and not repeated
until a substantial number of new documents have entered
the system,

In all of the systems studied, a document ac-
quired between classificationrs or memory reorganizations

would be placed into a cell based on the original concept

-57-
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of the particular classification system in question.
All CLASFY processing was done on an IBM 7040
computer in MAF, All other processing was done on an IBM

360/65 computer in PL/I.

k.2 A Hierarchical Classification Algorithm (CLASFY)

The original version of the primary classification
algerithm under consideration here was.conceived by Dr. David
Lefkovitz [76*] and was programmed by Angell [3] in MAP on
;n IéH 7040 computer. Since then it has been used to auto~
matically classify a document file for the Air Force [31,77].
In addition, it was used for a while in an experimental chem=
ical IS&R system |78,80,143] but was discontinued because
of lack of information about its performance on large files.
However, until now, no means was avallable for mesasuring
the quality of this algorithm. In the course of the current
work, the above algorithm was improved and evaluated, and

then compared with other classification systenms.

4.2.1 Description of the Algorithm

CLASFY 18 a hlerarchical clagsification algoritha
of the divisive type. That 1s, one starta »ith the entire
collection and successively partitions it into smaller and
spaller groups until a group size criterion is met. These
final groups are called cells and are the actual categories

into which the documents are placed.

® Appendix B,
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Each node 1s treated independently of the others.
In other words, the algorithm is first applizd to the entire
collection, This results in partitioning the collection
into N groups, represented by nodes in the classification
tree. The selection of an appropriate node stratification
number, N (i.e., numBer of branches out of a node or number
of groups into which each node is partitioned) is discussed
in Section 4.2.4.1. The algorithm 1s then reapplied to
each of the resulting N nodes yielding N additional groups
(assuming a constant stratification number) for each of
these nodes. By row the collection has been divided into
N2 mutually exclusive groups of documents. This is con-
;lnued untllia size criterion, such as number of documents
per group or number of computer words per group is met for
each resulting group, Because collections are not com-
pletely homogeneous, the size criterion will generally be
met at different tree levels for different portions of the
clasaification tree, Therefcre, in general, the resulting
tree will not be a "regular" tree, terminating throughout
at the same level.

Each node 18 represented by the keyword surrogates
of the documents at that nods and by the keyword vocabu-
iary made up of the union of tne keywords of “hese sur-
rogates. The algeorithm {(operatinz at any giver node) is
bagsed on three princlples.

i) The keyword vocabulary is to be partitiored

irnto wome nrumber of groups such that every
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document description (of the documents at that
node) is represented in at least ore of the
resulting groups.,

2) The groups snould be constructed such that
each document description appears in as few
groups és possible.

3) The number of keywords in each group should be
roughly equal,

It should be noted that if principle 3) was not
included., the solution to 1) and 2) would be to place all
documents into one Zroup. Of course, thils would not
result in any partitioning. The word "roughly" in prin-
ciple 3) 1s executed by defining a sensitivity factor, E.
An attempt 13 made to al.ow the number of keywords in
each group to differ from those of any other group by no
more than E {(this can not always be .one). Further dis-
cussion of the senslitivity factor can be found in Section
L.2.4.2,

Even though a document description may appear in
more than one resul*ing group, it 18 assigned to only one
of these grouns (see the actual algorithm below).

The algorithm i1tself congists ¢f a three 888 pro-
cessa. That i3, at each node, the keyword surrogates of
the documents at that node are linearly scarned three tines
(actually, the third scan dces not look at all the documents

and, in fact, at times includes few or no cocuments),
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Looking at the entire tree, this means that the entire
collection of Nd documents is scanned linearly in three
passes at each tree level. Since the time required fnr
linear scans varies in proportion to the number of docu-
ments and the number of levels varies with the logarithm
of the number of documents, it can be seen where Ndlog Nd
(where the logarithmic base 1s N, the stratification
number) was arrived at for the proportionality factor for
classification time (see Section 3.2),.

In the following description of the classification
algorithm for CLASFY, N represents “he stracification
Number, © the sensitivity factor, and D a particular
document description (i.e., keyword surrogate). Figure
L.! presents a macro-flowchart of CLASFY. For more detalled
flowcharts of the original version of CLASFY, see Angell
(3]

PASS 1

This pass partitions the keyword vocabulary of a
node into N non-exclusive groups by adding the keywords
of each document, one at a time, to one of the N groups.

1) DNumber the resuiting groups 1,2,3...N. Ini-

tially, all aroups have no keywords. The flle
is positioned at the beginning.

2) The next description, D, is read. Denote the

group whicn contalns the most keyworda of D,

group i. If there are two or more such groups,
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NODE STRATIFICATION = N
SENSITIVITY FACTOR = E
MAXIMUM CELL SIZE = ¢C
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2RSS 1
PARTITION KEYWORDS
INTD N NON-EXCLUSIVE
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RSSIGN DOCUMENTS
WITH UNIQUE
DESCRIPTIONS TO GROUPS,
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'
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ASSIGN REMAINING
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FOR FUTURE PROCESSING

NO /s sizE oF
\ GROUP I > C?
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denote the one with the fewest distinct
keywords as group 1. If there are 3till two
or more groups, arbltrarily select the one
with the lowest group number as group 1.

3) Let the number of keywords in group i be de-
rnoted n; and the number of keywords of D not
in group 1 (i.e., the number of xeywords which
would have to be added to group i if D were
included in that group) be denoted as ay. The
following inequality is tested for j = 1,2...N,
J £ 1:

(ny +8,) s (ny+a,y) +E
If true, that is, if the new size of group &

1s no more than E greater thar the potential

new size of any other group, the keywords of D
are added (union) to the keywords of group 1.
Otherwise, aet 1 = } (that ) for which the
above expression 1s not true) and continue the
above test on the renainder of the groups.

L) If this is the last document, return to the

beginning of the file and go on to Pass 2. 1If,
not, 0 to item Z) of “hls pass,
It can be seen that thnis process guarantces that
the keywords of every document description are incivded ' n
at least one group. However, no documents have been as-

signed to any group.
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PASS 2

This pass assigns those documents whose descrip-
tiona appear in orly one group to that specific group.
Documents with descriptions in more than one group are
deferred for Pass 3 processing.
1) The next description, D, 1a read. If all the
keywords of D appear in only cone group, those
keywords {(of D) are Tlagged in that group and
D is assigned to that group, The flagged key-
words are essential because ne other group con=-
tains all the kesywords of D.
2} If the Xeywecrds of D appear in more than one
group, no keywords are flagged and D 1s written
on an intermediate file for Pass 3 processing.
This indicates tnat a redundancy exlsts.
3) If this is the last document, position the
intermedlate file at the beginning and go on
tc Pass 3. If not, go to item 1) of this pass.
At this point, some of the documents have been
assigned groups and gore of the keywords in the groups have
been flagged.
PASS 3

This pass of redvndant descriptions from Pass 2
attempts to minimize description redundancies among the
groups of xeywords.

1) The next description, D, on the intarmediute
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fille l& read,

2) If the keywords of D are all fiagged within at
least one group, assign D tc the first such
group encountered (other methods can also be
used to select which of these groups, if more
than one, to which D should be assigned). If
the Xeywords of D are not all flagzed within
any group, consider the groups which contain
all the keywords of D. Of these, determine
which one has the most keywords of D flagged
(1f more then one, erbitrarily choose the one
with .he lowest grc p number). Assign D to
that group and flag the remalinder of the kay=
words of D in that group.

3) If this is the last document, nrocessing is
complete for this node. 1If not, go to ltem
1) of this pass.

Al1l documents have now been aselgned groups. The
Unflarged kaywords in each group are redundant and are not
contained in any document description in that group. These
new nodes are now ready for repertitioning, if desired,
When the cell criterion has beer met by a particular group,
it 1s consldered to bte a celi and the keys assoclated with
that cell are the flazged keys of the group,

Figure 4-2 shows part of a olagsification via

CLASFY of the large keyword flle. Pertinent parts of the
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hierarchy are also shown. Thls particular node (number §%)
contains 4267 documents (items) and N = 5, E =75, and C =
460 documents. It should be noted that group 5 passes the
size criterion (393 documents) and therefore is a terminal

node (node 26), or cell.

b,2,2 Classification Example

The difficulty with presenting examples of classi-
fication 1s that systems such as CLASFY were deaslgned for
large numbers of documents. Thelr use on small collections
will often produce poor classifications. With thig in
mind, the following exanple was chosen tc lllustrate aapeéta
of the various classification algorithms, and not because
"good" classifications will be produced,

A file of i# document descriptions are displayed in
Figure 4-3, The keywords of the documents were ordered and
replaced by rank numbers as described in Section A.2,

These integer keywords will be used ns the document des-
criptors, This file will be classified with N = 2 and E
= 0. The clasgssification will be carried out on two levels,
disregarding any cell criterias.

Figure 4-4 shows the three pass partitioning of the
top node (14 documents). The keywords are shown in the
order that they were added to the groups. Note that in
Pass 3, documents DI and D10 were added to group 1 and

ke swords 8 and 9 were found to be redundant and were
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Document Name Keywords Integer Keywords

m A B 23
n2 ACD 245
D3 ACF 2 4 6
Dk AEF 276

' D5 BDK 351
Dé BC 34
D7 DMN 51011
D8 E K 71
D9 FGH 612 13
Dio 1J 89
D1l J K 91
D12 IK 81
D13 K L 1 14
D14 MNO 10 11 15

Figure 4-3

A Sample File of Document Descriptiocons
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‘deleted from group 2.

Each of the two groups of documents produced by
the partitioning (see Pass 3, Fig. 4-4) are now successively
partitioned to form & third level, The resulting three
level binary tree is shown in Figure 4-5. The numbers in
the boxes represent the keywords of the group which formed
thaet node. This tree (but not the document groups) will
be modified later on in thils chapter in order to faclilitate
browsing.

If further partitioning were desired, some or all
of the four groups of documents could be used as input to
the next level partitioning. For example, Af the maximum
documents per cell was set at “hree, only Group I would
be repartitioned, the rest becoming terminal nodes, or

cells.

4,2,3 Unusual Situations

Two related situations which are not taken care of
in the basic CLASFY algorithm were encountered in proces-
s8ing the large files.

The first can occur upon a proper combination of
a relatively large sensitivity factor, relatively small
number of documents (l.e., Jjust above the cell criterion),
and relatively small vocabulary of keywords contained in
these documents. When these conditions allow, some of the

N groups formed are empty. This occurs because, during
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1' 2! 3' u" 5' 6'

7.8, 9,10, 11,

12, 13, 14, 15
1, 2, 3, 5, 6, 2, 3, 4, 5, 6,
7, 8, 9, 12, 10, 11, 15
13, 14

1,2, 3, 5 [1.2,6,7.] [2,3, 4. 5] |2, 4, 6, 10,
8, 9, 14 12, 13 10, 11 .11, 15

Dl =2 3 D4-2 7 6 D2-2 4 § D3 -2 4 6

Ds -3 51 D8-7 1 D6-3 & Di4-10 11 15
D10-8 9 D9-6 12 13 D?7-5 10 1}

D11-9 1

D12-8 1

Di3-1 14

Group I Group 1I Group III Group IV

Average Keys per Cell « 6.25

Plgure 4-5

Classification Tree, 14 Documents, N « 2, E = 0
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Pass 1 processing, the relation

(n1 + ay) 5'(nJ + aJ) + E
can hold for all the remaining document’s even though one
or more of the nJ (number of keywords in group J) are zero,
When this situation arises, the empty groups are ignored
and are not counted in the total number of cells (even
though they trivially pass the cell critierion).

A more serious situation occurs when this afore-
pentloned copdltion is carried to extremes. That is, when
all but one group 1s empty. This ir a rare situation but
is most likely to occur (and has in both large files) when
the documents of a node have few keywords per document
and there is a high degree of overlap between keywords.
The best example of this is a set of identical document
descriptions numbering more than the cell criterion. When
this situation occurs, the classification process is endless,
for each partitioning #11ll result in one group of ail the
documents and N - 1 empty groups. The golution arrived at
is when this 18 recognized by encountering hN-1 empty des-
criptor groups at the end of Pass i, to arbitrarily
partition the node into N equally sized (if poasible)

groups of documents.
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b.2.4 Discussion of Parameters

4,2.4.1 Stratification Numbers

The stratification (also calied ranification)
number of a node is the number of branches (partitions)
 leading out of that node. When searching for an optimum
value for this number, a number of factors must be taken
into account. Among these are:

1) What is the best number in relation to user

efficlency of browsing through a hierarchy?

2) What ie the best number in relation to mini-
mizing the number of keywords per cell for
any given number of cells?

3) How does the size and scope of the collection
affect the optimum atratification number?

Another point to consider i1s the advisablility of a
fixed stratification number versus a varying one. For
simplicity, in these experiments the stratification
number was selected at the start of each classification
and was not changed. Of course, the lower the gtratifica-
tion number, the deeper (more levels) the classification
tree will be,

With reference to item 1) above, Prywes, et al,
(103,104] have found that based on minimizing decision time,
the node stratification number has a broad optimum at e

(2.718...) More recently, Thompson, et al. [138,139]
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have taken "window shift time™ as well as "decision time"
int> account. Thompson defines these terms asg:

"Decision time r ,uired for visuaully orlerting

H to an alternative branch, focusirg on the word
or statement describing the alternative, and

deciding whether or not the alternative is in

? the direction in which to continue the search,”

'Y

] and "Window shift time required to shift the viewing
window to the next level of the tree and visually
to orient oreself to the new display.”

In an on-line interactive system, window shift time
i3 that time required to perform an indicating function,
such ag touching a point on a CRT display with a lignt
pen, plus the time required for the computer to retrieve
and display a new tree section. It was found that the
optimum stratification number is derendent upon the rati-
of these quantities, but indepenient of the slze of the
data base. For realistic estimates of this ratio, tne
optinum node stratification number was found to always
lie Iin the range 3 - 9,

Classification experiments were performed on tne
small keyword file to nngwer item 2) above. These exveri-
ments varied the stratificatlon number, N, while keepring
the sensitivity facter =, constant, t was found that on
going from N = 2 to N = 3, tnere was a reduction of about
five percent in the numter of Kkeys par cell. However,
increasing N beyond 3 4!ld not significantly affect tne
number of keys per ceil.

Based on the arove and the intuitive feelirx tnat




the answer to item 3) is that the stratification number
should be somewhat larger for larger collections, the
stratification numbers used for the major experiments

of this research were chosen to be N = 3 for the small

file apd N = 5 for bc-h large files. One pcasible jus-
tification for incireasing N with collection size is that
this slows the increase in classification time. In fact,
ir logN Nq were kept a constant, the classification time
would t. proportional to Nd and hence the time (i.e., cost)
per document would remain a constant for any collection
size, If logK N4 were set equal to seven (1033 2254 = 7.03,
logg L6900 = 6.64 for the coilectiuna studied here), N
would not reach ten until 10’ documents were in the col-

lection,

b,2.4.,2 Sensitivity Factor

The sensitivity factor, E, strongly affeots the
quality of the final classification. E is used during Paas
1 to control the relative sizes of the groups of Keywords
ag they grow. A small E tends to even out the number of
keywords per group, while a large E tends to emphasize key-
word co-occurrence among the document deascriptiona. Por
smell numbers of documents, the number of documents per
group 1s approximately proportional to the number of keys
per group. There’ore, since it is desiradble to form

groups of about the same alze, for small collectiors
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{or the lower nodes of classifications of larce csl-
lections) a relatively small value of E is degirable.
This does not necessariliy hold fcr large collections,
For example. in Filg, 4-2, group 3 has 1085 keys and 1725
documents, whlle group 5 has 1157 kKevs and only 393 docu-
nents. A more extreme example is a case (in a classifi-
cation ¢f 46,821 documents) where two groups with the sare
riunber of keywordy had 27387 and 2367 docurents respectively,
The fact that iarger raiues of © eaphasize keyword
co-occurrence, end hence, vetter class'fications is
i1llustrated .n Figure 4-6, These curves {only parts of
which arc shown in the diagram) show that, holding all
other parameters ccns.ant, fewer keys per cell (i,e.,
better classification) results from increasing E. However,
the impro-ement gained by increasing E decreases as E
gets larger. This can bs seen in Flg. 4~6 by observiig
that the decrerses in keys per cell are about equal for
E golng frur 0 to 10, from 10 to 50 and from 50 to 153,
The effect from i‘ncreasing E in Pass 1 18 felt in later
passes by decreasing tne nuvmber of redundant descriptions
processed in Pass 3 ("PHASE 2 REDUNDANCY® of Fig., 4-2),
For the examples shown in Fig. L-6, the sum of the redun-
dant descriptions processed by Pass 3 of the first three
levels of the hlerarchies are 2029 for E = 0 and 1267 for
E = 50.

The net result 1s that E should be set as high &s
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Flgure 4.6

Effects of E on Keys per Cell, N = 3, Ng = 2254




pessible without greatly unbalanclrng the size of the

~ groups and hence, the structure of the hlerarchy. With
this in mind (for the experiments reported in chapter §).
E was get at 50 for the small file, In order to take
advantage of all the above aspects of E, E was set at
75 - 150 for the top of the classifications of the large
files and varied down to 25 - 40 for the iower nodes of

the eclassificsaiions,

4.2,5 Ordering of Input

The actual categories formed by CLASFY and therefore,
the quaiity of the classification, depend, to some extent,
on the order in whlch the documents are processed. It 1is
desirable to obtailn a unique ordering of documenrts wnich
optimizes the classification. A number of different
orderings were tried, some unique (independent of the
original order) and some not {(e.g., random ordering). One
particular ordering was found to outperform all of the
others for all three flles.

Because the orderings used are simllar to basic

elements of the other classification algorithms described

in thlis chapter, they will not be discussed here, The
reporting of the results of the different orderings will

be deferred until Chapter 5.
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4,3 Hierarchy Generation

The classziflcaticon tree of Flgure 4-5 does not
present a hierarchy sultavie for browsing. For browsing,
it is desirable for the more general terms to be near the
top of the hlerarchy, crogressing downwards until the
most specific terms are near the bottom.

The hlerarchy of keywords 1s formed from the
bottom to the top. It should be noted that thls keywsord

hierarchy is not used as a semantic hierarchy in & the-

"saurus in order to obtain descrioteors for documents,

but comes about a rosteriori., Initlally, the terminal

nodes, or cells, are assizned the keywords which result
from the union of the keyword surrogates of the documents
in that ceil. The keywords ol the N termiral nodesg under
a parent (next level up the hierarchy) node are then inter-
sected and those resulting keywourds are assigred to the
rarent node. The Keyword sets of the orisinal N nodes
are then deleted of the keywords assigned to the parent
node. Thls process 1s cocntinued untlli the top node is
reached. A hlerarchy was generated for the example of
Section 4.2.2 and 1s shown in Figure 4-7. This shonuld be
compared with the classificatilon tree of i 'gure 4-5.
Figure 4-7 also indicates the canonical node
numbers for the seven nodes in the hierarchy. This method
of node numbering allows cne to lmmediately dete.mine the

loeation of a riode from its number. for e-amplie, call III




Node‘1.1 |, Node 1,2
' 4, 10, 11

D2-2 4 5 D} -2 4 6
D63 4 D14-10 11 15
D7-5 10 11

CELL IIIX CELL IV

Bigure 4-7

Keyword Hierarchy for Example of Section 4.2.2
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of Fig., 4-7 15 node 1.2.1, To find this node one starts
at the top (1), takes the second oranch from the ieft (1.2}
and then the first branch from the left (1.2.1). The
number of digits in a node's number indicates the level

of the node in the nierarchny (here, cell III is on the
third level).

It mlight seem that the nore frequently a term is
used, the higher 1t should be in the hierarcny. In general,
this 1s true. However, equally important is how a term
is used. A keyword which is nigh on the frequency rank
by virtue of appearing in aimost every document description
of a few specialties would not rise very high in the
hierarchy. On the other hand, & keyword with the same
frequency ol occurrence but with broader appeal might
rise close to the top o1 the hierarchy. Incidently, there
18 nothing in the nlerarchy generafion algorithm to prevent
the same keyword from appearing at more than one node.,

In fact, this occurs {or the msajority of tne Reyworde.

TWwo propercties of thls ctype of keyword hierarcny
are wortn noting {31,77]. The rirst is that the Keywords
of each documen: description are wholly contained in the
set of keywords consisting of the Keywords at tne rnodes
in the direct path from the top of the hierarchy to tne
terminal node which contains that sdocument. In other words,
referring to Fig. 4-7, one s guaranteed that the keywords

of document D7 all ocour in the union of tlie keywordas of
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nodes 1, 1.2, and 1.2.1. The second property is that each
keyword will appear at most once in any givén path from
the top of the hlerarchy to a terminal node. This means
that if a keyword appears at nodel.2, it cannot appear

at nodes 1, 1.2.1, or 1.2.2.

It would seem that if a reasonable number of key-
words exist above the lower ievels of a hierarchy, it
means that the classification algorithm did not do a very
good job of grouping like documents. To some expent this
is true. That is, the better the classification, the fewer
aywords above the lowest two or three levels of the
hierarchy. For an ideal collection from a classification
viewpoint (i.e., the cells form a mutually exclusive
partition of the entire keyword vocabulary), there would
be nc keywords abov: the cell level. However, in any
reel collection there are a sufficlient number of keywords
generic to enough segments of the collection to form a
reasonable hilerarchy, regardless of how good a classifi-
cation one achleves.

Varicus tables are required for using a hlerarchy

of thls nature in an IS&R system.

4,3.1 Node-to-Key Table

The node-to-key table 1s of direct use in brow-
sing. A user mlght enter a hlerarchy at node 1 and suc-

cessively decide to proceed to node 1.2 and then 1.2.1.
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The retrlevél system‘must be able to quickly retrieve the
keywords appearing at any given node. This is done by
entering the node-to-kKey table with a node number and
coming out with tha corresponding key numbers. Figure
L-8 shows the node-to-key table for the example of this
chapter,

This table 1s actually the internal representation

of & hlerarchy in a computer memory.

4,3.2 Key-to-Node Table

Tho key-to-rnode table 1s used for retrievals by
conjunctions and disjunctions of keywords. For example,
conslder the key-to-node table of the current example
shown in Figure 4-9, This is actually an inverted flle on
nodes as oprosed tc the usual inverted file on documents,

Suppose that the following 13 a document request
(the keywords heve already been converted to integer formji

b & (2vi3iv?)e
After entry into the key-to-node table this 1s converted
to:

Le2 & (1 v1.1.1 v 1.2.1 v 1.1,2)
Because each description must occur in the path tetween
the to,. node and a document's cell, and because of the
nature of canonical node numbering, only those conjuncts
which do not disagree in any digits (a missing digit 1s

not a disagreement) constitute valid search paths. In




NODE

1.1
1.1.1
1:- Loz

.-02.1
1.2.2

3y 20 5.9, 14
L, 7. 12, 13
4, 10, .1

3e 5

6, 15

Figure 4-8

Node-to-Key Table for Example
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KEY NODE

1 1.1

2 1

3 1.1.1, 1.2.1
N 1.2

5 1.1.1, 1.2.1
6 1.1.2, 1.2.2
7 1.1.2

8 1.1.1

9 1.1.1

10 1.2

11 1.2

12 1.1.2

13 1.1.2

14 1.1.1

15 1.2.2

Figure 4-9

Key-to-Node Table for Example
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this example 1.2 & 1.1.1 and 1.2 & 1.1.2 do not constitute
valid paths as they differ in the second digit (i.e., 1.2
& 1.1.2 imply that keywords 2 and 7 do not appear in any
document descriptions), On the other hand, 1.2 & 1 results
in node 1.2 and 1.2 & 1.2.1 results in node 1.2.1.

The original request could have been to display
these nodes (via the node-to-key table) in order to browse
through the tree without having to start at the top. If
thls weras tho case, nodes 1.2 anrnd 1.2.1 would be displayed.
However, i\f the request was for the documents themsalves

(as 1t 18), a third table must be consulted.

4,3.3 Terminal Node Table

The terminal node table is used for converting
from a node number to one or more cell addresses. For

this example, the terminal node table would lool 1like:s

Terminal Node Cell
1.1.1 I
1.1.2 iI
1.2.1 III
1.2.2 v

Upon ertering this table with a node number, one retrieves
all cell locations whose terminal node numbers match the
incoming node number through the level of the incoming
nuode number, PFor this example, the node numbers under

question are 1.2 and 1.2.1 (see previous saction), Por
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1.2, the terminal node table indicates 1.2.1 and 1.2.2
as terminal nodes and therfore cell III1 and IV are indicated.
For 1.2.1, cell III 18 ‘ndicated cnce again. Thus, cell
III is to be searched for the keyword functions (4 & 2) and
(b & 3) and cell IV for (4 & 2). When this is done (see
Pig. 4-7), documents D2, D3, and D6 are retrieved.

It should be noted that in thic system, the indil-

cation to search a cell does not zuarantee that any docu-

ment descriptions exist in that cell which satisfy the
search request. One purpose of classificution is to
naximize the probability tnat if a’cell 18 searched, there

will be documents there which satisfy the original request,

4,4 Porward and Reverse Classifications

When working on any relatively complex task, cne
often wonders: "Isn't there an easler way of doing this?"
With that thought in mind, an attempt was made to solve
the classification problem Dy sorting the document file
and then partitioning it in a s'rgle pass.

The results cf this endeavor are two classificetion

schemea, herein called forward and rsverse classification,

whicn differ only on the sorting order and not on tne
partitioning algorithm, In addition, since the resgulting
orderings are unique (iniependent of the originel ordering)
they were also used as input to CLASPY (see Sectior 4.2.5).

The rationale behind soriing as a classification
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algorithm is that in a file sorted on keyvwords, most docu-

ments will have at least one, and many times more, keyword

in common with 1ts neighbors. Tn addition, if documents
are forced together by virtue of having a few particular
keywords the seme, the chances are good that other keyword

co-occurrences will exist.

L,4,1 Pcrward Crdering

For the forward ordering, the keywords of each
document are first sorted (this was done in the actusl
experiments using linear selection with exchange [ 64 ])
in ascending order. Figure 4-10a shows this for the 14
documents of Figure 4-<3, After this has been done to all
the document descriptlions, the strings of keywords are
temporarily considered to be individusl, variable length,
strings of digits. All keywords must be considered to be
of the same length as the longest keyword. For this ex-
ample, the string of D7 would be 051011,

The documents are then sorted (in the actual experi-
ments, IBM systea sort routines [ 65 ] were used) in ascen-
ding order of keyword strings. This ls shown in.Figure
4-10b., Thus,the entire file has been ordered by frequency
of the keywords occurring in the document descriptions.

Figure 4-11 shows the first 45 documents of the
title word file in forward order. The headings on this

figure are: NDOC - order number of document, ABNO - digit
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"1" followed by abstract (document) number (00000 - 47055),
SECT - a_priori category ("section") number (not used here

- gee Section 4.6), NSEL - number of keywc: ds, KEYS =

" integer keywords.

It should be noted that this ordering does not al-
ways force "1like" documents to be near each other, For
example, consider two documents with descriptions 1 5 6 7
and 5 6 7 respectively. They would not be plazed near
each other because in the forward ordering, $ 5 7 would be
placed after all “he documents with keywords i, 2, 3, and

4 while 1 5 6 7 would be placed at-or near the beginning

~of the ordering.

4,4,2 Reverse Ordering

Basically, the reverse ordering 1s the opposite
of the forward ordering. However, there 18 one very im-
portant difference. Without this difference, the order of
the keywords in each document description would be switched.
For example, 10 11 15 would become 15 11 10. However, 15
is a unique (i.e., occurs only once in the collection)
keyword. Therefore, because 15 cannot oczur in any other
document, it doesn't make sense to use 15 as the highest
order keyword for sorting. Therefore, only the order of
the non-unique keywords is reversed in going from the for=-
ward to the reverse ordering. Now 10 11 15 becores 11 12

15. The result of this Xeyword ordering for the example 1is
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shown in Figure 4-12a (here, 12 1s the lowest unique key-
word).

The sort of the documents on the keyword strings
proceeds as- in the forward ordering except that the docu-
rents are now sorted’'in descending order of keyword strings.

This 1s shown in Flgure 4-120b,

4, 4,3 Modified Orderings

These orderings can be improved to some extent.
Consider the forward ordering of Fig 4-10b. .he keywords
of document D7 do not appear elsewhere in the vicinity of
that document. This is because tne other occurrences of
keyword 9 occurred in descriptions with lower keywords (D2
and D5), and therefore were already accounted for. The
logical locatlion for D7 is next to Di4 since both documents
have keyw~rd 10 (and, incidentally, keyword 11).

- This situation can occur whenever all but one
occurrence of a keyword appear in documents with lower
(for forward ordering) or higher (but non-unique, for
reverse ordering) keywords. This occurs in documents D6,
D7, D9, D10, and D14 in the forward ordering (Fig. 4-10b)
and documents D12, D6, D1, and D13 in the reverse ordering
(Pig. 4-12b). While keyword co-occurrence cannot always
he improved by nmodifying the ordering, it was shown by
experimentation that it can in enough instances to make it

worthwhile.
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Figure 4-13 presents a flowchart for a program
which modifies the ordering of the forward ordering. For
‘the reverse ordering, one only has to change the state-
ments involving CURRENT in bcxes A, B, and C to: CURRENT
= highest keyword (box A), CURRENT = CUKRENT - 1 (Box B),
erd CURRENT = 17 (box C).

Figure 4-14 shows the resulting forward and re-
verse ordering fcr the file of theexamiie after processing
by the modificaticn program. For the forward ordering,
four docume..ts (D6, D7, D9, and D10) were removed from
the input file for later pro:cessing (i.e., were written
onto the TkMP or LAST rlles) and three o1 tnese ultimatoyy
wound up in the LAST file (D6, Y, D10) before being
outputted. Note that the LAST file collects all the docu-
ments whose keywords are unlike the first keyword of any
other document in the final ordering (sort of a garbage
collector). The reverse ordering had only two documents
removed from the input file (D12 and D6) and none of these
wound up in the LAST flle. It should be noted that is is
possible for a document to *¢ rewritten many times on the
TEMP file before being outputted or written onto the LAST
file (and later outputted). The numbers of documents re-
moved from the input {or later processing and those written
on khe LAST file for the two orderings of each of the
experimental flles are shown in Table 4-1, Other statis-

tics for these files can be found in Secticn A=4.
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A
INITIALILE:
INPUT = COMPLETE DOCUMENT FILE
TEMP = EMPTY FILE
LAST = EMPTY FILE
KEY = FIRST KEYWORD OF DOCUMENT
CURRENT = 1

[ 8

HOW MANY DOCUMENTS
0 CURRENT =
IN INPUT AND TEMP CURRENT o 1
HAVE KEY = CURRENT ? :
2 0R MORE
e ———
OUTPUT ALL THESE ¢ NO
DOCUMENTS AND CURRENT =
DELETE THEM FROM HIGHEST KEYWORD ?
INPUT AND TEMP
— . YES
‘ WR1TE DOCUMENT ON |
IS THIS KEY THE \ YES LAST FILE AND
LAST KEYWOPD ? DELETE 1T FROM
T ~ R p
l — INPUT OR TEM
ROTATE KEYWORDS
ONE WORD TO LEFT
[}
IS NEW KEY
UNIQUE ? i
NG QUTPUT ALL
DOCUMENTS FROM
WRITE DOCUMENT ON LAST
TEMP FILE, RECORD KEY,
DELETE OR{GINAL DOCUMENT
FROM INPUT OR TEMP i
EXi7v

FIGURE 4-1)

ORDER MQDIFiICATIOH PROGRAM (FORWARD ORDER)
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Henceforth, rerference to forward anéd reverse

arderings will imply those orderings after modification.

L.yt Classification Algorithnm

Probably the simplest method ¢of transforming an
codering into a classification is. for Nd documents and
i cells, to declare every Nq/N; documents to be a cell.
nnowever, this would not make optimum use of the properties
>f an ordering. For example, consider the forward ordering
nf rig. 4-14a. For four cells, Nd/Nc = 3.5, This would
“rdlicate that the first three o» four docivments should
comprise a cell., However, 1t is oﬁvious that, because
cath contalns the keyword "1", the first five documents
~hould be ir the first cell.

An algorithm to allow fcr cases such as this has
ceen programmed and 1s flowcharted in Flgure 4-15%, Two
v ameters are necessary: VR, the projected average cell
cize ( o Nd/Nc) and MAX, the maximum allowable cell size,
ihe actusl number of cells resulting from this classifica-
tior procedure s not known in advance {the same is true
for CLASHY) but 1s a function of the values ~hosen for
AvHd, MAX and the contents of the document fille itselfl,.

This algorithm tries to divide the documents into
cellr »t peints where the flrst keyword Jhanges, but after
fVH cocuments have been included. if this is not possible

hernuge the number of occurrences of e Xeyword in the




READ
AVR = PROJECTED AVERRGE CELL 512t
NAX = M. iMUMN TELL SIZE

»
I=1, NDOC = §
NO
I=17
— J
YES
N I
READ BOX A SCAN
DOCUMENTS INTO/IN TABLE LNTIL | 0 .
Ith KEY CHANGES OR TABLE SIZE | >'&F A
i = MAX + 1, RESULT: N DOCUMENTS
WITH SAME Ith XEY.
SIZE < MAx +1 | END OF INPUT FILE
NDOC = KDOC + W NDOC = TABLE SiZE
NO : c
V=
( NDOC 3 AVR? ) NO /..m)_cjt:_a.;
YES N
L YES
< NDOC = MAX
{ B
OUTPYT FIRST ‘NDOC DOCUMENTS ST
OF TABLE AS & CELL. SHIFT
REST OF TABLE (IF ANY) TO T
TOP OF TABLE. KEE® TRACK o1
OF NUMBER 9F DOCUMENTS LEFT
IN TRBLE FOR INCLUSION IN
N OF BOX A ABOVE
YES ~L, MO EXIT
—( MORE DOCUMENTS 7 )— >
FIGURE 4-15

ORDERED 7 1LE CLASSIFICATION ALGORITHM
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first position In documents 1s larger than the value set
for MAX {such as kayword "1" in the forward orderiag of a
large file, e.g,, 4294 times for tke large keyword file -
see Flg. A-2), this process 1s attempted with the second
keyword. This 1s contined until a keyword position is
Tound where the cell division can take place. Sirnce thils
would never occur if there are over MAX documents withn
identical descriptions, after & number of keyword'poslticns
have been investigated (here, arbitrarily set at severn -
sve box B of Fig. 4-15), the next HAX docume$ts are con-
sidered tn be & cell.

Even though &n olcasional cell will have fewer
than AVR documents (i.e., if thoere are fewer than AVR
first pcsitional appearances of a ka2yword but the inclusion
of the next keyword exceeds MAX documents - zee the no
brsﬁch out of vox C in Fig. 4-15), most will have between
AVR and MAX documents. In addition, glven the same AVR
and MAX, the aversge:cell in a forward classification will
be larger (hence fewer cells) than the average cell in a
reverse classification because of the longer "runs®™ of
first positlon keywords in the forward ordering.

Thus, AVE and MAX must be carefully chosen to ob-
tain the number of cells desired (Nc) and, at the same
time, optimize the classification., The more cells desired,
the higher AVR must be set above Nd/Nc‘ It was found that

for the experimental filles, MAX should be set at about




~101-

four times AVR for best results for the forward classifi-
cation. The same factor was uzed¢ for the reversge classifie-
cation but the largest cells formed vere atout two times
AVR, therefore setting MAX above thls valus had no effect,
As an example, th2 following are statigtics on
clagsifying the large kesyword fills with a goal of abvout

250 cells iaverage rell size = 187 documents!.

Forwaxd Reverse
Number of documents, Ny 46821 LsR21
/VR set at 93 179
1AX set at : 372 895
Nd/AVR = projected )
number of cells 503 202
Actual number of cells 283 247
Largest cell 169 314
Average documenrts , ,
rer celil 1385 1990

Figure 4-164 shows the file of the example used in
this chapter classified into four cells by both the forward

and revercse classifications.

4,5 Rendom "Classificatisn”

In order to see how esach of the classiiication
algorithms compared to doing nothing at all, & random
“eclassification" (it is admittedly somewhat of a contra-

Giction calling a randum process a classification) was set

up.
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This was done by assigning a random number [ 61 ]
to each dociment and then sorting the file on this rendom
number. The result of thlis i1s a randomly ordered file.
One might expect something of this nature in a file ordered
by accession number only. The file was then "classified"
by considering every Nd/Nc documents to be a cell. This
results in Nc cells for a file of Nd documents.

Besldes using the random classificatlon as a mea-«
sure of the other classification systems, the random order-

ing described above was used as an additional file ordering

for in;ur tc CLASFY.

4,6 Human (A Priori) Classification

Tne last of the five (CLASFY, forward, reverse,
random, huwran) classification systems under study here is
& manually-generated, a_priorl classification system. Each
document in the data flles used for these experiments (see
Appendix A) has been manua.ly assigned one of almost 300
categories. Examples of category numbers assigned to
documents can be found as the four diglt numbers under the
"SECT" heading in Fig. 4-11,

These categories form a hlerarchy of up to flive
levels (including the complete file as a level) with the

following stratification numbers:




Lateid) gt

e i

-1 04-

Nbde Lovel Node Stratification
1 11
2 3 - 11
3 2 -9
4 6 - 8

Because of the hierarchical nature of this system, docu-
ments 1In categories whose numbers differ slightly are
supposed to be falrly close in content. This enables one
to transform tnls classification into one of any number of
categories,

Once again the files were sorted, but this time
on category number. The fliles were then classified into
~ N, cells by dividing the flles after every Nd/Nc
documents, ensuring that the division (if possible) occurs
at the end of a category. At should be noted that this is
the same classification algorithm as that used for the for-
ward and reverse classifications (see Section 4.4,4) with
the category numbers considered as s._.gle keywords (i.e.,
one per document).

This classification was used to compare the quallity

of a posteriorl automatic classification systems to that

of a manually-generated a_priori system.




CHAPTER 5
EXPERIMENTS AND RESULYS

5.1 Data Files

Appendix A contains complete descriptiona of the
data flles used for these experiments. The three files
under study ere the small keyword file, the large keyword
file, and the title word file. The flle statistics des-
cussed in Section A.4 are repeated for convenience in Table
5-1 along with the retrieval statistics reported in Section
B.2.

The small keyword file was used to set the para-
meters for the experiments on the large flles, In addition,
it was used in conjunction with the large keyword file in
order to relate the classification results to file size
(the large file has twenty times more documents than the
snall file). The most significant experimental results
obtained here involve the large keyword file and the (large)
title word file, These files contain essentially the same
documents (o 46900 each out of the same 47055 documents)
but are indexed by independent methods, one manual and one
automatic. The indexing of the same document collection
by two different methods was done in order to determine if
the quality of the various classification schexes is a
function of the type of indexing used. Simllar results

from the two large files would therefore irdicate that the

~105-




Number of documents, za

Number of discrete key-
words, Ny

Indexing method

Total keyword occurrances

Average keywords pa2r
document, Ny4

Average documents per key-
word (i.e., average number
of keyword occurrences)

Number of unique seywords
(1.e., occur only once)

Total focuments retrieved,
165 requests

Average retrlevals per
request

= )

Small Keyword

2254
2557

manual with
thesaurus

19,262

8. 54

7.53

992

862

5.2

Table 5-1

Flle Stetistics

Pile

Large Keyword Title Word
L6821 L6942
8044 13309
manual with seml-automatlc
thesaurus on title
466,610 277,141
9.96 5.90
58.03 20.82
2189 5879
27635 18753
167.5 113.7
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classification techniques used are relatively independent
of indexing method. Later in this chapter it will b.

shown'that this 18 indeed the case.

5.2 Experimental Measures of Quality of Classification

Various experiments were performed on the data
files by themselve. ... . the files i» conjunection with
retrieval requests {sec Appendix B and Table 5-1) in order
to measure the relative quality of the classification
schemes described in the previous chapter. The measures
used are discussed below in this section, while the actual

experiments and results are described in the followinrg

sections.

One ébjectlve measure of the quality of ciaasifi-
cation systems was discussed in Section 2.1. Documents in
a cell are probably close in subject if trere are a ’&arge
number of keword co-occurrences in that cell. Therefore,
the averaxe number of discrete keywords per cell (Nga o
with an alr towards minimization of this quantity. ila cne
measure of the relative quality of classifi-:atlon syatems.

There 18 a porsiblility, however remote, tnat a
classification system can do fairly well on the above test
and yet produce a poor set of categories from & retrieval
efficiency point of view (1.e., does not sufficiently re-
duce the number of mencory nicesses8 per Search reguest -

see Seotion 2.2.5). This might come about 1f & classifi-
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cation system happened to do a good job of bringing to-
gether documents with keywords which are generally not used
in search requests, but a poor job of doing sc with fre-
quently (from a search request viewpoint) used keywords,
Admittedly, it does nct seem likely that a system with a
very 1ow averuge Ke; pcr Cell count could be very inef-
ficient in actual menory accesses, but two systems of

equal Nk might differ in retrieval efficiency. In addition,

c
the number of memory accesses required for a classified
file can bte compared to those required for an inverted

file gsystem. In this way, one can.obtaln & measure of the

‘retrieval time savings offerred by automatic classification.

In order to teat this, actual search requests c¢en
be applied to all classifications in question. The number
of cells which must be searched per question is & measure
of the rnumber of memory eccesses required per question.
Naturally. the goal is tc minirize t.ils quantity, The nun-
ber of retrieval requests used must be iarge enough {or tha
results of this tesi to be significant,

Another measure 1s the numsber of documente searched
per requaat., While it is true that thls gquantity should de
dependent upon the rumber of cells searched, becanuss -{ tha
variability 'n the size of cells additional insight can bs
obtained by measuring this quantity. If the ruaber of cells
searched per request is identical for two classification

systems, then the better system is probably the one which




calls for seerching fewer documents per request,
It 18 more difficult to quuntitatively messure :he
quality of a hierarchy than it is to measure the quality of

the classification itself, One measure of limited value

is the number of entries in the key-to-node table (which
is8 the same as the number of entries in the node-to-key
table). A 3smaller key-to-node table indicates that more
keywords have migrated upwards from the cells towards the
apex of the tree, .hereby producing a hierarchy richer in
keywords, and requiring less storage space. Therefore,
given two hierarchical systems with all else being equal,
the one with the smaller key-to-node table is probably
better,

The best means of measuring the quality of a hler-

archy 1s probably large-scale testing of its usefulness
for browsing {not done here). Short of this however, the
alternative unfortunately is a sublective measure. This
is to look at the keywords at the variocus ncdes and decide
whetner they represent a distinct part o: the collectiorn
or are merely a jumble of unrelated keywords. In a good
hierarchy, one should be able %o consider the keywords at
a node a8 an abstract of the krnowledge contained teareath
that node in the tres.
As stated 1n the begirning of thle section, all

of these reasures were used in the folliowing experiments.
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5.3 Keywords per Cel
Each f.le was cisgaiflied numerous times by thne
] various classification algorithms descrited in the previous

shapter. 211 three files were cle=sified using the fol-

- lowing classirfication sch2mes: human, forward, reverse,

) random, and CLASFY wiiii the file in tiu reverse order. I.
gddition, both keyword files were alassified by CLASFX
with the files in forward and random orders.

5} The reaults »>f trese classificaticns are shown in

Figures 5-1, 3-2, and 5-3 for the sasll keyword, large

keyword. and title word flies, respectively. The results

L f are presented in the Torm described in Jdection 2.1. That

- section can pe referred to for the sianificance of the
v paralislogram envelopes and the various numbers on the
‘ axe -,

. Each classification of each file iz plotted from

one cell to N. cells (i.e., one document per cell). The

d
probadle ranges of interest for the small and large files

arsa a3 follows: '

File Size Documents Cell Range Docvments per Cell

of interest

Small 2254 30 - 125 75 - 18
large 46900 200 - 1500 235 - 3
Because of tha difficulty of displeying zo many
curves on single sheets of paper, the actual classification

points are not shown., However, enough classiflicetiona were




662

K "8YT90 jo xequny
001

nn.b

i

b+~

[

f.f.. "

+iH5

:

‘
M

223 12T e
.

sttt
# »«H-A-T,«‘_, o4

*T‘
44
i

s e e

!

—
K

Z

i 22
Tt

"t" '

STT4 Eo.&ou 1Ts®8 ‘1190 1od sioy
1-§ eanBtg

hog s

%&ww

wlwtz t

u.‘

s
EIRR
1

A;. .

= 2 T

- :Tl_ T -
.. wg,ﬂk@.)i..ﬁ 0““:0& L
Qe X481y -

-

uurm
doeintorrnn rx::uh

PIenio ] _

‘1100 Zed eiey

D)IN

- .'.;t’. -

Wi

LisidiigifiriT
ﬁ:_fp_mh,, _,

T

I

T

LTI
F1a8s
R

e oo

LT

0007

R AN
RITYE S
-f't b

4862

B, Wy S e pes v




1000

Keys per Cell, Nke¢

9.96 1

100

Ggwm.& on

=TT

+ 4.4

W
n—+

1
-t

reverse

i-u.ﬂ: -

=

e

1
-

T |
t +—
w . s
J»— e lﬂ T
s
- T r— - - s R
iR
,. 2 _wu|
j ;-

R R i e R S
;1 ) ! L
A 5 ~.||. N
w. - - I [

RESEE - 7T w\ H
¥ '
R
T

i
! ] . hv t
SE—— - S ha, i i
—— reverse ounowpsm L . mﬂrx e <O |/;/: |_ o k.L N T
g P . 7 LSt ~ ;i r _r
i L ! i h e PR R ! it { | - P
AR ._~ __:: ./ ¥ NN AR |~ _ ;11 o _.a_,
p—- 1t CLASFY on \.\M\i auns i-,LW.. e e ot N N A-W- Rt J HE— — .Tﬁ s B
M,..ﬁ.uu;awhd, ordering | e / ; i N n”V ~ /_ H % m h

q

1 _
e ; o g o e o ST S Bt S v
_ . T i T S SR S
B N TR T I A S N Vet R el
ot SRR N S SR SR N 6 : T
SEa=d CERHIEN CE 3 1661 8 DY O B & B i I I I eE et e NN h: L B
il Figure 5-2 — NSNS
et b EED SN
iiilj Keya per Cell, Large Keyword File L] BRi TM]/.II/WVM_ il
Py ey . el LT i

TN

eqtet

b+
4

-ord e

Iy

[

Kunber of Cells, Ng

8o8

10000

46821




ON °s1T18D JO aaqmny

) o m sogn st SRS b h = o06°s
o / LTI T RS S : :

. . BN L.J —y e e e - e - s D e ' )

.- : _ S T - - -- 0%

21694 00001 0922 0001 001 m.wN (R 4 )¢
1 } o v B A

eTITd DPION 9T3TL °TT90 X°d shay
- £-¢ oandig

i
1

SUIIGPIO S8IDASI _
uo XASVIO - [

OXy *119) Jed sLey

s,

|

L.

!

..l.
e il Tt

B L e e e e e —— St s e




“114-

made to ensure smooth curves. The greatest nuber of
cclls produced for tne large files was 2500 for all
classifications but CLASFY. The most colls produced by
CLASFY (large keyword file, reverse ordering) was 1284,
requiring 5 hours and 20 minutes on an IBM 7040 computer,
This time could be greatly reduced by the execution of
CLASFY on a more modern computer (the other classifications
were performed on an IBM 360/65) with faster cycle time and,
of much greater importance, faster and larger capacity
secondary storage facilities. However, since a file is
not classified very often, as long-.as the classification
time stays within reason (see Section 3.2) the =ctual pro-
cessing time 1s not very significant.
The curves for CLASFY with the files in random
order (keyword filles cnly) were not drawn on Figures 5-1
and 5-2 because they lie completely between ths curves of
CLASFY with the f les in forward and reversc orders.
ihe following are some observations and conclusions
based upon Figures 5-1, 2, and 3.
1) The results for the three files are very s:mila:r,
This 1mplies that, based on the keyword files,
the reiative quality of the classification
systems studied is independent of the size of
the collection. In addition, based on the two

large files, the implication 18 that the relae

o

,‘
)
i
4
N

i e e e el




2)

3)

b)

5)
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tive quality of the classification systems

is also independent of how a collection is
indexed. This leads one to the conclusion

that, assuming the collection used here 1l1s
reprecentative of othes technical collections,
the order of quality of these systems (with

gome minor exceptions) 1is absolute and hence
independent of the collection to be classified.
As expected, all the "legitimate" classification
systems outperform the random classificatioan

by a considerable margin.

CLASFY 1s the best (b&sed on the number of keys
per cell) classification system studied. In
particular, for all three files and for any
number of cells, CLASFY outperforms the human,
a_priori system.

CLASFY outperforms the other rystems regardless
of the order of the file presented to the CLASPY
algorithm. However, it performs best (by a
small margin which decreases with inoreasing
file size) when the input file is in reverse
order.

The forward classification does poorly on few
cells but improves and overtakes the human
classification as the number of célls increasns.
This crossover in quality takes place in or just

above (i.e., more cella than) the region of

L) ’
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interest.

6) The reverse classification starts off very
well (few cells) but is not as good as the
forward classification during most of and be-
yond the region of interest,

7) Even though CLASFY represents the best system
studied here, 1ts curves of Ny, vs. N, are above
the diagonals of the parellelogram, In Sec-
tion 2.1 it was stated that these llnes repre-
sent the approximate regions of the expected
plots of X, . vs. Ny,. That statement was made
based on these results and the realization that
while CLASFY might be a good classification
system, future study end experimentation will
probably turn up better classificatlon algo-
rithms. In addition, Just how close this plot
18 to the diagonal line is somewhat dspendent
upon the document collection as well as the

classificaticon system.

5.4 Results of Retrieval Roquests

One hundred sixty-five actual retrieval requests
were used to interrogrte the files. See Appendix B for
detalls on these requests. Table 5-1 shows the number
of documents retrieved in each file as a result of these

requests.

B e sy i e oe . e
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The requests were submitted to each classified file
individually as if they were part of an on-line system.
That is, batching of requests was not allowed. The number
of cells searched and number of documents searched were
recorded for each request and ther totaled for the 165
requests. It should be noted that browsing was not used
on the files classified by CLASFY or humans (the only
hierarchic systems, and therefore the only ones which allow
for browsing) to reduce the number of cells searched.
However, browsing would probably be an integral part of

any actual on-line system using CLASFY.

S.4.1 Theoretical Results with Inverted File

No exper‘ments were performed with any of the flles
orgAnized as an inverted file. However, because the docu-
ments of an inverted file are essertially ir random order,
it 13 possible to obtailn some theoretical resgults.

The number of cells searched 13 a meaaur; of the
retrieval efficiency if a cell 1s equivalent to an appro-
priate unit of memory (sees Section 2,2.5). Considering this
to be the case, one crn conslder en inverted file as being
divided linearly into physical cellas, One ¢an now calcu-
late the average numb>r of cells whlch must be entered per
request for an invertod file.

The number and size of the cells will be considered

to be the samc as tnose of the claasified files to that
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the results will be directly comparable. However, there are

two somewhat offsetting items which should be kept in

mind., An inverted file is usually set up such that either

of the following 1is true.

1)

2)

The records of the flle are not blocked., This
means that in response to a request, only the
desired document need be transmitted into
high-speed storage. Therefore, the input/out-
put time required for this method, per memory
access, is lower than that of a classified
file. However, thlis organization requires
more storage space than (2) below and hence
more physical cells are required to contain
the flle. This results in more memory accesses
per requcat.

The records in the file are biccked. This
requires {ewer cells than the above and nence
fewer memory accesses; however, because a
significant portion of a celi rust be read
into high-speed storage, ihe input/output

time per memory access is rot ruch less than

that for a classified file.

In either of the above cases, the numbqr of documents

searched for an inverted file is equal to the rnusber of

documents retrieved,

The problem, therefore, 18 given X docuzents
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(1,e., X documents will be retrieved) randomly distributed
over Nc cells, what is the expected value for th; number
of non-empty cells. A constraint on tha problem is that
there is a maximum number of documents, C, which can be
placed into each cell.

Consider a single cell. The probability of a
particular document being placed in that cell, assuming
completely random placement of documents, is 1/N°. The
probability that i documents out of X are placed in that
cell is therefore

Oramta - 1/ ¥,
Since there are N, ¢ells, the expected (i.e., average)
number of cells with i documents is
(N (D (/N - 1/N*L,

The number of cells with al least one but not more than
C documents s what 18 desired. Hence, sumaling from 1 =
1 to C results in (up to now C has been ignored):

N°1§1<§)<1/Nc)1(1 - 1/Ng)X-1
cealls, where g = min (C,X).

It {s noted that the above sumnmacion represents
part of the cumulative binomial probablility function. Por
cases when C < X (i.e., a = C), Ny 18 larze and hence /N,
is small. Looking up values for

1gc(?)pl(l - p)i-t
under the condition of sazall values for p [188], one finds

thet this quantity is insianificant. Therefore, the




expected number of non-empty cells 1s approximately
N, I (/g0 - 1/ T
o by 1/l Tt = LM,
cells. However, since by the binomial formula, for p <1
(1 - p)Nt o,
the number of non-empty ce.ls is equal to
N[l - (am )% - i % 97 = Nyt - (1 - 1%
c 0 c Ne 4= Net el Je

This expression represents tne number of ¢alis
which must be accegsed for a request of x documents on a
file divided into N, cells. The above expression was
evaluated for tne parameters of the [iles and retrieval
requests under stucdy and is presented in gravalcal form,

along with the classification results, in the next section.

5.4.2 Cells Sea.:ned

The number of calls searchad whern thc 165 requests
were applied to the various classifications of the small
keyword file 1ls shown in Figure S5-¢. The rescults :hown in
that flgure are not ver, encoureTing because not on.ly doas
the inverted flle systel cause fewer calls Lo be scarched
{(accessed) than any of tne other systems, btult all ihe
classification systems require nore cells to be seerched in
the range of interesat (i.e., 30 - 125 cells) thar the rumbder

of docuaents retrieved! 7Tnis 18 due to caells contelning
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keywords whlch metch a reguest, btut not having any docus
rants in ther which have the praoper kaywords vo satisfy
the reéquest.

This 13 the probhlam with insulflecient nuroers of
~documents referred to in Section 3.2. By ‘he time the
nunber of documents have risen to almecst 50000 {large
keyword file), the situstion has rsversed itself. Flgurs
5-5 shows the cells searched vs. number of cells plots fer
the large keyword file. Here, the CLASFY (any ordsriag),
numan, and forward clacsifications surpess the inverted
file. The same holds crue for the title word file (Figuras
5-6),

For the cells searched on the large keywor:s flle,
CLASFY with the input file in reverse order is best,
barely edging out other input orderings to'CLASFY and the
human class.ication, with no others being close 1in the
range of interest (200 - 1500 cells). In the case of the
title word file, the CLASFY, human, and foruard classifi-
cation systems are all fairly close in the range of interest,
in fact their plots cross over between 450 and 600 cells,
It should be ncoted that for both large flles, the number
of cells searched for the reverse and random classification
still exceed those searched for the inverted file and also
excesd the number of documents retrieved.

A point made in Section 5.2 is 1llustrated in the




LW

9174 pIomiay 8Fxe] ‘poayolwss STT9D
-G aand1g

‘1190 Jo xaqumpy

0000

! i ‘ BB 1R T ! IR T ™ OQﬂ
e R % T i .|
N 4— H r - .Aﬁv - e . ik s ,A- ”,1
SRS it . il 1 g ;
SN & i &ﬁ
B S5 B8 ppe - IR ! PR % !
1 Ao b o3 AR B e vs 5 B % Bk Fika] bans,
: Sadd ok s 58 B8 poygd
v fARS IU0SS SSR21 RETE S EJETEER: 53 B BN % fS0n R3ST1 ]
NREE BESS FSSEG s 15N SIS BRI 1 1§ R 3 NE iS85
b - % Naim 8as3 sxnnt B
NS R S& sl sl ivgag
S B T L bout lpnug tan® o B
: : S ats T s &
M -t -+ :.,L‘
- e
{1 Pl 5P
i H . . : . \.t\
4 . O i i 4
] ButIapao esavalI [ - 1+

T uo xXJISVIO T;uWnn
-ttt T

3uyaspao pismaoj’

i

[]
o\
o~
e

]

Y]

N
AR AN
BEEENAN N

T ——00001

5y

0000C 1

Ay

81890bdY $91 ‘poydaswss BTI®D

e L T




IRy

Cells Searched, 165 Requests

1000

T

-1k o nand S0t NS Suneh IS0H B I e Sads] 15ssi sit Rewns

H Iy [N S I 11 * i JB ¥ SN . . LiiL
L reverse U T random
& e REREE 5 RN E s SRS i

B 3 5% RS SRR : jod S e I 13t

I et 84 + ety R Bn bl S ban ety ptlee-etr

A 5ot (e W INAS Brs i) SENETN pa Gl b g g w pER S DARNS §4

il o BN Bl A 1 R o ey g el R0t 1

r
inverted file :

A
e

Py

I
.-

S

cil

77 reverse ordering ool

b afbre st a n b o ek il i
eSS I a R neraq et il mm Rl Set) s s £4 Bu o3 pemm. Cre
Mpaprros ot T T i el &
) i i . H
m i ! o
Hi I il

10

L !
100 Number of Cells, N, 1000

Figure 5-6
Cells Search~od, Titlie Word Pile




Pl et fipuun et o

pavate

graphs of the two measures discussed thus far of the title
word file (Fizurss 5-3 and 5-6). On the basis of keys per
cell, CLASFY 18 better than the forward classification for

any number of cells., However, on the basis ¢l cells

searcned, the reverse holds for more than 450 cells. This,

and other examples which can be found in these two sats of
graphs, shows that the different classification systems do
indeed emphasize the co-occurrence of different keywords,

In the range of interest (200 - 1500 cells), the

inverted file requires 19 to 78 percent more cells searches,
and hence memory accesses, than does CLASFY for the large
keyword file and 18 to 44 percent more than CLASFY for the
title word file. In an on-line, large scale system the
advantages of CLASFY should increase, perhaps drastically,
for two reasons:

1) In going from the small to large keyword files
the number of cells searched using CLASFY de-
creased tremendously relative to those searched
for the inverted file. This trend can be ex-
pected to continue for la; er files,

2) The number of cells searched shown in these
figures does not take into account the browsing
capabilities of CLASFY. The procedures fol-
lowed for browsing in a hierarchy are described
in Section 2.2.,3. During the course of request

refinement allowed by browsing, certein sections
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of the tree would probably be eliminated be-
cause of lack of relevance to the retrieval
request. This would reduce the number of

cells (and documents) searched without appre-
clably decreasing the number of pertinent docu-
ments retrieved. This cannot be done in a
non-hlerarchic system, such as an inverted
file. The magritude of the advantage des-
cribed above 1s potentially qulite large;
however, quantitative results are not available
because appropriate experiments have not as yet

bean performed,

S.#e3 “ocuments Searched

The number of documents searched for a request 1is
not completeiy dependent upon the number of cells searched.
Due to the variations in the cell sizes, a different number
of documents may be scarched for the same number of cells
searched.

This effect can be seen in the plot3 of the numbers
of documents searched vs. number of cells sihown i1 Figures
5-7, 58, and 5-9. It 1s noted that fewer documents are
searched when the file 1s organlzed by the human classgifi-
cation than by any other syatem even though CLASFY out-
performs the human classification (in most cases) in number

of cells searched (Figures 5-4, 5-5, and 5-6). Part of
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the explanation of this phenomenon lies with the fact

that the cells of the human classification are more even
with respect tc numbers of documents than those produced
by CLASFY. Because a cell with more documents 138 more
likely to be accessed than one with fewer documents, the
gsize of the average cell searched in a system usirg CLASFY
would be larger than that in a system using the human
classification, Therefore, for the same number of cells
searched, one would expect somewhat more documents searched
with CLASFY than with the human system. The remainder of
this effect (the above does not account for all of it) is
attributed to the different characteristic of the classi-
fication systems.

The above effect can be seen in columns (a) and (b)
of Table 5-2, It is noted that the percent documents
searched 1s always gieater than the percent cells searched.
The number of ceils shown represent the low end, logarith-
mic center, and high end of the range of interest.

Col'mns (c¢) and (d) of Table 5-2 show the percent
and nuadber of documents searched per document retrieved.
Fortunately, tha percert of docurents searched per ratrieval
decreases (in the corresponding cell ranzes of interest)
with increasing file size. This results in the nuaber of
dccuments searched per document retrieved redxéining essen-
tially constant (see column (d), Teble 5-2) with respect to
file size. This is very significart, for if it holds for

‘arger collections, 1t reans that regardiess of coilection
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size, the same number of docunents must be transmitted into
main storage per document retrieved. DBecause the number

of documents per cell would tend to be the same or greater
for larger collections, this implles that the number of
cells searched (and herce, number of memory accessss) per
document retrieved would remaln the same or te fewer for

larger collections.

5.5 Quality of Hierarchy

For each file classification, up to a few hundred
cellsa, done by CLASFY, a key-to-rode table, a node-~to-key
tabla, and a terminal node table were produced (see Section
4.3)., The cell limitation was imposed by the program used

to produce the above tables,

$.5.1 Size of the Key-to-hNode Table

The size of the key-to-node table (or equivalently,
the node-to-key table) reflects, to some extent, the quallity
of 8 hierarchical classification system. For the same
nunber of keys per ccll, & smalier Key-to-node table means
that more keywords have rigrated upwards in the tree,
thereby producing a Tuller hlerarchy. In addition, a
smaller kevy-to-node table means less storaze 8pace s
required to store the .able.

Because CLASSY 1s the only automatically genereted
hierarchical system bDeing siudled here, the hierarchies
produced by CLASPY carnot be coxpared wiih those produced

by other syer-exs.
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Figures 5-10, 5-11, and 5-12 show the size of tue
key-to~node taoles for CLASKFY with and without hlerarchy
generation, Of course, the size of a key-to-node table
without a hlerarchy (i.e., the only nodes are cells) is
equal to the total number of keywords in the cells, or
Nye X Ng.  The curves for random and humar classifications
(no hlerarchies) are saown for comparison.

From these figures, 1t can be seen that forming
a hierarchy for a collection classified by CLASFY ylelds
about a ten percent recduction in the size of the key-to-

node table.

5.5.2 Sublective Zval:ation and Exemple

The evaluation of the guallity with respe~t to
browsing of a hlerarchy is necesssrily sublective. The
best way of dolng this 1 to allow a nuaber ol users in
the fisld of the colliestion to utililze tne srystem {(on-iine)
for a reasonabie perlod of time and then presgent thelr
opinlions on the utility of tine nlerarchy for brow:ing
purposss, However, sBlnce tre retrieval systez has: nrot
yet been implenented for on-iine bdrowsing, experizents of
tnis type nave not bceen performed.

Instead, subjaciive evaluations of the hierarcnlies
obtained were made by the author and some acssoclates.
Attempts were gade to cxtract n unifying title out of tne

Aeyw-rds whicnh appear ut mach node. After tnat wgs dore,
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each hlerarchy was examined for its ability to sepeluie sub=-
Ject areas and to see if the node titles indicate ‘ncreasing
speciallzaticn as one proceeds down & path in the tree.

This wa3 not very successful for the samll keyword
file. It was found that there were too few (2254) documents
in the collection to provide reasonable subjact separation
at the various nocdes ir the hierarchy. On the othsr nand,
the hlerarchies generated from the outpu£ of CLASFY on ths
large flles scem quite acceptable for Nc > 100,

The Tollowing example of portions of a hierarchy
is taken from & classification of the large keyword file
in reverse order by CLiSFY. Appendlx . presents the com-
plete hierarchy for a 3imilsr classification perfcrmed
by CLASFY., For tris classification. the 1ode stratifi-
cation number, N, was setv &t 5, the sensitivity fector,

E, was varied from 150 at the top of the hierarchy to 25

at the bo:tom, and the cel’ c¢cpriterion, C, was set equal

to a maximug of 460 documents per cell. As & result of

the classification, 249 cells were produced. The average
number of documents per cell is 456821/249 or 188 docu-

ments per cell. Including the avex and cells as levels, the
resulting hlerarchy tree varles I'rom three to seven levels
(1f 1t were a balanced tree, it would have nad four to five
levels). The number of nodes at each level for the actual
tree and a balanced tree 18 snown below. The numbers in

parentheses represent the numbor of terainal nodes, or




|

-1 38-

cells produced at each level,

Actual Tree Balanced Tres
Level Total Nodes Celils Total Nodes (Cells
1 1 1
R 5 5
3 25 (b3 25
L 105 (86) 125 (9b)
5 95 (82) 155 (155)
6 65 (62) -
7 159 15 =
Totals St {(£49) 311 (2L9)

Despite a few nodes with few or no keywords (e.g.,
nodes 1 and 1.2 have no keywords), in most cases 1t was not
too difficult to summarize the keywords at a no@p. Flgures
5-13, 5-14, and 5-15 show lists of some of the keywords at
various nodes along wltnh the node numbers und the manually
formed titles for the nodes (the titles ars Jjust under the
node numbers). The sample nodes were chosen to 4llustrate
the hierarchical nature of a tree., For example .see Fig.
5;13). node 1.5.1, Orzanic Chamistry, is uader node 1.5,

Chemistry. Also node 1.2.3.2, Fission Products, is under

"node 1.2.3, Nuclear Explosions. All the nodes o Fig. 5-14

are in the same region of the tree (under but not necessari-
ly directly under, node 1.1.1) and hence are relatively close
in subject content. Filgure $-15 shows nodes at three levels

of the bottom portion of part of the hierarchy. Nodes
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Node 1.2.2.2.1
PARTICLE MODELS

particle models
elementary particles
mass

scattering amplitude
vectors

protons

production

Node 1.2.2.2.1.1
THEORETICAL PHYSICS

quantum field theory
relativity theory
field theory

group theory

tensors

invarisnce principle
sum rules

parity

feraions

SU group

photons

decay

spin

cross sections

Node 1.2.2.2.1.2
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Node 1.2.2.2.1.2.2 (cell)

Node 1.2.2.2.1.2.3 (cell)

BESONANCES AND STRANGENESS PARTICLE THEORIES

N* resonances

XI resonances

F resonances

K* rescnances

Y* resonances
strangeness
strange particles
tranaients

decay

energy levels
phise shift
kacns-neutral
pions-plus
plons-minus

kaons

kaons-plus
hadrons

om2ga particles
omzga-minus
antinucleons
hyperfine structure
tensors

bound state
Scarodinger equation
branching ratio
time-space
singularity

venk interaction
ragnetic fields
MEVY range
dilferential equations
magnetic momentas
nuclear theory

STRONGLY INTERACTING PARTICLES monte carlo method

baryons

mesons

hyperons

quarks

isospin

matrices

pions

electric charges
elastic scattering
mathematics
angular distribution
energy

spectre

Figure 5-15%

Sinple Nodes of Eiersrohi

bootstrap model
current algebra
field theory
group theory

SU-2 group

SU-3 group

SU group

SU-12 group

0 group

0-3 group
S-matrix

S-wave

strangeness
legendre functions
Feynman diagram
conservation laws
hyperfine structure
Mossbauer effect
parity

inelastic scattering
coupling constants
Regge poles
dispersion relation
sum rules
statistics
transients

phase shift
G-parity

selection rules
Hamiltcnisn operator
pelr production
integrals

orbits
annihilation

spin

equation

lattices
cross-sactions
exitation

crystals
.magnet{sn

nheutrons

kaons

kaons-minus
Plons-minus
fermions

bosona
antiprotons
phonons
antinucleons

omega pirticle
omega -minus
antihyperons

GEV range

Ive )
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1.,2,2.2.1.2,2 and 1.2.2.2.1.2,3 are terminal nodes, or
cells.

The entire hilerarchy 1s too extenslive to be shown
here. Therefore, two sections of it have been selected and
are displayed in Figures 5-106 and 5-1?. For the sake of
clarity, only the ncde numbers and manually generated node
titles are shown. The tree segment of Figure 5-16 contains
the nodesa shown in I‘gure 5-14 and that of Fig.re 5-17
contains the nodes shown in Fizure 5-15. In the tree seg-
ments, a dashed line represents the path to another node
and a "c" represents the path to a cell, All the nodes of
the tree segments shown are not labelled down to the cell
level because (a) all the labels could not fit in the
diagram and (b) all the nodes were not inspected for title
assignment because of the large numbers of keywords and
nodes (311) involved in this manual process,

The quality of & nlerarcny should be measured by
its convenlence to the user, and not by how clcosely it
matches an a priori, manually produced one., Therefore,
this hierarchy will not be compared to the one of the
human classification described in Section 4.6. Tho final
evaliuation of hlerarchles such as this will have to await

on-line tests of the type described in the begirnirg of

this section.
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‘5.5.3 Documents in Cells
Most of the documents of each cell are very close in
subject area, For example, consider the document des-
oriptions shcwn in Pigure 5-18, All of these documents
were placed intc terminal node 1.1.1.1.1.1, the leftmost
cell shown under nede 1.1.1.1.1, Radlation Effects and
Protection, of Figure 5-16. The keyword numbers have
been converted back into the English keywords., The docu-
.menta shown ir Pigure 5-18 represent 10 out of 391 docue
ments in that cell. The documents in the cecll contain
2822 xeyword occurrences, but only 216 distinct keywords
{the ten documents of the example have 73 keyword occur-
rences and 20 distinct keywords).
It is interesting to compare this grouping of docu-
ments by CLASFY w_ch that of the NSA clasgsiflcation gystem

k (from which the "human"™ system was derived). In Nuclear

Sclence Abstracts, 7 out of the 10 documents were clas i~
fied under "Radlation Effects on Plants®". Documents «+?789
and 364631 were classified under "Genetics and Cytogenetics®
while 41382 can be found under "Ecology". It should be

noted that documents 22785 and 34631, while placed in

different NSA categories, agree in 7 out of 8 keywords

and are both conc~rnec¢ with muta%iona of tarley. In fact,
document 41332, which was placed in a third category, also
has many Kkeywords in ccaron with these two documents ard

i discusses the same sudbject.
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One should not conclude from the above that one
set of categories for tha2ge documents 1s better than the
other, but rather that thers is more than one "iecsonable®
way of clussifying documents and that & manuai, & priori

system does rot necessariiy catsgorize documents better

ihan'an automatic systom.

Naturally, #ith 391 documents, the subject scope
of this cell is much broader than that éescribed by these
10 dccuments, and, in fact, contains dccuments on radiation
effecte on man 8s well as on plants. The two fle.ds weculd
probably be split apart if more t.an 249 cells were deaired{

Unfortunately, automatically derived categories are
prone to grossly misclassifyinsg a number of decuments or
groups of documents. While manual systems are not exempt
from errors, gross errors are rare, An examnple of this is
‘a few dccuments on measurement and detection of cosmic
radlation which were placed into the cell under discussion,
Evidently they were placed into this celi via documents
concerned with the effecta of cosmic radiation. However,
it 18 obvicus that a better sectlion of the hierarchy for
these docuwents would be in a cell under node 1.2.2.i.1,
Cosmic Radiation and Detection, shown in Fiiure 5-17, It
i3 belleved that the number of such misclassificatlions can
be greatly reduced by modifying Pass 3 of the CLASFY algo-

rithm to place documents with redundant dcécriptions
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logicaliy into a particular grour instead of srbitrarily

selecting & group as 18 sometimes done at presant (see

Section 4.2.1).

5.6 Sugmary of Regults

The experiments described in this chapter led to
consistent results which snables cne %o rank the guality
(with respect to maschine retrieval! of the classification

systemg studied.

As ervected, all other systems sutperforzed tne

random c¢lassificetion. Next in increaesing order of gquality
come the reverse and then the forward classificatlons.
T{} Unfortunately, these relatively simple classiyication

schemes sre not nearly as gsod as more sophisticated tech-

niques, such as that embodied by CLASFY. ‘
The results using CLASFY ars uniforaly good rsgard-

less of input ordering; nhowever, CLASFY performs best with

the inpu¢ file in reverse order. It was found that the dife
farencea in results ceused by the order (based on thrae
orderings: forward, revergse, and random) in whiéh the

documents are presented to CLASFY decreases as the size of

the collection increases., With regpect to resrieval effi-
slency, CLASFY end the human, g _prior{ system are very clase
in quality. CLASFY ia slightly better in the numbesr of
cells searched, while the human clussificatlon is slightly

bstiter with resapect to the nunber of documents searched,
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"This means that, because cell access time is usually
longer then 1ncrementﬁl document transmission and search
time, if one system 1s to be ranked above the other, the
edge would have to be glven to CLASFY.

The hierarchies produced by CLASFY were not com-
pared with those produced by any other system. However,
sublectively they geem to be quite "reasonable® and could
be very us2ful Tor on-iine browsing. The placement of
dccumentes into particular ceils (categories), while nct al-
ways in agreepent with manually derived document place-
ments (ugreement 13 not necessarily desirable), in most, -
but not all, cases is quite satisfactory.

For compar.son purposes, the entire hlerarchy of &
clegrificstion similar to the one discuss>d nere 18 included

a8 Apprendix C cof thils dissertation.

5.7 Bonus fcesult « Aver_g> Length of Scarch in Serial Files

A guestion relatin: to serilal files has come to the
attention of the author and whilie not dircctly related to
automatic classification, can easily be answered as g ree-
sult of some of the experinents performed here.

Fossum and Kaskey [486], among cthers [36,145],
have proposed organizing scrial filles via some form of
xeyword crdering in order t> avoid having to search all
the documents 1n the file for each request. For example.
consider tne followving documents ordered by increasing

keyword nuners:
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Document Keywords
C : 1234
F 125
A 147
B 236
D 257
E 36

If a request of keywordse 1 AND 3 18 entered, the serial
search may stop after three documents {(i.e., after docu-
ment A) for one 1s guaranteed that "1" does not appear

further on in the file.
Fossum and Kaskey "48] state:

"Does this approach have any significant
potential in a document retrieval appiicatior?
Unquestionably, it permits terairncting e search
without examining all the docuzents in the fille
end, from this standpoint, 1s preferable to a
straight documcnt-sequenced orgzanizatior.. The
percentage o the {lle records thct can be by-
passed, on the average, has not been reported.
In fact, so r'ar as know¥n, the proposal ras not
been tensted agalnst an actual file of document
descriptions and a representative sample of
search requests.,"

In the experiments reported here, such a file of
document descriptions and sample of search requests were
avallable, The fcrward and reverse orderings (before
modification) are, in fact, orderings of the file based
on keyword numbers.

The 165 search requests were epplied to the for-

ward end reverse orderinga of both large files. The per-
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centage of the files serlally searched per requeat 15 as

follows:
Percentage Documents Searched
File Order per#g;;rievai Request
Large Keyword Forward 95.4
Reverse 84,0 f
Title Word Forward 91.b }
Reverse 85.5 | A

.The numbers only ~pply to individual requests as in an

on;line system. Batchling of requests would eliminate any
advantages to be gained by file orgering.

No attempt ‘was made to optimize the fille ordering
or the keyword numberinz in order to minimize the number
of documents searched. However, based on the above results,
it would seem that one would not be able tc reduce the

percentage of dccuments searched below about 80% by keyword

and document ordering. This reduction 1s net eaough to
allow the use of serinl flles in large-scale on-_incec IS&R

systems. Howevsr, small on-line systems, where there are

e

few enough documents to allow for serial searching, might

be able to profit from the above flle organization.
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CHAPTER 6
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

6.1. Gennral Conclusions

On the basls of the experiments on almost 50,000
documents described in Chapter 5, 1t is concluded that auto-
matic classification can go a long way towards solving soms
of the problems of large-scale information storage and re-~
trieval.

An a_posteriori automatic clasgsification system

(CLASFY) has been described which was shown, by & number of
different measures, to be at least equal in classification
quality to a manual, a _priori classification system. How~
ever, because of 1ts automatic and flexible nature, it is
felt that automatlc classification can be vastly superior
to any manual system. This statemeni 1s made taking iato
acocount the reallzation that CLASFY, whlle a perfeotly re-
spectable system, can stand some lmprovements and 1s pro-
bably far from the ultimate (if there 1s such a thing) in
automatic classlfication systems,

Regardless of the quality of classification, an
automatic classification system will only bo used if the
classification time required for large flleua is reasonable,
It was found (see Section 5.3) that CLASFY took about 13
houri: per tree level to classify about 50,000 dociument des-

criptions on an IB8M 7040 computer. Ic'is a::pectec. that

wl bl
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this time could be reduced by at least an order of magnitude
by the use of a modern, high-speed computer (it could be
further reduced by mului-processing - a technique to which
CLASFY lends itself as a result of the independence of pro=
cessing at each node). This 1s because of the relatively
slow processing speed (basic cycle time = 8 microseconds,
add time = 16 microseconds) of the 7040 and, of even greater
importance, the relatively slow and limited secondary sto-
rage facllities avalilable (at leac* one fourth of the time
was spent in Jjuat copying data from disk to tape and re-
winding tapes, processes which would not have to be done ir
more disk were avallable)., In addition, the 7040 used for
these expsriments was being operated on-line, i.e., all
processing stopped during printing of the node summaries
(see Figure 4.2),

Table 6-1 presents the approximate classification
times required by CLASFY tc operate on the files of the ex-
anples of Tahlas 1-1, 1-2, and 2-1. As seen in Table 6-1,
the time required to classify 106 and 107 documents should
be no more than 12 and 120 hours, respectively. This is
quite reasonable, especially considering that the number of
books in the Library of Conzress is about 107. These times

represent .043 seconds per document.
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"
~ Number of documents, Ny 106 10’
Number of cells, N, 10* 5 - 10*
Number of documents per cell, Ny, i00 200
Stratification number, N for logyN
~ 7 (see last paragraph of Sect?on
4,2.4.1) 7 10
Average number of classific.tion
levels = number of leve s in
tree minus one L.7 4.7
Approximate 7040 time per level 25 hra. 250 irs.
Approximate total 7040 time required 120 hre. 1200 h1 3.
Maximum time required using modern, :
high-speed computers 12 hrs. 120 hrs.

Table 6-1

Classification Time for 106 to 107 Documents
using CLASFY
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6.2 Puture Research

There are a number of directions to further researoch
in the area of automatic classification, some obvious and
some not so obvious,

One obvious direction is to improve the CLASFY
algorithm. Some means for accomplishing this were mentioned
or lmplied in the text of this paper. Another direction
of research, also slanted towards CLASFY, is to establish
an on-line IS&R system using CLASFY for automatic classifi-
cation. This would enatle one to obtain user reactions,
particularly with respect to the quality and utility of
browsing.

Other classification systems should be designed
(some already exist) and applied towards the claussifica-.
tion of large files such as the one used in these experi-
ments and then compared on the basis of tho neasurel des-
cribed i Section 5.2. If this could be done with resson-
able uniformity, an IS%R systexr designer w.ill have a basis
upon which to select one cliassification sysitem over ancther,
something which 18 lacking at present.

Another area of recasearca is that of retrieval
gstatistics. It 18 desirable to have some 1dea of how many
documents will be ratrieved before tre actual retriaeval
takes place, A user might modify a reques: based upon this
ninber. For example, if 2000 documents ara estimated for

retrieval, a user would probably want {0 nirrow :ine re-
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‘quest before the actual retrieval takes place. In an in-
verted file, one can obtain complete statistics at the
expense of manipulating long lists of document numbers.

In a gerial file, on the other hand, few, if any, statistics
are available.

The retrieval statistics for a file organized on
cells are somewhat in between those of the serial and

inverted files. One knows how many cells will be accessad

| and now many documents are in those cells, but not how

many doociments in those .ells will satisfy the search re-
quest., This can be estimated a number of different ways,
soma of which are:

1) On the basis of the average number of documents
searched per retrieval (sees Table 5-2 of Section
5.4.3).

2) On the basis ¢f the number of cocuments re-
trieved from searching a sampling (maybe ten
percent) of the cells to be sesrched.

3) On the ba3ls of the number of request keywords
found in the cells which sati=sfy the request.

The search for the method which achleves the best retrieval
statistica 18 an intereating subjeot for future investi-

gation.




A2PENLIX A

NUCLeA SCIENCS ABSTHACTS DATA FILZS

A.l Source of the Data

The data used in these experiments was obtained
from the Atomic Energy Commission, Division of Technical
Information Extension througn the aild of voel Q'Conror,
formerly Chief, Computer Operai.ions Branch ol the atove
division. Thne data comrrises parts of two out of three
sets of data nade avallable by the AEC upor. request by
qualifying resecrch projects. 7These files are in nmacnine-
readable fora on magnetic tape.

These flles proviie data on each document ab-
stracted in Nuclear Sclence :bstracts (NSA). It saiould be
noted that the three flies contaln different nspecss of
tne gsare documents, The three {lles conclist of:

1) Heyword ¥lle. Document ide.."ifi:atlion plus

descrivtors (called "gelecuvors™ oy tne ARC)

zaruaizy lrndexec {rom tne EUHATCN Thesaurus

f =

Lo b7 Liscussed irn detall in Section A.2.

2) Entry *lle. Document tdentificaczion plus

ry

bilosrapilc data suacn &s tltie, a rriort

category, lanswaje, tourral citazion, con-

t rumdter, elvs. oOUlscussew ir detall in

3)  Surjezt necsltre Slle.  Docuxzent wdentificaticn
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plus subject heudlngs used to index documents
in NSA. There are about 33,000 headings [ 141 ]
With en average of about four belng used to
index each document., This flle was not used
in these experiments and therefore will not

be described in eny further detail.

The actual files obtalned for this research (on
seven magnetic tapes) are the Keyword and Entry (titles)
files of NSA Volume 22, Number 3 (February 15,1968) -
2258 documents and Volume 21 {1967) - 47,055 docunents.
The Entry file of Vol. 22, No. 3 was nof used in the ex-

periments.

A,2 Keyword Flles

EBach document covered in NSA is assigned IURATOM
indexing terms by subje.t speclialists, This is done in
ord r to add those documents covered by NSA to the col-
lection of the Center for Information and Documentation
(CID) of the European Atomic Energy Community (EURATOM).

"As of Septeﬁber 1966, that collection neld 360,000
documents and was gro@ing at the rate ¢~ about 120,000
documents per year. Rolling [111] presents a description
of the EURATOM-CID system (batched searches on a serial
file are performed).

The EURATOM Thesaurus [46,47] is similar to other

current thesaurl [58,92,137 ] except that the usual forms




of cross referencing (l.e., related troader, arnd nurrower
terms) are presented graphicaliy. The thesaurus contains
15.495 usable terms flus 3,488 "forbiddern" terms. iHow=-
ever, in i‘ndex'=g for NSA, a number of addlitional terms
were used where appropriate. If deemed desirable, some of
these terms will be incorporated in future editlions of

the Thesaurus. As of early 1968, 15,517 different index
terms had been assigned to NSA documents.

The keyword file[142] contalns each document's
abstract number, type, assigned category {(called "Section
Subsection code), and list of keywords. The abstract
number is used to i1dentify the documents. The types of
documents indexed are: books, theses, conference papers,
engineering materials letters, Jjournal literature, patents,
reports, and transiations. The type information was not
used in these experliments. The NSA categories are an
a priori class;fication of the knowledge covered by the
documents abstracted in NSA. There are almost 300 cate-
gorles. This 1s the a priorl classification relerred to
ir Chapters 4 and 5 (see Section 4.6 for more cetails).

In addition to the actual Eng . ish keywords and
the NSA codes assigrned to them, the keyword list also
includes "1ink" (celled "split" in A:C literature) in-
formatlion. The function of links 13 to group keywords
such that the keywoids in e group represcrt toples covered

in the paper. By eliminating retricval on conjunctions




involving keywords in different 1inks, ont reduces the
number of "false drops" irn response to a query. The

wisdom of using links (anc "roles") i1s the topic of nu-
merous papers [ 32,66,86,123,134,144 ], sore for and come
against. The position taken here 1s that the utility of
1inks 1. probably reduced in a hlerai-~hical, on-line system.
Hence, all 1link informatlon was deleted in processing the
keyword filles.

Due to missing date and bad tape records, nct oil
the documents from each file could be processed. In
addition, for reasons of speed and economy of storage,
documents with imore than 47 keywords were deleiced. Since
this represented only 0.18% and 0.39% of the small and large
files respectively, thls should have littlie effect on the
experiments. The actual number of documents used were
2254 (out of 2258) and 46,821 {out of 47,055).

Flgure A-l1 presents & macro-flowchart of the pro-
cedure used to prepare the keyword flles for clagsification
experiments. All file processing was periormed on an IBM
360/F5 using PL/I. The result of this process :'as to re-
place the English keywords with rank numbers which cor-
responded to the frequency of the Engllish word., For ex-
ample, the keyword "reactors™ was replaced by lts order
number, "1", PFlgure A-2 shows the 200 highest occurring
(large file) keywards and their frequencliecs of occurrence,

Now, not only can the new keywords (i.e., numbers) be
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READ DOCUMENTS,
EXTRACT ENGLISH KEYWORDS

PRODUCE FILE OF B

ENGLISH TERMS AND
FREQUENCY (OF USE

Y
[ SORT ON FREQUENCY

[ NUWBER TERMS IN
FREQUENCY ORDER, PKINT

| (FiG. A=2)

l |

READ DOCUMENTS. ] SORT TERMS
REPLACE ENGLISH T7ouN WITH FREQUFNCIFS
BY FREQUENCY NUMBER, ALPHABETICALLY, PRINT

WRITE NEW KEYWORD ,LE | {FIG. A=3)

FIOURE A-1
MACRO-FLOWCHART OF KEYWORD F!LE PREPARATION
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easlly manipuiated by computer, pul Aeywcoras car be com-
pared on tie basis of frequency by insfection., Figure
A-3 presents a samﬁle w{ the alghabetlc listing of Engllish
keywords along with taeilr correspondiég frequcncies a..’
keyword numbers. Identical, but independent, processing
was done for the small keyword file.

Statlistics for these flles can be found in 3ection

Ak,

A.3 Entrzv (titl~ word) File

A.3.1 Nature of the.File

The NSA Entry File(140,142]contains each docuuent's
nbgtract number, type, &: Lanea category, title, and other
bibliographic information depending upon the type of
document. The type and category are the same as described
in the previous section. A seml-automatic procedure was
used to obtain index terms from the cdocument titles., How=-
ever, at times, the above olblingraphic material included
a "short title". A ghort title 18 com>osel by an evalu-
ator (not the author) when the origina. full title is not
suitable. This can occur under variocus circumstances, such
92 a fcreoign language tltle, a title which inciudes a
subtitle, 1engthly tities, and cases wiere uniform abbrev-
iation of words !s desirable. However, since the short ti-
tle usually did not change¢ tne significant words of the ti-

tle but did simpiify orocessing, the siort tltle wis used
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whenever found. Abstracts would have o2en pre.erred (see
end of Chapter 3), but they were riot available in machine-
readable form.

There Wwere no experiments performed on the small
Entry file (henceforth call the title word file). Due to
missing data and bad tape data only 47,002 out of 47,055
documents in the large {ile could be processed. In ad-
dition, after processing it was found that 60 docunents
(0,13%) had no significant title words. Therefore the final

title word file contained 46,942 documents.

A.J3.2 Semi-Automatic Irdexing

The above document titles now had to be analyzed
to obtain significant words which can be v :ed as keywords.
The first steo 1s to break the titles up into individual
words. The ten hr.ak cnaracters used for thls purpose .Jere:
(blank) . ) + -/ , ( = and ', Two special 6ases had to
be taken ‘e of, Tlo» “lrC% occurs when possession is
indicated such as in "CJia'S MILK". It i1s urdesirable to
break this up as "COw", "3", and "MILa" since "S" is the
abtbreviation of SULFUR. Therefore, an § following an !
(apostrorhe) was ignorod. The second speciel case 1s
peculiar to th.s {(and other similar) cojiecllor Because
of the inability of mo3t coxmputers to regcognize subscripta
and superscripts, chemical exvrescsionrns guch as (i com-

position of water (HC) and a strontium lsotope (QOSr)
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are rerpresented as H/SUE 2/C and /oUP 90/CH respectivesy.
At times thils representetion Zets quite com.lex (l.e.,
/SUP 238/PUO/SUL 2/ or even 3D/SUP 10/bLr/3UP 2/P/SU3 /SUP
3///SUB 2//)s The title partitioning prosran wes desigzned
to recognize these clilrcumstances (by recognizing "/SUB" or
"/SUP") and to considcr these expressions as single words
by ignoring any break characters (such as blanks) between
slashes,

Table A-1 nresents the steps invelved in proces=-
sing the title word fi1l: including tne total number of
terms (words or word s:¢:ns) ard the number of discrete
terns fonwnd at each stasze of processing. A number of these
steps were combined in the actual processing but, 1.-
simplicity, are shown separately in the table,

A stop 1lst was formed to eliminate some of the
common words which could not be used as keywords. This
1ist was obhtalr»d by considerirg other avallnble stop lists
[112] and by noting tne most common words in the first LOQ
documents of this collectton. A cozpariion ol the twalve
most often occurring co-mon words with the top twelve
words foundi in a recent anaivsis of 1,016,252 words of
rurning tex:t (broad cress-section of sub'ects3; 1s shown
in Table A-2. It shouid be noted tnat the torp id dut of
189 stop words accounted for 79 percernt of tae deizted

title words.
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Function Performed Nucher TolaL rurnber
{(fror ton down) discrese of “»rgs
Break titles into words 207464 w3022
Delete words on stop llst - .86 - 138577
20555 29544y
Elilminate dunlicete words fou
each dccunent - 3560
2919¢9
Reduce terms oy stem aralysis - 3425
17132
Eliminate duplicate stems
for each document - 210
29.719
Delete stems on new stop list -_1793 - 147380
15377 277339
Reduce stems by simuiated
synonym dictionary - 2068
Eliminate dupiticate stems
for each wocument - 1GB
Final Totals 13309 2771461

Steps Involved in Processing

Tivie Word Flle
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The third .tend cf Tatie A-1 (it &ppears twice more
in the table) elimlnates dup.icate words for each document.
For example, if tne last sentente of the previous para-
graph was processed, one occurrence of the word "words"
would have been deleted (all occurrences of "the" and “of"
would have been deieted by tne stop list).

In order to norma:ize the vocat lary to some extent,
8 stem analysis program was written. This progrsm, a
modified version of one used in the General Inquirer (131,
132], removes & rnumber of different suffixes. Project
SMART uses a table look-up procedu;e which, while more
effective, seems to take ccnsiderably more computer time
[27,61,119]. A flowchart of this program is shown in
Figure A-4, The operation of this prozram removed enough
suffixes to cause a reduction of 3423 in the numbder of
discrete title words., Suffixes removed by this program
are: s, e, es, ed, ing, ings, ion, ions, ly, edly, ingly,
plus a doubled letter immediately followzd by ed or ing.

In addition, ies, 1ed and ily are replaced by the single
letter y. However, irn order to prcvsrt the shortening or
complete disappearance of snhort words .i.e., ion, gas, bee,
wing, etc.), word length 1s not reduced below three letters.,
As a example of suffix removal, consider the following
actual title words (frequency of occurrence are parenthe-

sized):




s g oo o

TN
( EMTER WiTH

TITLE WCRD

REMOVE S

RENOVE €

ENDING
=LY ?

REMOVE LY

ENDING
=£0 7

Ri:MOVE ED

»{ CHAWGE | TO YJ

A

o <

ENDING

CHECK FOR DOUBLE

LAST LETTER. iF FOUND,
REMOVE ION ) REMOVE LAST LETTER.

}
1OTe

N OINDICATZS PUINTS AT WHICH LENGTH
OF AQRJS 1S CHECKED. WOARD LEHSTH

A

FIOURE &A=&
SUFFIX DELETION ROUTINE

IS NOV REDUCcO BELOW THRcE LETTERS,
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ESTIMATE (11)
ESTINATED (5)
LSTINATES (16)

ESTINATING (27)

ESTIMATION (58)

ESTIMATIONS (1).
These words were all reduced to the single stem, ESTIMAT
(121).

The final steps 1n vae process of obtalning key-
word stems were alded by manual intervention. A new stop
1lst was formed and a synonym dict;onary weas Simulated
after inspection of the list of 17132 stems (see Table A-1),
In an actual operating system, this need be done only once
with few additions as the collection grows. About 1000
of the 1755 1tems on the new stop list were numbers. Many
of the synonyms involved suffix deletions or changes and
could have been incorporated in a more comnlete suffix
removal pregram (e.g., combination of electrolytical with
electrolytic). Cthers involved spelling errors and com-
bination of British and American forms of the same words,
Still others involved the combiration of aobreviated forﬁs
and non-abbreviated forms of the same word or comnbination
of cnemical and English terms (e.g., converting d/SUB 2/0
and 2H/SUB 2/0 to WATEK).

Once the keyword stems were obcalnad, they were cone

verted to numbers in the same manner as was done for the




T TN

a4

L et mi

-172~

keywords of tne keyword file (Fig. A<l1). The 200 highest
occurring word stems are shown in Figure A-5 (compare with
those of the keyword file, Figure A-Z}, PFull statistics

for the title word file can be found in the next section,

A.4 File Statlstics

Pertinent statistics for the¢ three files studled are
presented in Table A-3., One is reminded that the docus=
ments of the large keyword file and the tltle word file are
essentlally the same, both belenging to a collectlion of
47,0585 documents. It should be noted that, as expected,
thelgroportion of keywords with & single occurrence decreased
from the small to the lsrge keywerd flle. Alsc as expected,
the proportion of unique keywords was highest for_the title
word flle,

In Figure A~6 keyword frequency 1is plotted against
rank (i.e., keyword orcer number). Zipf [155] found that
when this curve was plotted for words of running text, a
straight line resulted (Zipf's Law). However, &s can be
seeﬁ in Flgure A-6, this does not hold, for documert index
words. Houston and Wall [60 ] found, however, that when
term 'frequency was plotted on logarithmic probability paper,
a linear relationship was found to exist up to abcu* the
95th percentile., The Tact that this log-normal relastion-
ship holds for the filesunder consideration is shown in

Figure A-7.
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Based on ten systems, all of which follow this log~-
normal relationship, Houston and Wall went cn to cevelop
an expression relating vocabulary size to trhe totel number
of keyword occurrences. This formuls 1is:

Ny = 3330 log (K + 10C030; - 126C0
where the total number ol keyword occurrences, K = Nd X
de. Applylng this formula to the flles under study

results in

predicted actual
small Xeyword 2250 2557
large keyword 6250_ 8044
title word 5550 13309.

The fellure of the equation for the title word file 1s due
to the fact that the equation was based on and se=ms to
be only applicable to manua.l indexing systemns which allow
for vocabulary growth. A major reason for the :ctual
vocaculary size beirg so much larger than tne predicted
s8ize for the title word file 1s the larze number of unique
terms.

The distributions of the keywords yer document

for the three files are shown in Figure A-t,
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ROCUNENT RZTRIEVALS

B.1 Retrieval EReguestg

In order to test the abllity of classification

systems to grcup sim'.ar documents into cells (categories),
actual retrievals based on real search requests were per-
formed (see Chapter 5,. Tnese requests were obtained
from Gloria Scith -f the lLawrence radiatlior lLaboratories.
The requests originally consisted of conjunctions,
disjunctions, ard negeations of EURATOﬁ Keywords and NSA
categories. In all, there were 177 requests frox 24
nuclear yhvsicists or groups of nuclear physiclists, These
requests are 1in active use at lawrence Aadlatlon Ladbora-
teries, being serially nmatched against eacn semlmenthly 1s-
s.e of the N3A Kevword rFile (see Appendix A). Hewever,
because ¢f tne expense o verforring retrospective searches
; on serial “lles, these requssts nave not been used for
retrospective searcnes,
[
Lecause these experioents were Lired &t jroducing
ciass\flicatior systems, n~ NS\ categorles could rnot be
4 used {or ratrieval. In addition, the regaltions were a.so

not used because (a) the tyres of statistics desired froz

T

the retriaval expericents wou.d nave beer clouded by tne

use of reration and (t) the utility of re-ation w-uid Dbe

[

iessened through the use ¢f an on-.ine gystem wnic', per-
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mitted browsing. 1In order to eliminate the above reguest
items while retaining the original meanirgs of the re-
quests, some requests had to be altered somewhat and twelvse
of them dropped completely. This left 165 retrieval re-
guests.,

Since the requests were ir terms of EURATON
keywords, no additional modifications were necessary to
apply them to “he keyword files. However, translation
into word stems was required for the titleword file,
where possible, this was done on & one-to-one basis;
however, the¢ aim was to maintair tihe meaning of the requests
and not necessarily their exact forms.

Each request was of the form

(B v Ap voo.hp) & (By v By veu.By) & (C) v Cp veuuCp)
vV(D&E&PF) Vv (G&E&H&I)V (J&K&L)
where v stands for loglcal OR, & stands for logical AND,
A = L represent keywords, and n, m, and p are integers.
The only essential part of thls expressions is Al. The
integers n, m, and p can take on any values, but the highest
encountered in the 165 requests was 39.

Some examples of typical requests are given in
Figure B-l1. Statistics for the 165 requests were tabulated
and are presented in Tahle B-l, The terms used are deflined
An the following examples. A requ 3t of (A v B) & (C v D)
& Ehas 4 (= 2 x 2 x 1) three conjunct conjunctions, 1

three conjunct expression, and 5 three conjunct tolens,
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Conjunctions Expressions Tokens

One conjunct 190 60 190
Two conjunct 193C 111 765
Three conjunct 2728+% _22 269
Totals 4848 193 1244
Average per

Question (+165) 29,4 1.2 7.5

#2280 of these are the result of just three expres-
sions, tne largest being 39 x 6 x § = 1170

Table B=l

Request Statlstics
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A reques* of (A v B) v {C & D) hag 2 {=2) one cor junct
conjunctions, i one conjunct expression, 2 one ccniunct
to.2ns, 1 (=1 x 1) two conjunct conjunction, 1 two

conjunct expression, and 2 two conjunct tokens.

B.2 Documents Retrieved

Thesz requests were applied to the three files
numerous times during the course of the exreriments.
Table B-2 snows the number of retrievals (the document
abstract numbers were actually retrieved) and the number
of documents they represent for each of the flles. Be-
cause of the different indexes in the two large flles,

the number of documents retrieved was substantially

’difrerent even thouzh the flles consist ¢f essentialiy the

same documnents.

The discrepancies between the number of retrievals
and the actual documents retrieved is due to the fact
tnat some documents were retrieved in response to more
than one reguest. The distributions of the number of
times eacn document wss retrieved are shown in Filgure B-2,.
It was found that thesge distributlions approximate straight
lires (semi-log paper). It should be noted that the most
"populer" document (large keyword file) was retrieved 1in

response to 22 requests.
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Figure B-2
Ratrieved Documents Distritutions




