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ABSTRACT 

— 16  2 
A maximum impurity optical absorption cross section of 4 x 10   cm 

has been measured for Ga In SI.  Based on this measurement and the thick- 

ness limitations of planar processing, estimated doping densities of 
18  - 3 

1 - 2 x 10  cm  will be required for detector mosaics produced by planar 

techniques.  Th1 effects of these high doping densities on detector proper- 

ties are discussed.  .-"ab ri cat ion of Ga doped Si detectors in material doped 
17  -3 * 9      3 

to 2 x 10  cm  is described.  A peak D of 1.3 x 10 cm (Hz) /W is reported 

for these preliminary devices.  A simple and versatile time constant 

meaaurement based on detector noise spectral density is discussed. 
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1.0 INTRODUCTION 

1.1 Background 
(1-3) 

Extrinsic photoconductivity was originally discovered     and 
(4_9) 

investigated     in silicon in the 1950's.  However, work on extrinsic 

photoconductivity shifted quickly to germanium, and for a number of years 

the only related work accomplished in silicon was peripheral. 

The principal reasons for the shift of extrinsic detector development 

from silicon to germanium in the 1950's were the difficulties in obtaining 

silicon of the required purity at that time,    and the lack of good 

techniques for making noise-free ohmlc contacts to silicon   .  Difficulties 

with the purity of silicon and with contacting procedures have now been 

overcome in the semiconductor industry generally, as is evidenced by the 

almost total conversion of the transistor business from germanium to silicon. 
(12 13) 

It is our conviction, which recent work supports,   *   that these diffi- 

culties can now also be overcome in silicon extrinsic photocomluctors. 

What is perhaps more important, however, is the extent to which the 

stability of the oxidized silicon surface has made commonplace, through 

planar techniques, the production of very high densities of discrete devices 
(14) 

on silicon wafers.  The silicon vidicon photocathode recently announced 

by Bell Telephone Laboratories is an example of the impact these techniques 

can have on photosensitive devices. A variation of what was accomplished 

here with silicon intrinsic photoconductivity may also be possible with 

silicon extrinsic photoconductivity. 

1.2 Program Objectives 

The first object of this program is to construct and evaluate heavily 

doped Ga and Al doped Si extrinsic photoconductors. The detector and material 

measurements made will emphasize possible problems associated with high 
18  —3 

doping densities (to = 2 x 10  cm ) to determine whether background limited 

operation can be approached with these detectors.  In addition to the highest 

possible sensitivity, these detectors are to have a measured frequency 

response to 500 MHz. 



The second object of this program is to construct a 3 x 3 detector 

array using planar techniques.  These detectors are to be parallel connected, 

each with a 500 MHz frequency response. 

Section 2.1 of this report discusses the detector thicknesses compatible 

with silicon planar techniques, and describes experimental measurements of 

the impurity optical crossection. These two parameters establish the range 

of required doping densities. The effects of these doping densities on 

detector design are then discussed, emphasizing the possible influence of 

impurity band conduction ai.J the effect of impurity scattering in limiting 

the majority carrier mobility.  Section 2.2 discusses material growth procedures, 

particularly as they affect the majority carrier recombination time.  Sections 

2.3 and 2.A discuss detector fabncation and the measurements obtained on 

the detectors made to date.  Section 2.5 discusses the method of time constant 

measurement being considered.  Section 3 discusses p.'.ans for the next quarter. 

1.3 Assigrment of Responsibility 

The principal investigator for this program is R. B. Enunons, 

ingineering Specialist. The program will be carried out under the supervision 

of M. B. Fisher, Manager of the Component Products Department of Sylvania's 

Electro-Optics Organization, Mountain View, California. 



2.0 TECHNICAL DISCUSSION AND RESULTS 

2.1 Extrinsic Impurity Density 

2.1.1 Required Impurity Density 

Our first task Is to specify the Impurity density levels that are 

required for the successful application of planar technology to extrinsic 

photoconductors.  We are particularly Inten 'ed In the 10-mlcron wavelength 

region because of the 8-14-mlcron atmospheric transmission window, within 

which lies the maximum radiant Intensity of objects near room temperature, 

and because of the Increasing Importance of the efficient, powerful C0_ 

laser emitting at 10.6 microns.  To Indicate the potential advantages of the 

extrinsic silicon detector, we may compare the Hg doped Ge detector now 

widely used for this wavelength region (sensitive to 14.3 microns) with the 

Ga doped SI detector (sensitive to 17 microns).  The maximum solubility 

of Hg In Ge Is In the range 10  cm  < N < 10  cm" .  This low solubility 
A 

Is characteristic of the elements of the group lib elements In Ge.  The 

cross section of these Impurity centers for optical absorption,  a  , Is of 
— 16   2 

the order of 10   cm .  Consequently, the maximum Impurity absorption 

coefficient a. ■ o  N. Is In the range 1 > a > 10  cm .  Thus In order 
1   op A 0 

to absorb enough of the light to obtain a good quantum efficiency, detector 

thicknesses of 1 cm or more are required. In practice. It Is common to use 

Hg doped Ge detectors several millimeters thick and accept the reduced 

quantum efficiency. 

In contrast, the solubility of the group III element Ga In SI Is 
19  -3 (19) 

10  cm "    .  The maximum Impurity absorption cross section of Ga In SI, 
— Ifi   2 

as discussed In the next section, Is o  ■ A X 10   cm .  The Impurity 
op 

absorption coefficient of Ga doped SI may therefore be as high as a, ■ o  N 
3  _1 i   op A 

4 x 10 cm  .  Thus It Is In principle possible to absorb the majority of 

the Incident light in a detector as thin as 2.5 microns. 

It will not be possible however, because of impurity band conduction 
19  -3 

and low mobility, to use doping densities as high as 10  cm .  Therefore, 

it is Important to know what maximum thicknesses are compatible with the use 

of planar techniques in mosaic construction.  In the design of a multielement 

■i 



detector, one Important limitation on the layer thickness will arise from 

the requirement for the minimum possible dead space between elements. 

Assuming that the starting material is an epitaxial layer of Ga doped Si 

on an n-type substrate, the Ga doped devices will be delineated by an n-type 

diffusion through the epitaxial layer.  In this case, and very likely in 

any mosaic design, an impurity diffusion as deep as the detector thickness 

will be required during fabrication.  However, It is difficult to obtain an 

element separation smaller than the depth of the required diffusion.  Hence, 

if an element separation of 1 mil is required, the maximum device thickness 

will be of the order of 40 microns.  On the basis of such considerations 

as the time required for an Impurity diffusion and the quality of thick 

epitaxial layers, this A0 micron thickness is reasonable.  Substantially 

thicker layers would present severe difficulties.  Thinner layers are of 

course easier. 

18   —3 
It is thus clear that doping densities in the range of 1 to 2 x 10  cm 

will be required in order to obtain the best possible quantum efficiencies 

and also allow the use of planar techniques for fabrication. 

2.1.2  Impurity Absorption Cross Section 

The thickness required for good quantum efficiency in an extrinsic 

photoconductor is determined by the Impurity density and by the cross 

section of the impurities for optical absorption, where the impurity optical 

cross section is given in terms of the impurity absorption coefficient by 

o  ■ oij/N. .  The only reported measurements of the optical cross sections of 

column III impurities in silicon at energies above the activation energy are 

those of Burstein et al.   .  Since this data was obtained when silicon 

metallurgy was Just beginning to produce good quality single crystals and 

since the optical cross section is of considerable Importance In the optimum 

design of impurity photoconductors, it seemed important to confirm these eaily 

results by re-measuring the low temperature transmission of some suitably 

doped material. 



In the design of the transmission experiment, an effort was made to 

minimize the effect of the lattice absorption lines which occur between 

7 pm and 18 urn in silicon, and also to reduce the possible error caused 

by multiple reflections in the region of expected maximum absorption (10 ym 

to 16 ym).  To reduce the effect of absorption by the lattice, a thin wafer 

!n. 
-1 

17  -3 
(0.03 cm) of fairly heavily doped material (2 x 10  cm ) was chosen.  The 

maximum absorption constant due to a lattice vibration is at 610 cm 

(16.4 um), assigned by Johnson    to a summation of one transverse optical 

and one transverse acoustic phonon.  The magnitude of this absorption line 

is a ■ A5 cm  at 20 K.  Absorption constants for all the other lattice 
-1 

vibration absorption lines as less than 20 cm  .  In contrast, from Burstein's 

data   , the impurity absorption constant for 2 x 10  cm  material was 

expected to be of the order of 100 cm .  Since the absorption varies 

exponentially with a , little or no evidence of lattice absorption «•  .lid 

be observed in the presence of impurity absorption for the sample pt.rameters 

chosen. 

Multiple reflections in a parallel plate of a high index material such 

as silicon can cause difficulties if the absorption is small. If the wafer 

is well aligned in a parallel beam, the transmission is given by 

2 
T .  (1-R)  exp (-ad) (1) 

1-R2 exp (-2ad) 

If the wafer is not well aligned in the beam, the transmission .ay be only 

T - (1-R)2 exp (-ad) (2) 

For silicon, the difference in transmission is 5% when a  is small, a 

significant possible source of error.  For the sample chosen, this source of 

error was minimi2ed since the maximum absorption, which was of primary concern, 

was expected to be rather large.  For the parameters given above, tne 

denominator of Equation (1) will be no smaller than * 0.99 between 10 um and 

16 \im.    To obtain the transmission measurement, the 0.03 cm thick wafer of 



optically polished silicon was secured to a heavy copper window mount on 

the tall of a He dewar using an Indium "0" ring to Insure good thermal 

contact.  The clear area of the window was 3/8 Inches In diameter.  The 

opposing holes In the 77 cold shield and the outer jacket were also 

3/8 Inches In diameter.  The windows used on the outer jacket were 

KBr, 0.635 cm thick.  Transmission data was taken using a Perkln-Elmer 

Model 631 spectrophotometer. Although this spectrophotometer is a double 

beam Instrument, the measurements were taken in a "pseudo" single beam 

mode.  This method of operation was found necessary because the low 

transmission of the sample, and the vignetting of the sample beam caused 

by the He dewar, greatly limited the energy available in the sample beam. 

To obtain a good double beam signal it was necessary to similarly attenuate 

the reference beam.  As a result of the low reference beam energy the zero 

level could not be maintained constant through the spectrum. A second run 

with the sample beam blocked was thus required to obtain an accurate "zero" 

level.  The sample transmission was obtained by normalizing against  this 

zero level. 

Because of the limited energy available through the sample, it was 

decided not to attempt to obtain absolute transmission data from the spectro- 

photometer. The data obtained were Instead assumed to be relative and were 

taken with the scale expanded to obtain the largest possible readings In 

the region of maximum transmission near 23 urn. The data was then made 

absolute by a separate measurement of the transmission at 10.6 microns 

using a J0„ laser and an Eppley thermoplla..  The data were then corrected 

for the transmission losses in the KBr windows, which was measured separately 

using a Beckman IR-4 spectrophotometer with a KBr prism interchange.  This 

transmission data was checked for consistency using the dispersion data 

given by Stephens    for the spectral region where only Fresnel losses are 
(18) 

important, and using the transmission data given by Mentzel    from 20 pm 

to 25 pm.  In removing the KBr window losses from the data, it was found 

that transmissions slightly greater than the theoretically possible maximum 

of 54% were indicated in the 24-25 micron region. Adjustment to obtain 

reasonable results indicated that the measured transmission data taken 

with the Beckman was only good to about 3% in this region.  Fortunately 

this region of the spectrum is not of primary Interest for the present work, 

and in the region of primary Interest an accurate independent measurement 

using a CO laser was available. 



The transmission data obtained are shown In Figure 1.  The curve shows 

a broad Impurity absorption peak from about 10 pm to 16 ym having an apparent 

maximum at about 1^ urn (0.09 eV).  This maximum Is at a somewhat longer wave- 

length than reported i>y Bursteln, and appears to resemble the optical cross 

section of A£ more closely than Bursteln's measurements Indicate.  This Is 

a reasonable result since these two impurities have very nearly the same 

activation energy.  In addition to the impurity absorption above threshold, 

the lattice absorption band at 16.4 ym is observed, and five of the seven 
(19) 

previously observed    absorption lines due to the excitation of the gallium 

centers into their excited states have been resolved.  No particular care 

was taken to obtain accurate results in this region of the spectrum since 

these absorption lines do not lead to photoconductivity.  In addition, 

it is clear that these absorption lines are so strong that a reduction of 

the impurity density would be required if accurate data were required. 

The Impurity absorption cross section has been obtained from the trans- 

mission data of Figure 1 using Equation 1 and the relation o  = a.i/NA • 
Op     X  A 

and is plotted in Figure 2 together with Bursteln's data for comparison. 

The reflection coefficient of silicon was obtained from the dispersion 

relation gi^en by Brlggs(20),  n2 - 1 + 10.695/U-(.31/A)2].  The shift 

in peak discussed above is obvious in this figure. The present data also 

Indicates an absorption cross section whose maximum is 20% below that 

given by Bursteln.  Our data is believed to be accurate in the region of the 

peak to + 5%.  This estimated accuracy is based primarily on repeated measure- 

ments of the transmission at 10.6 pm which a CO» laser which yielded an 

average value of T ■ 5.55% + 0.5%.  Conversion of this data to absorption 
—16   2 

cross section yields a value of 3.65 + 0.15 x 10   cm . 

The data of Figure 2 allows an optimum detector thickness to be chosen. 
18  —3 

For impurity concentrations in the range of 10  cm , the Impurity absorption 

constant will be ot. - o  N - 400 cm" .  Thus for absorption of 86% of the 
1   op A r 

light entering the detector an epitaxial layer thickness of d - 2/a. ■ 50 ym 

will be required. 
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2.1.3  Impurity Band Conduction 

One of the questions which arises when moderate to heavily doped 

material Is to be used for an extrinsic photoconductor Is whether Impurity 

band conduction, which begins to appear at large doping densities and low 

temperatures, will present any fundamental limitation to the operation of 

the detector.  Optimum operation of an Infrared sensitive photoconductor Is 

usually considered to have been obtained when the fluctuations in carrier 

density which constitute the basic noise limitation on the detector 

sensitivity arise as a result of fluctuations In the background radiation 

incident on the detector rather than as a result of any fluctuation mechanism 

in the detector itself.  To achieve this result. It is usually sufficient 

to cool the detector until thermal carrier generation Is no longer significant 

in comparison to carrier generation by the background radiation. 

If however impurity band conduction becomes significant before thermal 

carrier generation can be adequately surpressed, the situation is altered. 

The limiting noise in this case will be that associated with fluctuations 

in the impurity band conduction.  This shift in the dominant conduction 

mechanism will have two consequences.  First, the decrease in Impurity band 

conductivity with temperature Is slower than the decrease of conductivity 

due to thermal carrier generation. Hence, lower temperatures than expected 

may be required to achieve background limited operation.  Second, the fluc- 

tuations in Impurity band conduction may not be of the generation-recombination 

type, and it is possible that excess noise may be present when this conduction 

mechanism is dominant. 

In order to Judge the possible Importance of impurity band conductivity, 

let us first consider the conductivity Induced in an extrinsic Si photoconductor 

by 300 K background radiation, assuming an impurity activation energy of 

0.070 eV.  If the background is at 300 K, the number of background photons, 
2 

Q  , Incident on the detector per cm per sec is equal to the number emitted 
2 . 

per sec by a one cm black body at 300 K.  If a       , the impurity absorption 

constant is assumed independent of wavelength to 17 um and zero thereafter, 

only those photons whose wavelength is less than 17 pm need be considered. 

Assuming approximately uniform carrier generation in the material, and a 

quantum efficiency n , the equilibrium carrier concentration in the 

material is 

10 



j p - V1 <« 

where    d    Is the detector  thickness and    T    the majority carrier recombination 

time.     If the detector is  cooled sufficiently so  that  these background 

generated carriers constitute the majority of  those present,   the material 

resistivity will be 

1 d n^ 
pep nQTep 

I 
where    y    is  the majority  carrier mobility. 

The quantum efficiency of  the material  is  given by 

(1-R)   [1-exp   (-o^d)] 
n  "       [1-R exp  (-c^d)] 

where    R    is  the  reflection coefficient of  silicon.     Putting R = 0.3 

and  the  thickness    d  =  2/a,   ,     r\ ■ 0.63.     If  the detector has a 2TI  steradian 
18      -2        -1 field of view,    Q ■  1.4 x 10      cm"    sec    .    The resistivity is  then,   in 

(5) 

terms of material parameters only 

14 
TW a 

ncm (6) 

The parameter T  is dependent on the donor compensation level rather than 
-9 

on the acceptor concentration and can be estimated fairly reliably at  T ~ 10 

seconds (see Section 3).  Both p and a  depend on the acceptor concentration. 
17  -3 3 

For material with 2 x 10  cm ' acceptors, we may estimate that p ■ 10 
? n i 

cm /V sec in the temperature range of 25-50 K and a. - 80 cm .  Thus 
5 

we have for this material,  p ■ 1.8 x 10 ficm.  In order to obtain this 

value of resistivity with these sample parameters in the dark, cooling to 

a temperature of approximately 30 K is required   , and in material doped 
17-3 

t to 2 x 10  cm , no evidence of impurity band conduction occurs.  In order 
17  -3 

to confirm this, data were taken on the resistivity of 2 x 10  cm  material 

as a function of temperature.  The data are shown in Figure 3.  The curve marked 
« 

Sample A is most accurate.  Between 45 and 35 K it has a slope of 0.070 + 

0.002 eV in agreement with the expected activation energy for Ga in silicon. 

An oxide was left on one side of this sample, and below 45 K, this oxide, or 

11 



an inversion layer produced by it on the silicon surface was sufficiently 

leaky to shunt the silicon.  Sample B was prepared from an adjacent wafer 

from the same ingot , but was freshly etched before being placed in the 

dewar.  This data indicates, in agreement with Ray and Fan that impurity band 
17  -3 

conduction is not a problem in 2 x 10  cm  material under the conditions 

assumed here. 

18  -3 
When the carrier concentration is increased to 10  cm , the 

impurity absorption coefficient ot.  increases proportionately, and it would 

appear that the material resistivity required for background limited oper- 

ation would also decrease. This is not strictly true however, since the 

mobility is, in this temperature range, determined by impurity scattering, 

and hence will decrease as the carrier concentration increases.  In 

addition, for more heavily doped material impurity band conduction may occur 
(21) 

at a higher temperature.  Ray and Fan    indicate the onset of impurity 
4 18  "3 

band conduction at p = 10 ücm  in 2 x 10  cm  material.  Resistance 

versus temperature data will thus be required on the more heavily doped 

material as soon as it is obtained in order to determine whether impurity 

band conduction in this more heavily doped material will limit or prevent 

background limited operation. 

It should be noted that in this discussion a full hemisphere of 

300 K background radiation was assumed.  A significant reduction in background 

radiation, either  by a large reduction of the acceptance angle, or by 

providing a cold background, will increase the detector resistance required 

for background limited operation and make the possible influence of  impurity 

band conduction a matter of more serious concern. 

2.1.4  Detector Resistance 

The detector resistance to be expected for background limited operation 

is also restricted by the fact that the detector thickness is related to the 

impurity absorption coefficient.  The resistance is given by 

R " ^ (7) 

12 
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Substituting the resistivity given in Equation 6 , we have 

R = 7.2 x 106 - (7) 
w 

Equation 8 contains neither the detector thickness nor the impurity 

absorption constant.  An increase in the doping density, which reduces the 

material resistivity, also required a decrease in thickness for optimum 

design.  As a result, detectors designed for background limited operatior 

will not vary in sheet resistance except through the effect of doping density 

on mobility.  Since, as we have noted, the mobility at low temperatures is 

determined by impurity scattering, the detector resistance may be expected 

to be somewhat higher than Indicated in Equation 7 at doping densities in 

excess of N = 2 x 10  cm  .  The sheet resistance expected on the basis 

of these considerations is somewhat higher than convenient.  The only tech- 

nique which appears to be available to reduce the detector resistance, 

given the limitation on doping density required by planar techniques, is to 

change the detector aspect ratio; i.e., to make the detector short and wide 

(t/w < 1).  This is possible while maintaining a square format through the 

use of interleaved comb electrodes if the detector is sufficiently thin. 

Such a structure is also entirely compatable with silicon planar technology, 

and experimentation with this type electrode structure is planned when thin 

epitaxially grown Ga doped material is obtained. 

2.2 Material Considerations 

It is well known    that the response time of a cooled p-type extrinsic 

photoconductor is governed by the concentration of compensating donors 

in the material.  To determine the r«ng^ nf time constants available in 

silicon, we comment briefly on silicon material purity and growth procedures, 

which determine the lower limit of the compensation available. 

2.2.1  Starting Material Purity 

The present basic limitation on the purity of polycrystalllne zone refined 

silicon raw material is the difficulty in removing all of the boron.  Dow 
13  -3 

Coming guarantees a boron content below 1.5 x 10  cm  in its production 

1A 



material and states that the material has a typical boron content of 
12  -3 

5 x 10  cm ,  For a premium price they will furnish material with boron 
12  -3 

content below 2.5 x 10  cm . West German and Japanese suppliers have 
fl2  -3 

advertised silicon with boron content less than 1 x 10  cm  .  Of course, 

boron is, like Ga and Al a p-type dopant in silicon.  If one uses p-type 

B-doped Si as a starting material from which to make Ga or Al doped photo- 

conductors, one must expect to deal with multiple acceptor effects in 
(22) 

interpreting the photoconductive data   .  Although the relative contribution 

of the B to the observed photoconductivity would be small, it has seemed 

advisable to avoid this possible complication.  If sufficient n-type 

impurities are present to more than compensate for the residual boron, the 

complication is avoided.  In this case, the residual boron has no effect 
(22) 

on the photoconductivity measurements   .  The penalty for removal of this 

complication is that this n-type impurity concentration in the starting 

material must be at least a factor of two larger than the minimum boron 

concentrations given above. 

2.2.2  Single Crystal Growth 

Two methods of preparing single crystals with a desired doping density 

from the polycrystalline starting material discussed above are common. 

The most common is the Czochralski method. When single crystals are pulled 

by this technique, the low concentrations of impurities discussed above 

cannot be maintained. The purest n-type crystals obtainable by this 
11 1/1 

method have  impurity concentrations  of  5 x 10      ^ N    f  1.5 x 10      cm    . 

The  lowest boron  content  that  can be maintained yields p-type  crystals with 
13       -3 13      -3 

impurity  concentrations  of 2 x 10       cm      ^  5 x 10      cm    .     In addition,   these 

crystals  tend  to have a high concentration of oxygen.     Both  the loss  of 

purity and  the high-oxygen content result  from a small quantity of the 

crucible material being dissolved  in  the melt  from which  the crystal  is 

grown.     On  the other hand,   this  preparation method has  the advantages  of 

simplicity and ease of doping,   and results  in crystals with a  low dislocation 

density. 

A lower basic impurity level can be maintained if the single crystals are 

prepared by the vacuum float-zone method used to prepare the raw material. 

15 



Using this growth procedure, p-type single crystals can be prepared with 
12  -3 

boron concentration of approximately 5 x 10  cm  and n-type crystals can 
13  -3 

be prepared with Impurity concentrations of approximately 2 x 10  cm  . 

These crystals also have a lower oxygen content, but have a higher dislocation 

density than crystals grown by the Czochralski method, and procedures for 

introducing dopants in the desired concentrations can be much more difficult. 

Difficulties in the introduction of the desired Ga or Al concentration 

into a float-zoned crystal mitigate against the use of this technique at 

this time.  Ga and Al are unusual dopants in silicon, principally because of 

their low segregation coefficients.  This low segregation coefficient 

implies that most of the Ga tends to remain in the melt, the crystal being 

grown taking up only a small fraction.  This fact, together with the small 

melt volume in the zone-leveling method, indicates probable difficulty in 

obtaining this type of material.  Czochralski grown material is, on the other 

hand, available. 

The consequences ol the low segregation coefficients in the Czochralski 

growth method are two-fold.  A fairly large range of resistivities and a 
18  —3 

practical dopant concentration maximum in the 10  cm  range are to be 

expected in the pulled crystals. 

2.2.3  Epitaxial Growth 

The minimum impurity concentration in epitaxially grown layers is 

determined by essentially the same considerations which apply to Czochralski- 

grown material.  Epitaxial material is grown by vapor-phase transport at 

high temperatures in quartz, and again boron and oxygen are picked up during 

growth.  The highest resistivity generally quoted for n-type material is 

of the order of 100 Hem.  Thus we can expect a background donor concentration 
14  -3 

of N  ~ 5 x 10  cm  in any p-type material obtained by this process. 

Layer thicknesses and Ga or Al concentrations in the range required are 

however possible with this technique. 

16 



2.2.4  Assessment of Metallurgical Influences 

Provided that the desired material can be grown with uniform and 

reproducible characteristics, which is true of the silicon being considered 

here, perhaps the most important influence of metallurgical problems on 

extrinsic photoconductivity is the effect of residual impurities on the 

time constant.  In a p-type photoconductor, the time constant is determined 

by the rate of recombination of photoelectrically generated holes with nega- 

tively charged acceptors.  At low-incident light levels and in the temperature 

range of interest, the acceptors are charged primarily by the electrons from 

the residual donors in the material.  Thus, the time constant for p-type 

material is     x ■ 1/N„ a v , where N„ is the residual donor concentration, 
D r D 

o   is the recombination cross section, and v is the thermal velocity 

of the free holes. We have indicated above that the minimum donor density 
13 

in a crystal grown by the Czochralski method is in the range 5 x 10  ^ Nn 

<: 1.5 x 10  cm .  Using the value o v " 10  cm sec  we are led to 

expect maximum time constants from the Czochralski material in the range 
_o _q 

5 x 10  i T 5 1.5 x 10 .  Somewhat shorter time constants can be 

expected in epitaxial material.  The value used for a v in this estimate 

is approximate, but consistent with the available information on doped Si. 

This parameter is however a function of temperature above about 10 K and 

has not been measured for Ga doped Si in the temperature range of interest. 

It is obvious from the preceding discussion that making extrinsic photo- 

conductors with a shorter time constant is easy from a metallurgical point 

of view.  One simply increases the degree of compensation.  The penalty 

is a decreased responsivity.  However, the detector D  is not influenced 

if the detector is background limited and if the signal level is not so low 

that a suitable amplifier cannot be found. 

It is also clear from the preceding discussion that it is possible to 

. make bulk Ga doped Si crystals with somewhat slower time constants.  In 

this case, the metallurgical problem is slightly more complex.  One would 

have to learn how to dope vacuum zone-leveled crystals heavily with Ga. 

17 



13  -3 
Residual donor levels of about 2 x 10  cm  and time constants of about 

-8 
2 x 10  sec might then be obtained.  There is however no Interest In 

_9 
this program in time constants longer than 10  sec.  Hence, available 

material growth procedures would appear to be satisfactory. 
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2.3 Detector Fabrication 

Since the final detector to be furnished on this contract will be a 

• 3x3 element mosaic to be constructed by planar techniques, It was thought 

wise to begin the construction of all samples In this manner.  Work was 

begun on material d^ped with Ga to 2 x 10  cm .  The wafers were nominally 

an inch in diameter and 20 mils thick.  Masks were prepared to yield b 

detectors 3 x 3 mm and A detectors 2 x 11 mm from each wafer.  The devices 

were fabricated as follows:  The wafer was steam oxidized at 1000 C for 80 

minutes to produce approximately 5000 A of S10, on the surface.  Photoresist 

was applied, and then selectively exposed and removed to allow a boron 

diffusion in the contact areas.  Two diffusion processes have been tried to 

produce suitable contacts, a "box" diffusion, and diffusion from a "paint-on" 

source.  These two techniques were used because of their Inherent simplicity. 

We have hoped to avoid setting by a more complex gaseous diffusion of the 

type now commonly used in production.  Following the diffusion, photoresist 

was again used to allow the oxide to be stripped from the contact areas. 

Al was then evaporated on the contacts, and sintered into the Si for 15 

minutes at 600 C.  The contacts were then cleaned again, and Nl plated to 

prepare them for soldering.  Individual detectors were then cut from the 

wafer, the contacts were protected, the oxide removed, and the detector 

freshly etched before mounting. 

2.4 Detector Measurements 

Black body detector sensitivity measurements have been emphasized In the 

detector test program.  The best 500 K black body sensitivities observed to 

date are approximately 5 x 10 cm (Hz)   /W at 30 K.  These figures are 

more than an order of magnitude below those theoretically possible.  Two 

current problems have been identified.  The detector resistances are linear 

only to fields of about 60 V/cm indicating contact difficulties either with 

the boron diffusion or with the aluminum alloying.  The theory upon which 

we are acting in the production of these contacts still appears sound.  Our 

purpose is to obtain a heavy enough boron diffusion to insure degeneracy 

in the contact areas at the operating temperature,  ll.e aluminum alloy is 

to help insure that degeneracy and provides an ohmlc transition to the contact 

metal.  It would appear that practical problems in either the diffusion or 

the alloy process are causing the trouble.  Work on the control and measure- 

ment of these contacting processes will continue. 
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The second problem is more easily remedied.  The detectors measured 

so far have continued to increase in resistance and decrease in sensitivity 

as the temperature was decreased to 12 K, well below the expected background 

limited temperature.  This problem has been traced to the fact that the 

detectors made to date have been too thick, (approximately five absorption 

lengths), ana we have been illuminating the detectors from the side opposite 

to the contacts, which are on one face of the detector.  We have thus inad- 

vertently had a layer of unillumlnated material between the face of the 

detector exposed to the light and the contacts,  '''his excess material 

continues to Increase in resistance as the temperature is lowered, and 

produces a resistance in series with the detector causing a substantial loss 

of signal.  This problem will not of course exist in the detectors made in 

the epitaxial material, and will be remedied also in the experimental 

material currently in use. 

These black body measurements will continue, and 10.6 micron measure- 

ments will be made as well.  It is expected that well behaved detectors with 
9      1/2 

black body sensitivities in the mid-10 cm (Hz) ' /W range will soon be 

available, allowing more extensive measurements of optimum bias, optimum 

operating temperature and more detailed measurements of contact properties. 
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2.5 Time Constant Measurements 

Response times of photoconductors sensitive to 10.6 um have been 

made using CCL lasers with GaAs electro optic '   and Ge Bragg ^   amplitude 

modulators.  Pulse response measurements have been reported using a GaAs 
(25) 

electro optic modulator   .  Detector time constants have also been 

estimated from measurements with a Q-switched CO. laser and by observation 
(13) of beats between longitudinal modes   .  These various techniques all have 

disadvantages, and in the search for a simpler technique we have briefly 

considered the possibility of examining the power spectrum of the noise 

generated by 10.6 ym light falling on our photoconductor. 

This technique requires that the noise generated by the unmodulated 

C0_ laser light falling on the detector be mixed with the signal from an rf 

oscillator in an rf superheterodyne receiver.  To estimate the sensitivity 

of this technique, assume that the rf receiver nas an *f bandwidth of 10 MHz, 

a maximum sensitivity of -120 dBm, and a 50 ohm input impedance.  With such 
2 -17 

a receiver, a mean square noise current  i   =  2 x 10   A can be detected. 
n 

The mean square short circuit current due to generation-recombination 

noise in a photoconductor may be written 

-r     4 e 1 G B 
i 2  =  2  

(1 + O) T ) 

where  I   is the current in the photoconductor, G  is the photoconductlve 
o 

gain.  B  the noise bandwidth, and  T  the detector response time.  This 

expression may also be written in terms of the incident optical power as 

—       2   2 
2    4 e n G B 

n     hv (1 + CO
2
T
2
) 

-9 -2 
For an estimated time constant of 10  sec, a photoconductlve gain of 10 , 

and a quantum efficiency of 0.5, we have 

1 2 »  3.2 x lO"15  V9- 
(1 + u,2!2) 
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Thus in order to maintain a signal-to-noise ratio of 10 dB in the 

receiver, 100 mW of C0„ laser power would be required on the detector. 

This is a very high power level, but the laser can easily furnish it, and 

the detector can easily take it.  The only question is whether or not this 

is an excessive heat load for the He dewar. 

The heat load on the detector can be alleviated to some extent by 

chopping the light at a low frequency with a low duty cycle.  Lew frequency 

chopping is required in any case since the receiver in question will be of 

the phase-locked type.  The feasioility of this experiment appears to be 

uncertain at this time, but is worth further examination.  This type of 

experiment would allow as many points on the frequency response curve to 

be obtained as are required, simply by tuning the rf oscillator. 
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3.0 PLANS FOR THE NEXT QUARTER 

Epitaxial material will be ordered.  The He dewar will be modified 

for high frequency operation.  The feasibility of the noise power spectrum 

frequency response measurement will be further examined.  Work on detector 

fabrication techniques, and detector sensitivity measurements will continue. 
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