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FRErACTE

T

In this Memorandum we solve the graph—-theoretical probiem

of characterizing clique graphs. The body of the Memorandum

divides into two parts. The first part, consisting of pages 1-11, i

centains the main results and several principal applications of the

main theorems. An abridged version consisting of this first part *
oniy has been submitted for publication in the Jcurnal of Combinatorial {

Theory and also prepared for presentation at the American Mathe-
matical Society Meeting in New York, April 4, 5, 1969. The second
part of the Memorandum consists of additional applications of the

main theorems, some partial results, and some questions posed

for further research. ;

The results in this Memorandum have possible application in
genetics and in the theory of measurement in psychology, through
their connection with the interval graph research of Fulkerson and

Gross {lncidence Matrices with the Consecutive Onrs Property, “

RNV 3984~PR). For the measurement applications of interval gra, s, ‘

the reader s referred to RM~5782-PR, On Nortransitive Indifference :

(Roberts). There is also a potential soriological application—the

graph—theoretical term "cligque' arises from the corresponding

S ———Y

sociclogical notion.




ABSTRACT

In a recent paper [4], Hamelink obtains an interesting sufficient
condition for a graph to be a clique graph. In this Memorandum
we give related conditions which are necessary as well as sufficient.
As an application of our result we show that Hamelink's condition
is also necessary in certain special cases and that here it can be
greatly simplified. As another application, we derive certain
theorems useful in practice in reducing the question of whether
a given graph is a clique graph to whether certain smaller or
simpler graphs are. Next, we relate the clique graph results to
some work of Fulkerson and Gross [ 2] on interval graphs and the
consecutive ones property. Finally, we include some remarks,
motivated by our clique graph results, on graphs with no independent

cut sets.
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A CHARACTERIZATION OF CLIQUE GRAPHS‘

1. INTRCGCDUCTION

Our graphs will all be iinite, nondirected, with no loops or
multiple edges. If G is a graph, V() will denote the set of vertices
of G and E(G) the set of edges. We denote the adjacency relation by
I, Le, fx, yeV(G), then xIy iff (x,y) e F(G). A clique of G is a
maximal complete subgr=aph.  (Some authors use the terminoloyy
dominant clique.) Given G, let Kl’ o, Kn be its cliques.

Dofine H by VIH) = {K | K

, K., K Pand (K,K)e E(H) itf 1 # 1 and

1 2 n i ]

K. "K. #0. Then wo call H the cligue graph of G and write H = K{().
1 i CLHE TP

The main problem we are concerned with 1= this: given a graph t,

15 it the clique graph of some G

*
The authors would like to acknowledge the helptul cominents
of Jon Folkman and Ray Fulkerson,
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2. THE CHARACTERIZATION

| Let X be a collection of complete subgraphs of a graph H.

We shall say h has property J (for intersection) if whenever

Ll’ L,‘,, RN Lp are i X and Li nLj # 0 for all i, j then the total
intersection {E]:l L, # . We say X has property Jd ., if the above
holds whenever p = m. Finally, let X(H) be the collection of all

cliques of the graph H.

THEOREM 1. (Hamelink): If X(H) satisfies

property ¢ then H is a clique graph.

Note how the condition that the points of H represent cliques is
reflected in the cliques of H itself. The converse of Theorem 1 is
not true. To give an example, let H and G be the graphs shown in

Fig. 1. Then H = K(G), but the set X(H) does not satisfy property L

d. For, take :
L, = {A, B, C, D}, L, = {E, B, F, G} and Lg = {1, D, G, H}.

THEOREM 2. (Characterization of Clique Graphs):

A graph H is a clique graph iff there is a collection X of

complete subgraphs of H which satisfies the following two

EroErties:

{1) X covers all the edges of H, i.e., if x,yeH

and xlIy, thea {x,y) is contained in some element of X.

TR ool rF RN N D
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{2) X satisfies property J.

Proof. The proof of sufficiency is essentially Hamelink's

, L_}. Define the

preof of Theorem 1. Let X = {Ll, Loy -5 L
D

graph G as follows.

V{G) = V(H) U X

If he V(H), then h I Li iff he Li

L. IL, iffidjand L. NL #0
i ] l J

If h, h' ¢ V(H}, then not hih'.

The claim is that H = 7%(G). To prove this, let C{h) = {h}U {L-i:h <L
It is easy to see that each J(h) is a clique of G. Moreover, these
are the oniy cliques of G. For, let C be a complete subgraph of G.
Then if C contains an element h of V(H), we have C < C(h). And
~therwise,  is contained in some C(h) by property J.
To prove the necessity of the conditions, suppose H = K(G).

Let V(G) = {gl,g‘z, ooy g ), let V(H) = {hl,hz, o hm], and let
K

K

TLOURERY Km denote the cligues of G, iabelied in such a way

that hilhj iff K; NK, #0. Fori=1, 2, ..., n, define L, ={hj: g, € Kj} :

Each Li is complete, because if h‘_ and h

»

K are in L'i’ then g ¢ Kj nKg

and 3. hjlhk. The claim is that X = le, Loy s Ln} satisfies

k

pronerties (1) ar ' (2). Property (1) is satisfied because if h],Ihk

then Kj nNK, # 0. Finally, X satisfies property . For, suppose

L.,I1., ..., Li pairwise intersect. Then for all j, k, there




is a point hik in L-i ﬂL,L

K i L

therefore we have g Igi
LJ. ‘K

Thus g and g, are beth in K.k and
j k :
i follows that {gi N } is

1. 72

contained in some cligue KS of G and thus hcctr‘,l Li . QE.D.

ization of line graphs.

+

Re nark. Theorem 2 is reminiscent of Krausz' [ 5] character—

e AT

e i




3. TBE CASE OF CLIQUE NUMBER <3

There are certain situations where the conditions of Theorem 2
may be simplified, i.e., where the conditions of Hamelink hecome
necessary as well as sufficient. This fact will follow by a simple

applicaticn of Theorem 2. We first require one lemma.

LEMMA 1. Suppose K is a collection of complete

subgraphs of a graph H, X satisfies (1) and {2) of Thecrem 2,

end suppose 0 member of ¥ is contained in any other. Then

K coniains a 2—element set iff this set is a clique of H.

Proof. Every 2-element clique is contained in ¥ by property
{1}). Conversely, suppose L, = {h,h'} ¢ X and there is a point
h'' # h,h' which is adjacent to both h and h'. Then there are sets
L,and L, in & such that {h,n''}c L, and {n,n"} c Lg. It follows
that LI’ I“2’ L3 pairwise intersect but have no point in common,
violating property 4. Q.E.D.

Definition. w(H} = clique number of H = max [ |L|: L is a

clique of H} .

THEOREM 3. If w(H) < 3, then H is a clique graph

if X(H) satisfies property J.

Proof. If H is a clique graph then there is some collection X

of complete subgraphs satisfying properties (1) and (2) of Theorem 2.




Craw nems oY ’»‘4:;

Let X' be ine collection of all {setwise) maximal elements of K
together with all one—element cliques of H.  This collection still
satisfies properties (1) and (2). We shall show that X' = X(H).
K'C K(H) follows directly by Lemma 1 since w(H) < 3.  To show

X(H) C X', suppose Le X(H). That L¢ &' follows easily if |L{ < 3.

L

Thus, let L = {hl’hg’ h3} . By property (1) X' has elements L b, L,

containing {hl,h2§, {hl’hg} and {hzyh }, respectively. Since

3
X' satisfies property (2), there is a point h in Ll n L2 N Lq. Since
h is in each L'i’ it is adjacent to or equal to each point hi' Thus

{hl,h ha,h} is compiete in H and w(H) < 3 implies that h = h,,

29
some i. If i =1, say, thenL, = {hl,hz,hB} and so Lie X!

The converse follows by Theorem 2. Q.E.D.

Actually it turns out that if w(H) < 3, property Jd is equivalent
to the much weaker property JS. This will follow from the next

lemma, and will give us a very simple criterion for clique graphs

if w(H) < 3.

LEMMA 2. Suppose w(H) ¢ m and X is a collection

of complete subgraphs of H. Then ¥ satisfies property

d iff it satisfies property Jm.

Proof. The case m =1 is trivial. Suppose m > | and suppose

X satisfies Jm but not 4. Then there are LI’L .., L_ink

p

which pairwise intersect but have no pwint in common. We begin

A

by observing that iLi ﬂle =m-—1, aili#])




For {L " le <l gm. Suppose lLinLj! *r <m-i. Let

L.NL,={k, k., ..., k_}. Then for each u there is L, such
i3 17 2 r tu
that k ¢ L, - Hence {Li’Lj’Lt yLy 5 oo Ly } consists of <m
u 1 2 r
elements of ¥ which pairwise intersect but have no point in common,

violating property Jm'
Since ILiﬁle = m~1, all i#j, it follows that there are disiinct

points hl’ hz, ey hm+1 in H so that

el

" hi—-l’ hi’ hiﬂ’ B hm+1

3,

where the symbol % means hi is omitted. But now the points h‘j

and hk are adjacent in H for all j#k, because hj’ hk are in the

complete subgrach L, for i # j,k. Thus {hl’h s 1] is a

2’
complete subgraph of H, ~id this violates w{(H) = m. Q.E.D.

THEOREM 4. Ifw(H) <3, then H is a cligue

graph .ff } H) satisfies property I3

Proof. Theorem 3 and Lemma 2. Q.E.D. .

Definition. A graph H, is a partial subgraph of a graph H2

1
if V(H)) © V{H,) and E(H,) € E(H,).

COROLLARY. If w(H) < 3, then H is a cligue

graph iff it has no partial subgraph isomorphic to the

graph of Fig. 2. "»j..




Proof. Suppose H has such a partial subgraph. Since w(H) < 3,
the three outer triangles are cliques. These pairwise intersect but

have no point in common, violating property d, for {H). Conversely,

3
suppose XH) does not satisfy property 33. Let Kl’ K2, K3 be three
cliques which pairwise intersect but have no point in common.
Using w(H) < 3, it is easy to prove that each Ki is a triangle.
Moreover, [Ki n Kjl =1, i # j. For suppose for example

|K1 n K2| = 2. LetK = fh, hy, h,}andletK, = {h, hy, h,}.

Then, since K, N K, # ¢, K, N Ky # ¢ and K, N K, N K, = ¢,

1
we cenclude K, = fhs, hys hr’}, some h_. It follows that

5
[hl, h,, hg, h4} is complete, violating w(H) < 3. Thus, K, K,, K,
are triangles with no common point, each pair of which has exactly
one point in common. This implies that the vertices of Kl’ Kz, K3

are the vertices of a partial subgraph isomorphic to the graph of

Fig. 2. Q.E.D.

\

Figure 2
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4. REDUCTION THEOREMS

As a further application of Thecrem 2, we present some results

which might be useful as tools in reducing the question of whether a

given graph is a clique graph to whether certain smaller or simpler

graphs are clique graphs. The proofs are straightforward using

the characterization.

THEOREM 5. Suppose H is disconnected and

2

H,H, ..., Hp are its components. Then H is a

clique graph iff each Hi is.

Proof. Trivial (even without the characterization).

THEOREM 6. Suppose H is a connected graph

o e e

with a cut point h. Let H~h-H'1+H‘,H’1!'1HL)=(b,

~a

and suppose there is no edge from H'1 to H.Z' If

Hi = H{ +h, then H is a clique graph iff H, and H, are. R

Proof. If )(i is a collection of complete subgraphs of Hi
satisfying (1) and (2), then X = Ml Uk, satisfies (i) and (2) for H.
Conversely if X is a collection of complete subgraphs of H satisfying
(1) and (2), then )ti Lex: LC_:V(Hi)\ is a collection of complete

subgraphs satisfying (1) and (2) for Hi' Q.E.D.
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COROLLARY 6.1. Suppose H is a connected

graph with a cut point h. Let H'I, H'z, ce ey H;l be the

comnronents of H — h and let Hi be the subgraph generated

by H; plus the vertex h. Then H is a clique graph iff

each H. is.

1 —

Proof. The argument is similar. Q.E.D.

Definition. Suppose H is a graph and S is a subset of V(H) so

that h,h'e¢ S implies not hlh'. Then S is an independent set. [If in

addition S is a cul set, S will be called an independent cut set.

COROLLARY 6.2. Suppose H is a connected graph

and S is 'n independent cnt et of H. LetH -8 = F'l + H'2,

II‘1 ﬂH'l = § and suppose that there is no edge from H'l to

H,’z. If Hi is the subgraph of H generated by H; plus S,

|
|

i
3
%

then H is a clique graph iff H1 and H2 are.

Proof. The argument is again similar. Q.E.D.

COROLLARY 6.3. Suppose H is a connected graph

and for some h, {h': hih'} is an independent set. Then H

is a clique graph iff H ~ h is.
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We make some remarks on identifying those oraphs which
have no independent cut sets in Sec. 6.

We next turn to another type of reduction which has proved
useful in similar problems on interval graphs. (Cf., Roberts [7]).
Let us say that two noints h, h' of a graph H are equivalent, denoted
hEh', if they belong to the same cliques. Thus hEh' holds iff
h = h' ¢ hIh' and in addition h and h' are adjacent to exactly the
same points x # h,h'. It is easy to verify that E is an equivalence
relation. We define H* to be the graph whose vertex set is the
set of equivalence classes and so that two distinct equivalence

ciasses are adjacent iff their representatives are adjacent.

*
THECREM 7. If H 1s a clique graph then H is.

*
Proof. Suppose Xk is a collection of coniplete subgraphs of
»* * *
H satisfying (1) and (2) of Theorem 2. If L. ¢ & , let
¥
L ={h: (h]eL }, where [h] is the equivalence class containing
* *

h. It is easy to show each L is complete and h = [L:1, ¢ n}

satisfies (1) and (2). Q.E.D.

THEOREM 8. Suppose w(H) < 3. Then H is

a clique graph iff H is.

Procf.  One direction follows by Theorem 7 and the other

dire ‘tion b, the corollary to Theorem 4. Tco show the latter, note

-

N ) i Ll N . n . i .

- .~ v | L « . co coor
S e i - ot _ § . i .
e ¢ il e o WD U = e s, b e e WPV = = 1T = o s
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that if H* has a pariial subgraph HO isomorphic to the graph of
Fig. %, then so does H; namely one whose vertices consist of
one representative from each vertex in HO. Q.E.D,

We have been unable to settle the question of whether the
converse of Theorem 7 holds without any special assumptions about
the clique number «. To close this section we include a result
which though not u reduction theorem itself, appears to be helpful
in deriving reduction theorems.

Definition. We say a point g in a graph is simplic.al, following
Lekkerkerker and Boland (6], if {g': glg'} is complete. We say
a graph H i1s a strong clique graph if there is a G sc that H = K(G)
and so that each clique of G contains a simpitcial point {Equivalently,

each clique of G consists of a simplicial point and all its netghbors )

THEOREM 9. H is a clique graph if and oly if

e

1t is @ strong clique graph.

Proof. If H s a strong clique graph it certainly 1s a clique
graph. The converse follows by adding to each clique a point
adjacent to all peints in the clique.  Formally, let
, o - ¥ Y o= |
V(H) = th , h,, oo, hn}, let H = K(G) with V(G) = {g,, 8y - s gm},

and let KI’ KQ, S, Kn be the cliques of G, so labelled that hiIhl iff

K " K #4#. Then define G' by




, h}

Yy x|
V(G') tgp ey ey gm,hl,hg, cos b

A'g. iff glg.
gl'g; iff g lg,
. e
i gil hj if g Kj

( not h.I'h .
L

Each h, generates *he clique {hi} U {gj: g Kil. Any other clique
K in G' would have to miss all the hi' Therefore it would be a
clique in G and so there would be an hi adjacent to all the pcints

of K in G'. Thus K would not be maximal and therefore would

not be a clique. Q.E.D.
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5. THE CONSECUTIVI ONES PROPERTY

Fulke:son anu (iross (2] study a certain property of graphs

which, in the light of Theorem 1, see.as quite relevant to the

clique grar-h notion.  If H is a graph, Fulkerson and Gross study

its {(dominant} clique—-vertex incidence matrix 7{(H) = (mn). If

V(H) = lh,,h,, ..., hnj and L, Ly, ..., L are the cliques of

H, then m, is defined by
J

1 (fh el,.
J 1

i]
0 otherwise

-
|

In particular, Fulkerson and Gros study those graphs H whose

matrices T (H) have the consecutive cnes property (for col mns),

i.v., the rows may be permuted so that the ones 1n each column

appear consecutively. [t is easy to see that if T {H) satisfies the
consecutive ones property, then kR{H) satisfies property & For
suppose the cliques of H are listed in he »rder L, L, ..., L

: 1 2 m

s0 that the resulting matrix nas ones in each column appearing

consecutively. Suppose the collection Li ,Li ey L_1 , with

12 p
il <i,«< . ..<|i_, has pairwise intersections nonnuil. Then there
- P
is an h! m LD L1 . Since ones in each column appear coinsecuiively,
y 1 P :
this h is inall the L. . We have thus shown
J 1 ;

r

THEOREM 16. if m(H) has the consecutive ones

propertv, then His a cligue graph.

i N b 5o L3 41 S e




The converse of this theorem is false. For the coilection of
cliques of a sguare(a 4-cyde) has property #, but the clique~-vertex
incidence matrir¥ does not have the consecutive ones property.

The feilowing result now holds for the interval graphs which have

been studied in Fulkerson and Gress [ 2], Gilmore and Hoffman

[3], Lekkerkerker and Boland [ 6], and Roberts [ 7].

COROLLARY 10. . Every interval graph is

a clique graph.

| Proof. By the results of Fulkerson and Gross, H is an

interval graph iff Z{i'} has the consecutive ones property. Q.E.D.
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*
6. GRAFPHS WITH NO INDEPENDENT CUT SETS

Coroilary 6.2 suggests that it would be interesting to identify

graphs with no independent cut sets. Qur aim in this secticn is to

present several reduction theorems relevant to this problem. We
do not pretend to have sclved it, but suggest 1t might be interesting
ar:d useful. The iirst reduction theorem concerns an interesting

class ~f graphs which contains the interval graphs, the so—caliled

rigid circuit graphs of Dirac { 1].

THEGREM 11. A rigid circuit graph has an

independent cut set iff it has a cut point.

Proof. By a theorem of Dirac, every minimal cut set ina

rigid circuit graph is complete. Q.E.D.

Another helpful reduction result is the following.

THEOREM 12. Suppose H is a graph and h is a

vertex of H so that {h': hIh'} is not independent. Then

if H-h has no independent cut set, neither does H.

Proof. Let 5 be an independent set in H and assume H-h has
no independent cul sets. ' =

Case !. heS. Then if S were a cut set in H, S-h would be a

cut set inn H~h.

¥*
The results in this section were all obtained in conversations
with Jon Folkman.
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ase 2. h4 S, Then S s notacutsetin H-h. Hence for all

%, y e H-h, %, ¥y ¢S, there is a path in H-5~h from x to y. Hence

there is such a path in H-S. Suppose ncwx #h, x ¢ S. We show

there is a path in H~S from x to h. Since {h': hIh'} 3 not independent,
there is v such that hly and v ¢ S.  We know that there is a path in
H-5 from x t¢ y and hence there is one from x to y toh. Thus S
isnota cut setinH. Q.E.D.

Dirac proves that every rigid circuit graph has a simplicial

point, as defined above. (There are other graphs which have

simplicial pointg : well.} The following reduction result is helpful

for those graphs which have simplicial points.

THEOREM 13. Suppose b is & simplicial point

in a graph H and h has degree > 1. Then H has an

inuependent cut set iff H—h has.

Preof. If H-h has no independent cut sct, then by the previous
theorem, H has none either. Next assume that H has no independent
cut set. Suppose S in H~h is an independent cut set in H-h. Then ¢
there are x, y in H-h so that there is no path from x to y in H~S~h.

Next, S is not a cut set in H, so there is a {simple) path from x to y in H-S.
It follows that the path goes through h ¢ ad we may denote it
Xy XyyXoy ooy X, h, YirYgr oos Yo ¥ Now X and y, are

adjacent to h and so since h is simplicial, xnIyl. Thiis there is a

R
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path from x to y in H-5-h: Xy X3 Xoy ooy Xy Yis¥ar ooy YooY
This is a contradiction. Q.E.D.

This result together with the Dirac result that every rigid
circuit graph has a simplicial point provides another fairly simple

proof of Theorem 11.
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