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SUMMAARY

H. Ruben (1966) has suggested a simple approximate normalization for
the correlation coefficient in normal samples, by representing it as the
ratio of a linear combination of a standard normal variable and a ~hi wvariable
to an independent chi variable and then using Fisher's appreximation to a
chi variable. This result is extended in this parer to a matrix, which in
a sense is the correlation ceoefficient between two vecinr variadbles ¥ and y .
The result is then urced to obtain large sample nuil and non-null (but in the
linear case) distributions of the liotelling-Lawley critericn and the Pillai
criterion in multivariate analysis. Williams (1955) ¢ Bartlett {1951) have
derived some exact tests for the aoodness of fit of a single hypothetical
function to bring out adequately the entire relationship between two vectors
X and X by factorizing Wilks' A -uitablyl These factors are known as
"direction” and "cnllinearity" fuctors, as they refer to the direction and
collinearity aspects of the null hypothesis. 1In this paper, the other two
criteria viz, the Hotelling-Lawley and Pillai critveria are partitioned into
directlion and collinearity parts a:d large sample tests corresponding to them

are derived for testing the goodness of fit of an assigred function.

“This research was sponsored by the Office of Naval Research, Contract No,
N00014--68-A-0515, Project No. NRO42-260. Reproduction in whole or in part
is permitted for any purpose of ‘he United States Government.




1. INTRODUCTION

If r is the sample correlation coefficient between x ard y , r2 is
the ratio of the regression sum of squares to the total sum of squares and
22/ 1o~ rz) is the ratio of the reqgr.ssion sum of squares to the residual
sum of squares, in the regression of x on y. When however, we consider the
regreszion of a2 n X 1 yector xon agq x 1l vector y, (p < q) we shall obtain
two X p symmetric matrices corresponding to regression of x on y and the
residual. Let these be dernoted by B and 2 respectively so that A + B is
the “tctal" matrix. Matrix generalizations of r2 and rz/(l - rz) can be
obtiained from B , A and A + B hy expressing A + B as CC*' and A as FF' where

. , -1 -1
and ® are lower trianqular matrices. Then C “RC' can be looked uron

1

9]

af & generalization of r2 and F'lBF'_ of r2/(1 - r2) . Ruben _1966) exprossoed

R g

(€ 5x_ /X,

where f is a N(0 , 1) variable, denotes a chi-variate with 'a' degrees of
Xa

frecdom {d«f.) and ¢ , v . X are independent, # is the population para-

*n-1 n-2
meter, [ similar representation is derived in this paper for tne mat. ix -
,eneralization of r and is used to ohtain an approximate large sample nor-
malization of this matrix.

Several multivariate problems can be put into the framework of relationship

betwee.. two vectors x and y . The t llowing three criteria are generally

used in multivariate analysis to test lach of association between x ard y

(1) wilks' A ; A = [a|/]n + Bl

(2} pillai's criterion tr R(1 + By

-1
(3) hotelling-Lawley criterion  tr BA




Large sample null anl non-null (lincar case) distributions ~f the last two
exiteria are derived, using the approximate normalization of the generalization
of r and further a suitable partitioning of the two criteria, analogous to

the factorization of Wilk's A by Bartlett (1951}, for ®sting the goodness

of fit of a single hypothetical function a, %y + v g apxp .  derived.

2. MATRIX GENERALIZATION OF £

Let the variance-covariance matrix of the two vectors

X1 N

x=|. =/
: :
 p ¥q

be

P B3R ‘ 212-]P (2.1)
LXZI L2v g
P q

and let the matrix of corrected su -~ of squares (s.s,) &¢ .um of products

(s.p.) of cbservations in a sample on these variables be
s m |S11 ] S12, P (2.2)
S21 Szqu

This is based on n 4. f. Then we have the following matrices:

Bo = matrix of regression coefficients Slzs;; ,of xony (2.3)
-1
B » matrix of s.s. & s.p. due to regression 512522521 (2.4)
-1
a ™ " -
A residual” s.s. & s.p. matrix s11 512522321 - 511-2 {2.5)
A+ B = "total" matrix S11 (2.6)
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B i et S et

The corresponding matrices for the population are:

12 I., = L. L L and I,. respectively.

-1 - . - -1,
22721 7 "11-2 11 12722721 11

B=23I .Z

12722 1 2122

If x and y have a normal distribution, S will have a Wishart distribution
and from that, by suitable matrix transformalions, & can be shown that

B. , S,, and A are independently distributed as beliow:

0 22
“1/2 tr £ (e - B)s._ (B, - B)"
(1) Const. e =270 2270 dBo (2.7)
(n-g-1)/2 -1
(2) Const. |322| exp{-1/2 tr IS, .} ds,, (2.8)
and (3) Const. |A](n-q-p-l)/2exp{-l/2 tr ZE{_ZA} da {2.9)

Thus BO has a normal distribution, while g x q matrix 522 has a Wishart

digstribution with n - q d.f. We shall denote the last two distributions

(2.8) and (2.9) by wq(522|222|n) and wp(alzll,zin-q) .Let ¢ ,n , M ,F,
C , K be lower triangular matrices such chat 522 = 0p' , 211‘2 = nn' ,
522 =MM' , A= FF' , B=KK' and A + B = CC'. Define further
-1
U=n (B0 - BIM (2.10)
-1
AUNE I e (2.11)
W lp (2.12)
$ = n“lzlzo'"l (2.13)
R = r"lslzn"l (2.14)
R - ¢ 2k (2.15)
-1 -1
L = RR' = C "BC' (2.16)

It can be easily seen that L = RR' is the matrix generalization of r2

and RR' is the matrix generalization of r2/(1 - rz) . Observe that




N = S|
U+ W n Sle (2.17)

where P is the population matrix corresponding to R . Hence

Ra= WU + BV) (2.18)

lppel (2.19)

Ed

and 'IF-

If we transform to U , V and W from By + S and A respectively in (2.7),

22
{(2.8) and (2.9), it can be easily seen that

(1) uij (i=1, ** , p; =1, =++ , q), the pq variables

in U are independent N(O , 1) variables.

2 v' ‘l tew 4 v v
(2) 34 (3=1, , q) are independent Xn-j+1 variates and

the cff-diagonal elements v (k>3 , k=1, , g

kj
j=1, »«+, q) of the lower triangular matrix V are

independent N{(0 , 1) variables, independent of vjj also.

(3) wii {1l -1, «++ , p), the diagonal elements of the lower

triangular matrix W are independent variates,

n-q-i+1
while Wik(i >k , 1, k=1, <+« , p) are independent

N.0 , 1) variables, independent of Lik also.

Since a Wishart distribution is the multivariate matrix generalization
of a x2 distribution, V or W , which axe in a certain sense malrix square
roots of I;;Szz and EI; 2A can be looked upon as matrix generalizations of
a chi-variate. This is furcher supported by the fact that the diagonal
elements of V and W are chi variables. Consequently (2.18) is the multivariate

aralogue c¢f Rubin's representation

? - x;fz(g +0x ) (2.20)

stated earlier.
-5 -




Ruben uses Fisher's approximation of a chi-variate viz, xa is approx-

/2

imately normal with mean (a - 1/2)l and variance 1/2 and proves that

1/2 ' 1/2
2n-5 2n-3
( 2) ' ﬁ 2 ) B (2.21)

(1 + #2/2 + 5

-

is approximately N(0 , i) . This is a fairly good approxirmation for all
practical purposes. e now proceed to consider a similar result for cur
R . Ruben derived (2.21) by eauating (2.20) *o fo and then showing that

the approximate normal variate
+f -
£+ 0x,_ X__,%

has mean

2n-3 1/25 (2n=5\HE
2 2 o

and variance

1 + 1/2(62 + i;)

-
£

2 -
o by 7 to get (2.21) ., We employ a similar procedure

He then replaces [
mechanicaliy with the hrpe of obtaining a suitahle approximation to the

distribution of i . Consider :he matrix

£ =U+ PV - wfzo . (2.22)
. iy 0 .
- R - . - R vy 3 o= 1 , e,
Using Fishei's approximation of a y variate by a normal variate, for vﬁ




and wii , Wwe can see by a little algebra that the gij are normally distributed

and

_ 1/% a2
Bte,,) - <2n 2j+1> Byy - (2n 2q 21+1) 20 R

5 5 i3 (2.23)
v(z>=1+§52+§f°2-92/z-r°2/2 24
13 T N ST i3 (2.24)

LA,

Cov(F.ij ' Ei'j') =

0
- 4y 20 =0
- (l/‘)ii‘iri‘]' '

(1/2)Ph.151.1.

Foliowing Ruben's argument for f , we expect

/2 . 1/2
’__) ;- (2n-21+1> B
1] 2 i4

- ) (z.26)
- 4 -
{1 . ? SR N SRR OVZ ISV e
k=4 k=) ) s S 7 ‘,

to be approximate N(C , 1) variable.

However, on account of (2.25), fiﬂ

ars not independently distributed,

For large n , the numerator of (2.26)

can very well be taken as

to
[~}
3

[—- -
vn (i‘ij ;’Sij) {2.

If we consider the null case viz. P = 0 , we firnd that Eij and .,

4

(1 ¥ 1') are uncorrelated and so *n R can be approximately regarded as A

random sample from a multivariate normal distribution, with zerc means and




a certain covariance matrix. JIn the bivariate case, when p = 0 , we have
two normal approximations available tc us for large n viz. /n 2 is N(O , 1)

and the other one is

/nB/(1 + #Y2% o ris N0 , 1) (2.28)

The corresponding multivariate genera’izations will be

(1) n R is a matrix of independent N(0 , 1) variaples (2.29)

in large samples, and

(2) Yo D 'R is a matrix of independent N(0O , 1) variables.  (2.30)

=1 . . ,
'ere D = F "C 1s a lower triangular matrix and sc

-1 ~1
pDp' = F TCC'F!
-1 -1
= F (A + B)F'
-1 - -- 1 -1
but T =F ar' and RR' = 5 imE
and therefore,
S 3y . : : .2 ~
DD' = I + RR' , a matrix generalization of 1 + r of (2.28) . {(2.31)

We shall investigate ‘b)) first. If (h} is true, we shall expect

the p % p matrix
' = nd "RR'D' (2.32)
to have the distribution

w (T]1lgar (2.3
o q

Cktes D D b -




foxr Largs nh. Now

1 - P -
i IF''aC lrak'r'c' 1
= ¢ lpce 7t
=L by {2.16) {2.349)

Wnen P = 0 , B has the Wrisiilzlq) distribution and A has an independent
?ﬁ(hftilfn-q) distribution. We transform .rom A and B to C and ' by (2.34)
and CC° = A + B , integrate out C and find that tne distribuzion I % -

{see Kshiyesagar, 1961 2)

Const.]FE(q-p_l)/zll

But ag n > = ,

gy ¢ - - I
}_I.g(n-qp 1y /2 - e 1/2 &t I

i

x-

.y

g0 that, in large samples, I has the Wishart distribution
Wp(F'Ilq)é? . (z.36)

a8 we expected in (2.33), if (b) is true. This, of course, is not a proof
of (k: ut it supports our conjecture azbout the large sample behaviour of
o= -ml -

a D R .

A vegyards {(a), we cboerve that

i

RRS o Foier ™l ana A s pR0 (2.37)

Transforming from A and B to F and R , we find the dlstribution of

4 = aRR' o be
Yo / b} o . ”
const. [a] (@PR2)y = 4 n-atptil /2., {2.38)

-9




g e e SO

This, as n + » , tends to

Ag-p-1 /2
Const.!A[(q P l"‘exp(-1/2 tr A)Za
or (2.39)

wp(A}I}q>aA .

as it should if (a) is true.
So, for testing the null hypothesis P = 0 oz which is the same as

12 = 0 , we have two criteria

tr 5 =ntr A and tr T =n tr (A + B} B {2.40)

Both of them have a x° distribution with pg d.f., for large n. Both these

criteria are well known in literature, tr A-lB is Hotelling{(1951)~Lawley (1938)

criterion and tr (A + B)-ls is Pillai's criterion (1955).

3. NON-NULL DISTRIBUTIONS OF I AND A

In many practical situations y is a vector of dummy variutles repre-
senting differences among g + 1 groups or populations and one ig interested
in ~onstructing discriminant functions for these qroups. In this case, it
is known that the number of discriminant functions is equal to the number
of non~zexro true canonical correlations between x and y . In particular, if
Py is the ovsly non-zero true cancnical correlation and Py r Py s =" pp
are all null, the group means are collinear and only me discriminant fun tion

ig sdequate. Thir is the canonical variate ccrresponding to Py - Suppose

(] - ” e 4 .
a'n agxy upxp (3.1

is &n agsigned cx hyporhetical function and we want to test its gqoodness

- 10 -




of fit for discriminating among q + 1 groups. The hypothesis of goodness

of fit of a'x comprises of two parts:

(I) Direction Aspect: Whether a'x agrees with the true

discriminant function viz. the canonical variate

corresponding to Py and

(II) Collinearity Aspect: Whether one discriminant function

can be adequate at all or in other words, whether oy ig

the only non-zero canonical correlation.

Bartiett (1951) and williams (1955} derived exact tests based on
factorization of Wilks' A criterion, |A|/|A + B| for this purpose. oOur
aim here ig to derive similar tests for {(I) and (II) based on the other
two criteria -- Hotelling(1951)-Lawley(1938) and Pillai (1955). For this
purpose, we shall derive the non-null distributions of I' and of A , in
= ese =

the linear case, i.e., the case where o, #£0 ,0p 0 . This

p:
is calied linear case because the means of the q + 1 groups are collinear

2

or lie in a space of 1 dimension,
Let x* , y* be the vectors of the true (population) canonical variables

and let the relationship between x* and x be
2-8x (3.2)

vhers 6§ i8 a p x p non-singular matrix. x* and y* have, therefore, IF
and Iq as their variance-covariance matrices respectively and except for

by v the correlation between xi and yI » all other correlations are zevo.

-1l ~
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Define

A* = SASY , B* = &BS' |, C*C*' = A% + B* ,

where C* is a lower triangular matrix. (3.3)

Then, the distribution of

1 1

Lt = {z;j] w Ck CBRCEY T (3.9

when y* is fixed, is shown to be (Kshirsagar, 196la)

Const. (28 . p ) |xx] AP V/2|p gy (=P} /24, (3.5)
where
(L%, p) = e"‘Z/2 o L G I (3.6)
11’ 114272 "2 ™11} :
and
2 . 2 % . 2
= * -
A2 = o] er y42/(1 - o]) (3.7

As in section 2, for large n
!I _ L*!(n‘Q'P‘l)/Z

can be replaced by

exp{— % tr r*} (3.8)
where

[* = pL¥ (3.9)

and so, ' will have a non-central Wishart distribution of the linear case

(Anderson, 194¢) for large n . Make a further transformation
I't = nL* = S*gH! (3.10)

- 12 -




vhera S* = [S* ] is a lower triangular matrix. Then it can be readily

i3
seen that, for large n , sii is a non-central xz {non-centrality para-
meter is A?) , s;i isay?withq+1-2d.f, (i=2, **,p), 515

(i>3:1i,3=2, + ,pj isg N(0O , 1) and all these variables are
iniepandent. The over-all criterior for testing *he independence of x
and y (which in this case means,‘all the g + 1 groups have identical means)

is, az seen in section 2, t= I' , which is the same as tr I'* on account

of (3.3) and
2 2 2 P 2
® g ® ® sa0 ® * 1
tr 7 (sn) + (s21 + + Spl) + (I XK sij) {(3.11)
i,4=2
i>5

=y ty, t Y, say

Then y, contains the entire non-centrality; v, is a x% with p - 1 d.f. and

S is a x2 with (p - 1)(qg - 1) 4.~

Let
3.4 0 1
11
s = [.. s.] o1 (3.12)
- 2
) r-1
B* = K*K*' , X* is lower triangular (3.13)
o .
S o P8
k* Ko (3.14)
|~ 2.
cr. [ o]
11
®* S
c ST (3.15)
L~ 2.
then s* = nc* ke | (3.16)




and after a little algebra, we find that

L
1 . “w (3.17)
nlo gy e B,
§' B(a + B) 1B §'. BS
1 . = =(1) =) _ —{1) =(1) (3.18)
L} L .
n 2 S Sqy B+ M,
1 B T
oYy« tr BA+B) - Y (3.19)
—-(1) —(1)
where §° is the first row of the matrix § , defined by (3.2). If we

—=(1)

are testing the goodness of fit of a hypothetical function a'x , we are

testing the hypothesis:

He Py ¥ 0, py= tor = pp = 0 and a'x is the first true

canonical variate, i.e., xy = a'x (3.20)

But x¥ = §°  x by (3.2) and so, if H is true, a and §

1= &y are identical

(1)
and hence we can use yz given by (3.18) and A given by (3.19), with §

(1)
replaced by a for testing the "direction” aspect and the "collinearity"
aspect of H. The over-all test of H is given by 72 + Y3 and yz ' 73 are
the direction and collinearity parts of tr B(A + 13)-1 . The latter can be
justified by an argument similar to the one employed by the author elsewhere
(1961b}, for testing the goodness of fit of a hypothetical principal com-
ponent,

In exactly a similar mannev, we can show that, for the ouvher criterion

tr BA-l , the partitioning is

-1
ntr BA = El + 52 + £3 ’ (3.21)

- 14 -




| vhere
i &'Ba
# N (3.22)
=1
L}
1¢ _aBr By alBy (3.23)
n 2 a'Ba  ga'Aa
1l -1 nJBA-%gg
= E3 = tr BA = - _-a:'-ﬁ-g_x_ (3.24)

£2 is a Xy with (p-1l) d.t. and E3 is a x? with (p~-1)(g-1) d.f. in large
samples and these are respectively the "direction" and "ccllinearity® parts

and can be used to test these aspects of the null hypothesis H.

- 15 -




REFERENCES §

Anderson, T. W. (1946). "The non-central Wishart distribution and certain
protlems of multivarjiate statistics,” Annals of Mathematical Statistics,
17, 409-431.

Bartlett, M. S. (1951). "The goodness of fit of 2 single hypothetical
discriminant function in the case of several groups," Annals of

Eugenics, 16, 199-214.

Fisher, R. A. (1915). "Frequency distribution of the values of the corre-
lation coefficients in samples frem an indefinitely large population,"
Biometrika, 10, 507-521.

Hotelling, H. (195]1). “A generalized t-test and measure of multivariate
dispersion," Proceedings of the Second Berkeley Symposium on Mathe-
matical Statistics and Probability, University of California Press,
Los Angeles and Berkeley, 23-42.

Kshirsagar, A. ¥, (1961 a). "The non-central multivariate Beta distribution,"
Annals of Mathematical Statistics, 32, 104-111.

Kshirsagar, A. M. (1961 b). "The goodness ot fit of & single (non-isotropic)
hypothe .cal principal component,” Biometrika, 48, 397-407,

Lawley, D. N. (1938). "A generalization of Fisher's Z test," Biometrika,
30, 180-l8/.

Pillai, K. C. S. (1955). "Some new test criteria in mu’tivariate analysis,”
Annals of Mathematical Statistics, 26, 117-121.

Ruben, H. (1966), "Some new results on the distribution of the sample
correlation coefficient,” Journal of the Royal Statistical Society,
B, 28, 513-525.

Williams, E. J. (1955). "Signifi.ance tests for discriminant functions and
linear functional relationships,” Biometrika, 42, 360-381.

- 16 -




UNCLASSIFIED

——
DOCUMENT CONTROL. DATA-R& D ‘
1$ecurity classilicetion of title, body of adeirect and indexing ennctation muzt be entered whon the overall report I3 classiiled)

RIGINA TING ACT: 71TY (Compertte author) 28. REPORT SECURITY CLABSIFICATION
UNCLASSIFIED : 1
SOUTHERN METHODIST UNIVERSITY 2b. GROUP e
UNCLASSIFIED
Y ALronT TITLE
' Correlation Between ™wo Vector Variables
6. DESCRIPTIVE NOTES (Type of ropert and inclusive dates)
i Technical Report
S aGTHORH1 (Fire! name, &ilddie initial, lasi neme)
A. M. Kshirsagar
| N—
& REPORY DATE 7@. TOTAL NO. OF PAGES 76. NO OF REFS
March 4, 1969 16 10

3. CONTIHACT OR GRANT NO. 94. OMICINATOR'S REPORYT NUMBE RIS}

§00014-68-A-0515

b ®ROJIEC T NO. 26

NR 042-260
. 8. OTHEM REPQOAT NOIS) (Any other numbers that may bs sssigned
this report)

10 OISTRIBU TION STATEMENTY

Distribution of this document is unlimited.

Y SURPLQMENTARY NOTESD 12 SPONSO®ING MILITARY ACTIvVITY

QOffice of Naval Research

1ty ABSTNACY
H, Ruben (1966) has suygested a simple approximate normaliz~tion for

the correlation coefficient in normal samples, by representing it as the
ratio of a linear combination of a standard normal variable and a chi variable
to an independent chi variible and then using Fisher's approximation to a

chi variable. This result is extended in this paper to a matrix, which in

a sense is the correlation coefficient between two vector variables x ard y.
The result is then used to obtain large sample null and nor.~null (but in the
linear case) distributions of the Hotelling-Lawley criterion and the Pillai
criterion in multivariate analysis., Williams (1955) and Bartlett (1951) have
derived some exact tests for the goodness of fit of a single hypothetical
function to bring out adequately the entire relationship between two vectors
Xx and y, by factorising Wilks' A suitably. These factors are known as
"direction®” and "collinearity”™ factors, as they refer to the directicn and
ocollinearity aspects of the null hypothesis. In this paper, the other two
criteria vir. the Hotelling-Lawley and Pillai criteria are partiticned into
direction and collinearity parts and large sample tests corresponding to

them are derived for testing the goodness of fit of an assigned function.

J55""""-'. - 1473 —

UNCLASSIFIED

Secunty Classilication




