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ABSTRACT

This study concerns the extension of concepts used in current com-
puter programming languvages. The aim is to find ways of designing new
programming languages having increased flexibility without also having
increased complexity. To increase flexibility means to place on the
user as few restrictions as possible on what he can express and modify
and on the notational conventions he may choose. The kéy to accomplish-—-
ing this is by generalizing on the current coﬁcepts.

The work is based on the idea that it is possible to designa lan-
guage which is truly independent of the hardware characteristics of cur-—
rent computers. In the course of the study, cpnsiderable re~-examination
of current concepts such as variables, procedure call mechanisms, and
program sequence controls, has been required.

A new technique of expressing data values, data elements, and data
structures, has been developed. This technique provides for the expres-
sion of: (1) domains of values (familiar eiamples of which are '"reall,
"integer", and "Boolean"), (2) simple data elements ("variables") which
take on a value from some domain of values, (3) composite data elements,
which are "associations!" of other data elements, and (4) relationships
between these data elements, where each such relationship is itself a
composite data element. The technique provides for the construction of
arbitrarily—complex data elements, and for arbitrarily-chosen relation-
ships between data elements.

All expressions in a program which cause the language processor to
take some action, which includes "déclarations", are viewed as trans—
formations ("procedures"). A basic set of these transformations has been
proposed. The two main classes of transformations are: (1) transforma—
tions of dala, which create, test, modify, and destroy data elements,
and (2) transformations of sequence control, which includes control of

iteration, and of conditicnal execution. Functions (such as "add") are

.a sub—class of transformations, the sub-class which generate a single re-

sult, Functions are definable in two ways: (1) in terins of other trans—
formations, and (2) by enumeration, in the form of function tables. The
following components of computer languages are all regarded as forms of

data elements: (1) calls to transformations, (2) program sequence controls,
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(3) domains of values which are defined by enumeration, and (4) identi-

fiers. Thus each of these components

tions defined for data.

can be manipulated by transforma-—

The most significant demand on machine design which arises from this

research is that much more freedom of
is provided by conveniional machines.
could be used to provide some of this

Recommendations for further work

bibliography on programming language,

storage organization is needed than
Large-scale associative memories

needed flexibility of storage.

are presented and an extensive

concepts, and design is appended.
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CHAPTER 1. INTRODUCTION

The goal of this research is to reduce significantly the programming
effort and e. apsed time required to write and debug computer programs.
The research task can be characterized as showing how:

l. To provide the programmer with a wide variety of programming
concepts (that is, data structures and operation), at least as
wide as the set of concepts collectively available in current
programming languages. However, this must be done without creat-
ing a language so complex as to be unmanageable. The key is to
generalize on the concepts available in current languages, to find
more general notions of which the set in current languages is a
set of more specific cases.

2. To reduce the amount of detail that a programmer must concern
himself with, without preventing him from being able to specify
detail when he wishes. One such avenue of simplification is to
remove from the preqgrammer's immediate concern all matters of how
a program will be implemented on a specific machine.

The elimination of any consideratioﬁ of a compiling phase contributes
to bolh goals above. First, by so doing, the language is not resiricted
to expressions vhich can be compiled; second, the distinction between pro-
cesses carried out at compile time and those carried out at execute time
vanishes, thereby simplifying the intellectual task of learning and
dealing with the language.

Ve can view the research task as one of developing a larguage for
programming a hypothetical machine. We can endow this machine with all
the nice characteristics of real machines. We must select for this machine
a set of primitive concepts which are in some sense optimally convenient.
("Primitive" means defined in some other way .than in terms of the structure
and commands for our hypotheticai machine.) We note that it is never a
matter of being unable to represent somc concept or terms of the available
primitives: it is only a matter of how much struggle it is.

Devising such a hypothetical machine is not just an academic exercise.
We know that with a simulator, or interpretive program, we can make any
real machine behave like our hypéthetical machine. We must qualify this

by ~dding "with respect to ihe computational results." The simulated

o e PN RRATANF T N7 L.
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hypothetical machine might not be "efficient." That is, it might not com-
pute results for a given program as fast as the real machine could be
programmed (in assembly language) to do it. This possible loss of effi-
ciency is the price that must be paid for having the luxury of a hypo-—
thetical wachine which makes it significantly easier for the programmer

to do his job. We hasten to add that as our ability to write simulators
improves, the inefficiency contributed by the simulator will decrcase.

We hope also that knowledge of what is needed for a simulator will stimu-
late developmenis in machine design which will aid in producing simulators
which operate with more "efficiency.!

.To repeat, the crux of programming language design is to choosec a
good set of primitives, and to relieve the user of as much detail as he
wishes to be relieved of. I do not feel that'current languages come close
enough to this goszl. I hope to be able fto show ﬁow we can come closer to
such a goal.

Some languages, both existing ones and proposed ones, have rather
elegant facilities built—in for defining new concepts. But the defini-
tional mechanism is not the issue here. It is rather, how to select a
set of building blocks (primitives) out of which '"new concepts' can be
constructed without agony, circumlocutions, and slightly unsatisfactory
substitutes for the data elements and structures that are really wanted.

Although we will be developing many definitions later in this report,
it is helpful to give at this point a few informal definitions of terms
which will be used in our preliminary discussions:

1. "Language’ means a computer programming language representative
of the class whose members are the following current advanced
programming languages: ALGOL, COBOL, LISP, COMIT, IPL-V, FORTRAN,
FACT, SNOBOL, SLIP, JOVIAL, PL/I, and FORMAC.

2. "Problem-solution concept" means the programmer's mental concept
of what he wants a program to accomplish. t means the resuit
of any systems analysis or problem-solving activity which he may
have done in order to decide in principle what he is to write a
program to do. It means a general algorithm, without the complete
detail necessary to make it unambiguous and precise enough for

computer implementation.
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Programming" and '"preparing a program' means the total program-
mer activily, beginning with a "“problem solution concept! devis—
ing an algorithm, writing ii in some language, and debugging it.
It also includes these activities applied to the modification of

a program already writlien and debugged. By way of contrast,
"programming" as used herein specifically does not include the
task usually called "sysiem analysis''——the refining of a statement
of a problem or goal until it is clear what is desired, or at
least until it is clear what a program is to accomplish.
"Programmer!" means a person who accomplished programming, but it
refers specifically to one who is trained for the programming

job, and has several years experience, rather than one who is a
casual computer user.

"Data elements" means instances of data types, which are such things
as numbers, truth values, symbols conposed of concatenated charac—~
ters, strings, and names of other entities.

"Data structures" are the conceptual arrangements of data elements,
such as in tables, arrays, pushdown lists, and hierarchies. When
we need a collective name for "data elements and structures,! we

say "data objects."

LAY
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CHAPTER 2. GOALS AND ASSUMPTIONS

STATEMENT OF PROBLEM

_ingly adequate languages do exist. It is my conviction, however, tha§ a

Need to reduce programming effort and elapsed time. In the area of

writing computer programs there is an undisputed and increasing need to
reduce both the programmer effort and the elapsed time required to prepare
a program. ("Elapsed time" means the interval between problem definition
and the athievement of a correctly-running program.) Furthermore, since
the cost of programming is going up with respect to the cost of machine
computations and the cost of compu:iation is constanily going down, this
need is becoming more intense. In a number of situations today, particu—
larly military command applications, there is a high premium on reducing
elapsed time. .

VWays to reduce effort and time is not only needed for preparing new
programs but also for revising old ones. It is widely, if not universally,
recognized that all but the simplest systems must continually evolve if
they are to retain their usefulness. A major problem with current computer—
based systems is that their capability to evolve—to be modified to keep
pace with changing system requirements—is poor. To modify most sizable
computer programs, no matter what language they are written in, is a time-
consuming, expensive, unpleasant process fraught with errors. From my {
own experience, I believe it is no exaggeration to say that sizable com--
puter programs, such as those used in military command and control appli-
cations, are obsolete before they are finished and that they cannot be !
modified fast enough to be satisfactory for current needs. I contend that

the application of computers to sizable systems is going to be severely

handicapped until signifirant progress is made in reducing programmer and

elapsed time.

Major deficiencies of current languages. Many attempts have been

made at making programming easier and faster. Among the present languages

there Lave been some mod-st advances. For many problems, useful and seem-

significant advance has been prevented by failure to recognize and over-

come several major deficiencies. All current and widely-known languages

possess these deficiencies in large degree. Thesc deficiencies will be

. . Y
discussed in turn. ;
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The first major deficiency of current languages is that they are
too restricied in what can 1rcadily be expressed in them. A programming
language reflects a philosophy of ihe world—it represents the way that
the world is viewed, in terms of objects and their possible relationships,
and in terms of the possible manipulations upon these. ALGOL and FORTRAN,
for example, view the world as describable in terms of 3 sets of atomic
quccts which can be manipulated as variables:
1. inlegers less than some magnitude determined by the word length
of the machine on which the program.is to be runj;
2. rational numbers representable with a fixed number of significant
digits, determined by the word length and the arithmetic circuitry
of the machine on which the program is to be runj

3. Boolean quantities true and false;

and in terms of one relationship: arrangement of homogeneous atomic objects
in rectangular arrays. ALGOL and FORTRAN literally do not admit the exist-
ence of any other objects for manipulation. (Character strings are per—
mitted only as constants.) Whatever is expressed in computer languages
is expressed either in the primitives (basic terms) of the language or
in terms defined by these primitives. Every language designer picks what
he thinks is a desirable basic set of primitives. From then on users are
Ustuck! with the choice, unless they wish to '"go outside the language."
It appears from the present research work that the number of basic data
types and structures required for a broadly-applicable language is not
large. It is surprising therefore, that the current programming languages
do not contain a set which is convenient for wide range of problems.

A philosophical observation: Much of the planning effort in algorithm
design, and specifically in the design of data structures, is an attempt
to take advantage of regularity (in some cases to force regularity) in
order to simplify the description of data structures and procerses.
Example: if the eclements of a domain can be ordered in an array or tree,
it is easy to censtruct a name to element mapping algorithm (a "naming
rule") for ihe elements of the domain, thus avoiding the necessity of
providing individual names for all the individual elemenis in the domain.
Another example: where processes can be described in iterative or recur-
sive form, the specification of the processing to be done is thereby made

simpler than if the entire processing actions had to be written out
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sequeﬂ%ially. It is obvious that the more uniform, or regular, the pro-
cessing is, the simpler is the processing algorithm. Much effort ihere-
fore goes into trying ito make the processing more regular, even to the
point where it is a little unnatural. One looks for the common actions
in a series of processing steps to be ddne, puts these in an iterative
loop, perhaps with tests and alternate branches to take care of the non-
regular parts of the processing.

This search for simplicity through regularity goes on continually,
particularly in the structuring of data. Attempts are consciously or
unconsciously made lo reformulate the data into composite elements having
the same structure.

It is this strong desire for the simplicity which comes with regular-
ity, I think, which has led programming languages to adopt the "regular"
data elements—such as list, and set, and even binary tree—vwhile tending
to neglect the more complex elements such as those involving multiple
relations.

Too often a programmer must mentally convert the concepts he wants
to write into concepts which can be expressed in the language he has choscn
to write in. This conversion too frequently consumes a large amount of
his total effort. For example, assume it is natural for him to think of
his data as numbers arranged in a tree and his chosen language is FORTRAN.
In order to be able to express his ideas in FORTRAN language, he must first
convert his data into rectangular arrays and convert *‘he manipulations
he wishes to make on trees into the corresponding manipulations on rec-—
tangular arrays. As a second example, assume that he wishes to procesc
alphabetic data in ALGOL. Since ALGOL cannot speak of alphabetic charac-
ters, they must be converted to integers and processed as integers. When
these conversion problems become too aggravating, the programmer may be
impelled to choose another programming language. (Or to design yet another
programming language. It is my strong conviction that this phenomenon
is largely responsible for the current proliferation of languages.) An

especially insidious effect of such restrictions is that they stifle fresh

" approaches to programming. With some restrictions removed on what can be

expressed, a programmer should be able to devise algorithms that are funda-—

mentally more efficient (that is, take fewer steps).
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It is eppropriate here to digress briefly to emphasize a fact which
is widely known among computer people but often overlooked or forgotten:
All programming languages for gencral-purpose digital computer's are uni-
versal, in ihat any computation procedure can be written in any such lan-—
guage, input-oulput operations excepted. (Among the cases where this idea
of universality might be questioned is one where the character set avail-
able in a language was deficient; transliteration of the data would be
required.) Thus, all computer languages (past, present, and, as far as
anyone knows, future) do not differ in what they can accomplish, but they
do differ in how readily some specific procedure can be expressed in them.
Each 'language has been designed to make it relatively easy to express some
class of procedures, to decal with some limited class of problems. To ex—
press in a given language procedures for which it was not designed is a
relatively difficult task—sometimes miserably difficult—but never impos-—
sible.

A second major deficiency of essentially all current languages (there
are a few languages for which I would say '"moderate deficiency") is that
they force the programmer, at the stage when he should only bhe concerned
with working out the "logic" of his program, to be concerned also with the
details of how the program will be implemented on a specific computer.

For example, assume that the data to be processed is strings of alphabetic
characters, that ihe computer to be used is a fixed-word-length machine
without byte addressing, and that the language reflects this characteristic
of storage. In such a case, the programmer must concern himself with how
the strings are to be stored before he can define in detail the processing
to be done on these strings. Should he store one character per machine
word, which is wastieful orf storage? Should he begin each string in a new
word which will usually occur at the end of a string? Or shouid he ignore
word boundaries, in which case he must address a string by both its storage
location and character position within that location? A conscquence of the

presence of such implementation detail "woven! into a program is that it

‘makes the program more difficult to change and therefore more difficult

to check out. A further consequence is that such detail makes a program
more difficult to understand and therefore more difficult to modify by

someone other than the original programmer.
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The third major deficiency of current languages is that they are
"irregular" with respect to growth or change—in the sense that a simple
change in a concept may necessitate a major change in the program. Simple
examples of cases where this phenomenon can occur: increasing the pre-
cision of a computation, adding a column of data to a table. A more
striking example is the extensive reworking necessary when a program grows
to exceed the internal memory space available for it.

A fourih major deficiency of current languages is that they have a
large number of conventions, established by the designer, which are im-
plicit and inaccessible to alteration. By M"implicit" I mean that the con~
ventions are established in an instruction manual, but are not otherwise
“visible" by inspection of the processor. By "inaccessible'" I mean that
the conventions are not represented in the processor in a way that can be
accessed and modified by the user. Consider such a trivial example as a
date. In processors which provide for a date, the format of the date is
usually prescribed and unalterable, Such rigidity is both unnecessary
and undesirable.

One reason for the "weakness!' of current languages with respect to
flexible data structures is that in most languages the structural relation-
ships are left implicit rather than explicit. This limits the user to the
relationship (or, possibly, a few relationships) fixed by the designer;
the user is unable to construct his own, nor to tesi what relationships
exist. In the present work, I have taken the position that all relation-
ships must be explicit, and that they muct be creatable, accessible (test-
able), and modifiable by the user. With the ability to create new rela-
tionships among arbitrary sets of data elements (cach of arbitrary com—
plexity) the user can create new composite data elements of arbitrary
structure and complexity. With relationships explicitly expressed, rela-—
tively simple concepts can seemingly become quite messy (that is, complex,
an unfortunate fact of life, perhaps). Since regular struclures can be
created readily by algorithm, this complexity is more apparent than real.

A fifth major deficiency prevalent in current languages is the
necessity of specifying data structures at ihe time the program is written,
with little or no opportunity to ¢thange these structures during program

executiion. We need to be able to build data structures as the need arises.
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standish was one of ihe first to recognize this goal and make a contribu-
tion to it (standish, 1967). He has devised a method and a notation for
the dynamic creation of new data struclures. In the present work I have
gone beyond what Standish did.

The continuing presence of the above-menlioned deficiencies is in
many cases closely associated with a desire for efficiency. The designers
of current languages have, with a few exceptions, an almost overvhelming
desire to produce programs which operate "efficiently." I claim that
these designers have sacrificed the producti&ity of the programmer in order
to attain a questionable efficiency of object program execution. I further
claim that the achievement of good object program efficiency is often an
illusion because it is relative to the eslimated time required by a pro—
gram hand-coded in machine language to perform the same algorithm. The
algorithm itself can be quite inefficient, however, due to the deficien—
cies of the language. Without these deficiencies quite possibly the al-~
gorithm could be a much more efficient one: that is, requiring many fewer
steps. I therefore contend thal to remedy'the current deficiencies cited
above, we must revise our attitude toward efficiency. What this revision
entails will become clearer later.

AN APPROACH TO A SOLUTION

This section discusses the issues involved in trying to overcome the
deficiencies cited earlier, and explains my approach to overcoming these
deficiencies.

The conflict of flexibility with manageability. There is an obvious

conflict between trying to get increased flexibility without increased
complexity and, therefore, decreased manageability. Normally, the more
"features" one adds to a programming language, the more conventions one
has to learn and the greater the effort required to build a processor for
the language.

Is there a way to get increased flexibility without increased com-

plexity? I believe there is: by increased generality, and by the re-

. moval of unnecessary elements.

Generality is hopefully achieved by analyzing current languageé to
see what apparenily separate concepts could be considered special cases

of a more general concept. For example, perhaps we can find, or define,
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"program statement! in a way which covers all the types of statements.

Some increase in flexibility will be achieved by the addition of con-
cepts, which inevitably contributes to an increase of complexity. We com-
pensatce for the increase by removing some concepts from the composite pic-
ture of current programming languages. Not all concepts which are removed
are really thrown away; rather lhey are "factored out'" into another part
of the programming task. Thus we ave led to the idea of splitting the
programming task.

Splitting the programming task. My apﬁroach to overcoming the de-—

ficiencies cited earlier is to separate the programming task into two

parts:*

1. The working out of the "logical processes' of a program independently

of the characteristics of any existing computer.
2. Specifying the details of how the program is to be run on an exist-
ing (hardware) machine.
For the purposes of this discussion we will say that the "logical processes"
of a program, including the structural description of the data, are written
in "logical language," and that the added information necessary to get
such a program to run on an existing machine is expressed in "implementa—
tion language." Independence of the characteristics of existing computers
means specifically the qualitiy of being independent of the following charac-
teristics of computer hardware:
1. Linear addressing schemes for memory cells
2. Fixed word sizes
3. Non-homogeneous memory units
4, Internal number representation

5. Serial processing (that is, instructions being executed in sequence)

‘No current programming language known 1o me is truly independent of all

the above characteristics.

Another way of expressing independence: A program (in "logical lan-—
guage!) which is completely independent of a real computer is one which
would not have to be changed no matter what the hardware characteristics
of the real computer might be. (Such a program can, of course, only be
run on the real computer through the intermediary of another program; that

is, a compiler or an intevpreter).
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That il is possible 1o make such a split of the programming task into
two parts should be obvious. The logical language—the language in which
the programmer accomplishes part 1 above—--is by logical necessiily a lan-
guage for some hypothetical machine. It is a provable fact thai any
general—purpose computer can be programmed to simulate any other definable
computer, input-output excepted. In particular, it is possible to writle
a simulator for the above-meniioned hypothetical machine and the logical
language which it obeys. Every computer language processor is such a simu-—
lator. For example, an ALGOL compiler for computer X is a program which
makes computer X behave like an ALGOL machine—one which responds to com-—
mands written in ALGOL language. Hence we sce that it is possible for a
programier to write and debug a program usirg only the logical language—
that is, without concern for how the program might be implemented on some
specific hardware machine.

The second step—adapting the program wriiten in logical language to
run on some existing machine-—is in fact mechanizable. Use of a simulator
is one way of accomplishing this mechanization. However, mechanization of
the implementation does not always yield an efficient object program.
Hence the adaptation may in practice involve specifying some additional
information via implementation language; for example, how the data is to
be arranged in the available storage devices. This additional information
is in the nature of "coaching! the processor of the language in order to
produce an object program of satisfactory operating efficiency and reliabil-
ity. In other words, implemeniation language will be needed for those
things thalt we have not yet learned how to implement mechanically in a
way that gives satisfactory operating efficiency. However, as computation
becomes cheaper, as machines be:ome faster, as larger high-spced merories
become available, and as our ability to write processors improves, in many
cases we should be able to dispense complelely with implementation lan-
guage.

The effect of this splitting of the programming task into two parts,
each with its own language, opens the way to overcoming the deficiencies
cited earlier. 1In considering the design of a logical language, the de-
signer can then be free of the priessures imposed by the need for object

program efficiency because that burden has been moved to the province of
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the simulator and the implementation language. The way is thus cleared

for designing logical languages having many more capabilities. By "Ymany

more capabilities" is meant !more convenient capabilities!" rather than

any incrcase in computiing power. Among these capabilities should be

greater easc of program modification.
Since the logical language is a language for an abstract machine,

such a split seems to preclude its application to a certain class of pro-

grams we might call "computer-specific." A computer~specific program

commands a specific machine to carry out actions peculiar to that machine.
Examples of computer-specific programs are: a real-~time computer program
with -radar inputs and teletype outputs, a monitor or supervisory program
of an operating system, and a computer reliability check program. I think
it will be the case, however, that computer-specific programs will, in con-
trast to "ordinary programs," be leaning hecavily on the implementation lan-
guage: that is, computer—specific¢ programs will generally have only their
skeletons expressed in logical langauge; implementation language will be

required for the expression of details.

Inefficiency of program execution. There may be objections that such

a proposed split will not permit a programmer to take proper account of

hardware limitations, and hence program execution inefficiency will be a
necessary consequence of splitting the programming task. That some inef-

ficiency will result is probably true. It is my conjecture and strong be-

tief, however, that no significant reduction can be made in computer pro-
gramming effort and elapsed time unless hardware limitations are removed

from the programmer's primary concern. The research reported here is, in

a sense, the exploration of the consequences of ignoring hardware limita—

tions when working in the logical language.

How much program execution inefficiency is likely to result from the

proposed technique is a difficult question because efficiency is cxpressed

as percent of some norm, or base. In this case, we don't have a satisfac-

tory norm. Often "an expertly-hand-coded machine-language program" is

used as a norm. There are at least 2 reasons why such a norm is unsatis-—

factory: (1) it embodies some unknown compromise between the antithetic
goals of minimizing exccution time and minimizing storage requirements,
and (2) it generally implies very conventional programming techniques, yet

we have no way of knowing whether radically different techniques might be
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considerably better. I believe a better norm would be "an experily-de-~
signed special-purpose machine." Compared to such a norm, an expertly-
hand~coded machine-language program is grossly inefficient. I would esti-
mate the efficiency expressed this way is in the ueighborhood of 10%.

This gross inefficiency is the price we must pay, at least at present,

in retlurn for being able to utilize gencral-purpose digital computers.
supposa for the moment thatl the proposed approach to developing a program-
ming language resulted in programs which were 50% efficient compared to
expert hand~coding in machine language. We could then say that these

(the former) programs were 50% of 10% (that is, 5%) efficient compared

to expertly-designed special-purpose machines. The idea that I am trying
to stress is that heavy emphasis on program execution efficiency is rather
pointless, at least where we are concerned with conventional present-day
computers. To sum up, my whole approach is based on the premise that the
possible resulting inefficiency of program execution will be a small price
to pay if the efficiency and productivity of programmers can thereby be
increased.

Some of the arguments against a broadly-applicable language have been
eloquently summed up by Mitchell, Cheatham, et al (MA Basis for Core Lan—
guage Design'):

1. The language processor must carry as overhead (in time and space)
all of the mechanisms for language facilities which are not being
used in a given program;

2. Each addition or elimination of a language feature is expensive;

3. Implementation of the processor on a small machine is likely to
be impractical.

In this present investigation I frankly do not care about these arguments.
I am trying to answer the question: "Whal would be the ideal language,

if any, from the programmer's point of view?" However, when we become
concerned with the problems of implementing any language that I might pro-~
pose, these arguments become of concern. How, in fact, we must ask, can
unnecded parts of a language and ils processor be stripped off from a
given program?

Emphasis of the present work. This splitting of the programming task

leads to the development of two languages for programming. The first of

13
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these langunages is concerned with expressing a program for some hypo—
thetical machine. The second of ihese languages is concerned with speci-
fying the delails of how the program is ito be run on some existing real
machine. This report deals almost exclusively with the logical language.
The aim is to show that, given a willingness to tolerate a low efficiency
of execution, we can make a significant step in the direction of improving
programmer efficiency.

Vhat I am conceined with is striving for a set of primitives (basic
concepts) .hich is at a comfortable level of detail, and in terms of which
all predictably useful concepts can be expressed without undue difficulty
(ideally, wiith uniform degree of difficulty). By "comfortable level of
detail" I mean something analogous to that available in current languages.

WVhat I am attempting here is a formalization of many concepts which
have heretofore been left to informal description in a programming manual,
and to the intuition of the designer of the language processor. By Wfor-
malize" here I do not in general mean !"put into mathbematical-looking nota-—
tion!" but rather "make explicit by diagramming and test." One of my chief
goals is to demonstrate that there is a gain to be had by making explicit
many of the programming language concepts which have traditionally been
left implicit.

REVIEV OF OTHER APPROACHES TO A SOLUTLUN

Of the current work in programming languages, very little is being
carried out under a philosophy similar to the one I have advanced. Most
developments can be categorized as single languages devoted to rather nar-
row classes of problems, with little or mo attempt to separate the purely
intellectual problems from the potentially mechanizable ones. Some lan-—
guages, such as LISP, do try to minimize the'programmer's concern with
implementation; unforiunately these languages tend to be aimed at rather
limited types of problems.

I have found only one hint of a development which attempts to separate
the writing and debugging phases of programming from the achievement of
an efficient implementation. This occur .n a few sentences in the paper
by E. W. Franks describing the programming system LUCID (Language Used
to Communicate Information Systems Design)(sce bibliography). No details

are given, however, in this or any other document known to me.
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There are 3 major current approaches to lhe probilem of reducing

programming effort:

1. The "generalized programming system," in which all of the func-

tions nceded for some class of problems are built into Lhe pro-
E gramming system. An example is The MITRE Corporation's ADAM sys—
tem {see papers by Burrows and Connors in bibliography). While

in principle it may work, it has at least the following deficien-

cies:

(a) It is aimed at a limited class of problems.

. (b) It is big and unwieldy, and complicated for the user to
E ’ understand.
i! (c) It has been designed and built around a specific machine com-—
) plex (the IBM 7030 plus special peripheral devices); it seems

1 to me that it will have very little "carryover!' to the next

generation of machines.

2. The "growing system'" which accumulates all the programs and sub~
routines ever written for it and makes them all available for use
as components of any new program to be written. An example, al-’
though not a good illustration, is the University of Pennsylvania's
MULTILIST System (Prywes, 1963). Although a growing system could

conceivably be used for a broad class of problems, it appears to

- have the deficiencies (b) and (c) just mentioned. Furthermore,
i its primitives (basic terms) are at é level of detail which is
. undesivably low.
The "growing machine" as conceived and implemented by Profes-

sor Carr at the University of Pennsylvania is a flexible scheme

Ql—-—d

for creating linkages among a set of programs thiough the inter-
mediary of common pushdown lists (Ostrand, 1966). It provides

for the definition of new data types as linear lists of other data
types; the primitive data types are limited to the conventional

ones: integer and real (as defined by the machine hardware), and

[ [P

identifier (expressed as a machine address). The language of
command strings is basically a Polish suffix language (operators
following operands). Because certain operators (such as QUOTIE)
requiré other than evaluation of its operands, and because the

system conventionally evaluates its operands before it knows what
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operalors will be applied, these operatlors musi be prefixed to
their operands instead of suffixied.

3. The "something-for-everybody!" language, in which the features of

a variety of languages have been collected into one. The out-
standing example of this type is PL/I (IBM, PL/I, 1965; Radin,
1965). PL/I incorporates the best parts of FORTRAN, ALGOL, COBOL,
and a list-processing language. It attempts to avoid saddling the
user with a mass of detail by being divided into nested sublan-
guages, so that a user does not reed to know all about the lan-
guage in order to be able to use a part of it. It may succeed
in avoiding the widespread deficiencies of narrowness of applica-
tion and language complexity. However, I do nol believe it avoid.s
twvo of the major common deficiencies discussed earlier: the one
(deficiency #2) of forcing the programmer, at the stage where he
should only be concerned with the details of how the program will
be implemented on a specific computer, and the one (deficiency
#3) of being irregular with respect to growth and change.

Perhaps the greatest deficiency of PL/I is that it requires
the user to keep in mind the internal representation of his data.
One must know the internal representation in order to understand
the rules of converting from one data type to another. One must
know how the hardware limitations of the machine affect the data
elements used.

The work of Tim Standish at Carnegie-Mellon University is not con-
cerned with the overall problem of simplifying programming but it is an
important contribution to achieving more flexible data structures. 1In
his doctoral dissertation (A Data Definition Facility for Programming
Languages," 1967), he has a powerful scheme for defining classes of ob-
jects, where an object is some individual variable or some list of objecls.
The definitions of data structures are themselves data structures which

can be manipulated by program. His elementary types of objecis are: real,

- integer, string, Boolean, and identifier. Overall his scheme is quite

elegant and flexible. Provision does not exist for working readily with
individual one-of-a-kind objects: such an object must instead be regarded

as a member of a class having only one member. Provision is lacking for
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defining new elementiary data types.

These examples are meniioned, not to deride the work cited, but to
poinl out thal current approaches have deficiencies which I believe can
be overcome by the approach described in this report.

MAJOR DESIRABLE CHARACTERISTICS OF A PROGRAMMING LANGUAGE

This section discusses the desirable characteristics of a programming
language, given the goal of maximizing the user's efficiency. At this
point the reader may not be convinced. He must take it on faith, or re-
serve judgment. One of the purposes of this report is to justify this
choice of characteristics.

‘Generality of data elements and structures. In the structuring of

data there are two opposing forces at work:

1. Economy of expression, and possibly also economy of storage, just

because it is a natural human iendency to seek such economies.

2. Explicitness of the structure, so that it can readily be perceived

and readily altered.
When economy is stressed, the explicitness of the structure essentially
disappears. The structure is described on paper somewhere, but not ex—
plicitly stored. The user must learn and remember the structural infor-
mation. It cannot be changed during program execution, and usually cannot
be changed at all within the given language. When explicitness is stressed,
economy must thereby be sacrificed.

Current programming languages have tended strongly to take the first
course, econony, with the consequence of inflexibility. For problems well-
structured in advance, this presents no real handicap. For problems not
so structured, however, current languages have been somcwhat cumbersome
to use, because of their lack of flexibility in data structuring. This
report arguces, however, that the well-structured problcoms arce now being
handled by languages which have fixed and limited data structure capability.
For each class of data structures we seem to need a new language. This is
my explanation for the proliferation of higher-level programming languages.
What is needed is a language with great flexibility in the data structures
it can deal with. This paper proposes to show how such generality might
be accomplished. T.a particular, for complete flexibility in data struc-—
tures, it must be possible to express an arbitrarily- chosen relationship

between two data elements, or among any set of data elements. Such a
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relationship creates a composite data element, and this composiie may in
turn be an element of another composite.

The exact choice of a data structure depends on the way the programmer
thinks and ¢n the way he intends to manipulate the data. Our concern should
be that he nol be unduly restricled in the way he can express his data.

In particular, we want to avoid the failing of many languages: namely, that
a particular structure can be expressed in exactly one way—that there is
a "standard way'" of doing a particular thing.

Often a concept can be expressed in more than one way. Examples are:

1. A set can be expressed by enumeration of its members, or by an

- algorithm which generates the enuneration.

2. To each list (ordered set) there corresponds an unordered set.

3. For each lisi of characters there is a corresponding string of

characters.

4, A regular structure, such as a tree with n branches from each

node, is readily expressible in the form of a table.
Each method of expression may have its own advantages. Certain kinds of
manipulations, however, can be performed only on one of several alternative
modes of expression.

A related fact is that one of the most important features of a data
processing system is the provision for reorganizing the data into a form
most convenient for the job at hand. That is, we need to be able to trans—
form data from one structure to another conceptually equivalent one. Ve
contend that there is no definition of conceptually equivalent that fits
all cases; hence, what "conceptually equivalent" means is up to the user
to define. Except for some well-defined equivalences, "equivalence is in
the [mind's] eye of the beholder."

The fact that a concept can be expressed in more than one way forces
us to choose betwecen two philosophies of processor design:

1. Require that the user be aware of a mode of expression so that

he can decide whether a given manipulation is applicable.
2. Require the processor to be able to convert data to an equivalent
form whenever needed to make it amenable to specified manipulation.
I reject alternative 2 as impractical at the present stage of development

of processors. In Lhis study I take the viewpoint that it is up to the
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user to be continually aware of the form (structure) of the data that he
is manipulating, and that it is up to him to convert to an "equivalent"
form when necessary to make it more amcnable to some specified manipula-
tion. -

I make the observation that the design of many programming languages
is based on reducing sets of equivalent forms to single representations
of each set. This has the advantage of simplifying the operations of the
language, by reducing thc variety of forms which can occur, but it des—
troys the convenience that alternative forms give us, and sometimes forces
us to mold our ideas in forms that are inconvenient if not downright cum-
bersone.

Multidimensional data. The real world isn't always describable con-

veniently by linear (one-dimensional) strings. Two—, ard even three~ and

higher—, dimensional problems need treatment by computers. The advent of
computer—controlled graphic displays calls for iwo— and higher— dimensional
languages. Multi-dimensional languages are those which not only deal with
multi—dimensional data but also have capability for mulili-dimensional
expressions of commands, such as are represented in mathematical formulas
(having sigma signs, superscripts, subscripts, etc.). -

The difficulty with such multi-dimensional languages is that we knew
practically nothing about grammars for languages which contain other than
linear expressions. What we do in practice is to find some way to map
(set up correspondences of) multi-dimensional concepts intc linear forms.
Cheatham (1066) uses this technique to establish a correspondence between
a desired two—dimensional notation and a one-dimensional representation
of that notation. Put abstractly, his one—dimen;ional representation is
a cartesian product of the possible two-dimensional elements, taken in a
specified sequence. This technique could be extended to accommodate any
two—~dimensional language, such as the language of engineering drawings,
the only real problem being the specification of the scquence in which
the two--dimensional languace elements are to be taken.

In keeping with this observation, we find that, in our discussions
of how to treat data elements which we think of in terms of graphical
structures, we have established correspondence ruies for mapping between
graphical structures and linear notation. For example, a pair of nodes

with a relationship between them is mapped into an n-~tuple containing the
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node names and the relation name.

Generality in the sense of frecdom. A programming language should be

essentially unrestricted in what can readily be expressed in it. When

thought of only in verms of the variety of procecdures which can be expressed
in it, this "feature" scems to be a hanal triviality, since current lan-
guages secm to have this variety. However, when the emphasis is on the
variety of data types and data structures, it is no longer a triviality.
Clearly we are seeking a high degree of generality. But generality usually
entails some penalty, such as less efficienéy in some aspect, greaier
learning difficully, or greater opportunity for error.

‘Universality. It cannot be emphasized too strongly that I am not
claiming for ms language approach '"more universality" in the computability
sense than is afforded by other current languages. All general-purpose
languages can compute "some representation' of any computable entity.

The proviso "some representation" is necessary to cover the cases where
the input-output character set does not contain a needed character.

What is in fact important is the range and richness of the representa-
iions which the language offers. No language can offer ihe full range of
possible representations, for that range is unbounded. Hence, the mental
concept of a given algorithm must be mentally mapped into a corresponding
concept in the available language. It is the difficulty of this mapping
which concerns me. For example, consider that we wish to computie with
a 3-valued variable with arbitirary names "T",l"F", and "U", If the lan-
guage has no provision for defining such a variable, then it must be map-
ped into something which the language does have. If it has integers, we
could map T, F, and U into the integers O, 1, and 2, and then define cer-
tain functions on these integers which would represent the functions we
originally conceived on T, F, and U.

Another exanmple i< that of representing trees and operations on trees
in a languege such as FORTRAN which admits only the structure '"rectangular
array'. A tree can with a non-trivial effort be mapped intc n array.

The array manipulations which correspond tree (list—structure) processing
manipulations are complicated and unnatural.

Balance. A programming l. 1uage should be balanced, in that it should

be approximately uniformly easy .o express any program of the types now
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extant in the current languages or of the lypes suggesited by ihe concepis

to be listed in the next section. TFor example, it should not be ihe case

Wik

that it is very easy to talk of homogeneous arrays bul require a circum—
iocution (e.g., parallel tables in ALGOL) to talk about a non-homogeneous

array. What constitutes a uniform basic set of language concepis is to

»* o

a large extent a matier of tastie and judgment.

Minimal discontinuities. An objective constantly in my mind has been

that of making a language which readily accommodales change. I wani a
language which does not have radical discontinuities. This does not mean
that every change in a program specification should result in a triwvial
change in the correspondihg program. Rather it should mean, in my opinion,
that a given class of changes (e.g., precision of computations) should noi

result in radically different amounts of effort to modify the program

— e WD DD

accordingly, depending on the values of the parameters of the change. To
be more specific, in the case of precision, it should require approximately
he same amount of user effort to alter a precision from one value to any
other value. Notice that this goal is definitely not met by most current
languages, because they are based on a fixed word length of the computer
hardwvare.

Simple changes in concept should result in simple changes to a pro-
gram. Examples of "simple changes" are: changing the collating sequence,
increasing precision of a calculation, inserting a column in a table,
change of domain size (of which increased precision is a special case),
change of domain (e.g., from real to complex), change of domain units,
introducing iz:etances of a model which deviate from the model.

El: iere I point out that these types of changes are not limited to
the pre-exccution phase but can be made during execution.

Simplicity through emphasis on fundamental conceptls. Wwhat I am de-

veloping is a basic framework within which can be determined without too
much trouble a broader range of programming concepts than is available

in current programming languages taken individually. I have not defined
-as many ready-made concepts as are in some current languages, such as some
of the complex searches that are available in SNOBCL and FORMULA ALGOL.
Hopefully what I have done is to show what basic concepts are needed in

order to be able to define as needed a greater variely of conceptis.
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Hardware independence. A programming language should be unencum—

bered by considerations of the hardware of the computer and of the proces—

sor of the language (the simulalor of the hypoihectical machine). Speci-
fically, as mentioned before, il should be independent of the following
characte’ istics of computer hardware:

1. Linear addressing schemes for memory cells

2. Fixed word sizes

3. Non-homcqgeneous memory units

4, Inlerna’ number representation

5. Serial processing (that is, it should be possibla to specify

asynchronous processes)

These hardware .dependent characteristics can be "hidden" from the program—
mer by the simulator. It would be desirable to include in this list the
input and output characler set and the specific input~output devices.
However, these latter cannot be satisfactorily hidden by the simulator.
The language should be independent of processor considerations in the fol-
lowing ways: (a) It should not be limited by concern for the efficiency
of the processor. (b) Ii should not require that everything be completely
defined before anything can be processed; that is, it should be possible
to write and debug fragments of programs. (c) A program should not be pre-
vented from modifying itself in an arbitrary way; this includes modifying
definitions as well as commands.

Dynamic modification of program, dala elements and struclures. There

should be as l1little restriction as possible as to what can be modified
during execution. In particular, we may want to increase the precision
of a calculation in order to keep the precision of the result within
bounds, to add elements to a domain, to alter a collating sequence.

One of the obvious consequences of choosing tc have dynamic modifica-
tion is that a program cannot be compiled—it must be interpreted. It
should be clear that ia order to be able to dynamically modify a program-—
that is, to be able to have a program modify itself—the program must be

viewable as a data structure.

Program sequencing. We nced a more generalized concept of program

sequencing than is available in some conventional languages. We need

first: parallel, asynchronous processing. Second, the ability to have
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statemenis which are executed when certain conditions become "true"
(called "chronic!" statements by some). And third, we need more explicit
control over branching, as lo whether the branch is permanent, or tecmpo-—
rary (meaning return later to the point of call), with the ability to
remember, on a pushdown, the set of nested calls, and the ability to
manipulate this pushdown.

Undefined functions and "garbage.!" Consider the class of machine

operations vhich produce a result. A result is only valid if the opera-
tion ("function") is defined for the values of the argumenis given to it.
If it is not defined for its arguments, it still préduces a result, but
this ‘result is "garbage",.that is, meaningless. Most machines are con-
structed, however, so that garbage cannot be distinguished from valid re-
sults simply by inspection. In many applications, it is critically import-—
ant that garbage values must not be permitted to masquerade as valid re-
sults. In applications such as space flight control or atomic reactor
control, the processing of garbage valhes in place of valid ones can have
disastrous consequences. It is practically impossible to achieve assurance
that garbage values will not arise in a large computer program, for the
sinple reason that it is impractical to completely chick out such a pro-
gram.

The problem of avoiding undetected garbage can be dealt with if
every function can be arranged to yield a recognizable "value' or "un—
defined" for those combinations for arguments for which it is not properly
defined. The Yoverflow" signal generated in most computers is a very
rudimentary embodiment of this concept, but it may go unrecognized if
the programmer does noi expect it and explicitly test for it. VWhat is
necessary is the existence of a "'value' which is automatically recognized
as "undefined" by every function. In conventional hardware such a value
does not exist because every bit combination or digit combination has
been assigned a numerical significance.

Two kinds of "undeiinedness! should be recognized. It may be the

case that the domain is defined bul the member of the domain is not.

Or it may be the case that the domain is not defined either.
It is not only in the case of evaluation of a function that a value
of fundefined" can arise. It may occur when an attempt is made to refer-

ence a data element if the element does not exist; that is, if the reference
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does not refer to an existing storage cell. Il may occur when execution

turns oul to be impossible for reasons other than undefined parameters:
e.g., a specified transformation may not be performable on a given (com-

posiic) data element, or a program statemeni may be syntactically or
semantically incorrect.

Accessibility and traceability. The user must have access not only

to the contents (values) of data elements, but also to all their related
entities. Given any data clemeni {alomic or composite) the user must

be able to trace out (via the execution of program stalements) alr of the
associations, or relatlionships, of which the given data element partakes.
For each association thus determined, the user must be able to find out
all the associated data elements and their roles in the associations.
Examples: given a data elemeni, find its identifier, or identifiers, if

there is more ihan one. Given an atomic data elemeni, or, more properly,

a slot which can contain a value, find the explicit indication of what
domain that value must be taken from. Given a data clement which is a
member of a set, find the data elements which are the other members of
the set.

The traceability feature described here is a conceptual one. In par—

ticular it must not demand of the user any knowledge of how data is stored

in a real machine.

Definitions and declarations. One of the needs of a programming lan-

guage is to have explicit the consequences of definitions. The more ex-

plicit these can be, the easie to learn and to remember what defi-

nitions are in effect at any gi- time.

In some current languages, such as PL/I, there is a good deal of

"learning" necessary in order to know the effect and scope of definiticns

("declarations"). One must learn, for example, when the definitions be-

come effective: i.e., whether they beccme effective at compile time or

at execule time, and at what point of execute time. One must also learn

at what point definitions cease to be effective: this generally occurs
at execute time upon leaving a block under some specified set of circum-—
stances. Ideally, there should be a simpler set of conventions.

In addition, one needs the flexibility of being able to alter defi-

nitions dynamically. That is, there should be a minimum number of defi-

nitions which are fixed and unalterable.
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Removal of distinclion belween processing "phases.'" I submii that

making a distinction between times thal paris of a program are "interpreted"
or at which variables may be f'bound" is an unnecessary complication. These
various "iimes" are: pieprocessor (macrd—processor) time, compile time,
load time, and execute time. Distinction among these times and about what
operations take place at which time is motivaled by the desire to be "efl-~
ficient!". It is a featlure I choose to do away with. The first reasor.

is because of the umnecessary complication which is otherwise intirodwiced
into the language. The seccond reason is that since I wish to have dynamic
modification of boilh processor and program, compiling in the conventional
sense is not possible anyway, since such modification is prohibited by

the nature of the compiling process. A f'pure! compiler leaves no source
lariguage 1o be interpreted at execution time. Compiling is based on the
static analysis of source language statements before execution. Such
analysis is technically impossible to complete for a program which modi-—
fies itself in an arbitrary way. It is, of course, possible, for a pro-
gram which modifies itself in a predictable way, through indexing, for
example.

Provision for exceplions to general rules. An exceedingly important

concept is that of being able to give general rules (algorithms and
definitions), supplemented by special, and possibly contradictory, rules
to take care of certain cases. When such rules are employed, the 'bxcep-
tion rules" must be distinguishable, so that the processor will know that
they take precedence over a general ruie vhenever the exception rule is
applicable. What does all this really mean? What kinds of rules could

we be talking about? The applicability of algorithms is decided by
control sequencing mechanisms, and is wholly determinate. How about defi-
nitions? The applicability of definitions is dynamically determined, like
the execution of algorithms. The order in which conditional statements,
{algorithms or definitions) are tesied automatically astablishe; the
priority with which they will be applied.

Shorthand notations. One of lhe rescarch goals is to provide as

much flexibility of expression and breadih of concept as possible.
Generalily and economy of expression, however, are in conflict, hence
we need the capability to introduce shorthand notations for frequently-

used expressions. We need only provide the shorthand mechanism and let
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tne user introduce his own shorthand expressions.

Metadata. As importani as being able to combine dala elements to
make composite data elements is the abilily to associate explicitly witlh
a data elcment a second data element which represents data "about! the
first data element. This second data e'ement we might term a "metadata
elemeni". Examples of such metadata ¢ .ents are: an identifier, a do-
main !'prescriptor” which specifies from what domain the values of the
first element must be taken, an access code which limits the conditions
under which the first data element can be aécessed.

An altcrable, prunable processor. How can we provide a wide variety

of features, without: a) making the language processor too big and cum-
berson, b) making the user learn a loi of information he doesn't need,

¢) unnecessarily restricting the user with lots of conventions about the
use of the features which are provided. Simply providing a "kernel!" lan-
guage, out of which the user can build anything he likes, is not enoughj
it is too much work for him to build all his own "tools%. Providing him
wiih a large library of subroutine packages is not enough; he must wade
through catalog descriptions to find out if what he needs exists; then

he may ke frustrated to find that he would like just a slight modifica-
tion of a cataloged program. Providing a large processor with loils of
features is not enoughj; some features may be just excess baggage. It may
happen that the user wants to modify some processor convention.

A respectable language should provide fo} him a great many of these
useful definitions, such as formats of dates and times. The point is
that these definitions must be accessible to him, in case he would like
to make some additions or changes, so that he is not stuck with one set
of conventions. In other words, the user should be able to get at and
modify as much of the definitional mechanism as possible.

Envision a systazm in which we have a processor and an explicit
sel of rules which guide the processor. Among these rules will be the
interpretation rules te be applied to data and imperatives. The user
can, if he chooses, alter the rules to suit himself, at the risk of
making an errvor. He can delete the unused rules, to make less "baggage"
and possibly to speed up the processcr. A safer elimination procedure

would be to have the processor mark all the rules it used. After an
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extensivg checkout run the unmarked rules could then be deleted, although
there will always be the risk of deleting a needed rule.

Toward meeting ali these necds at once, I propose a "large!" processor
which includes a program library. The processor will largely be Macces—
sible" to the user. He can prune off the parts he doesn't need. He can
alier some of the conventions to suit his needs, not only before but also
during execution.

One of the tricks is how to make the processor alterable and prunable.
Among other things the interpretation rules used by the processor must
be accessible by the user as data.

EXPRESSING AND PROCESSINd DEFINITIONS

Types of definitions. One of my goals is to make more explicit and

more simple the handling of definitions.

First, the concept of "definition" itself needs some discussion and
clarification. "Definition" in the programming context means a variety
of things ("Declaration!" below is used in the ALGOL or PL/I sense):

1. Defining a "domain", specifying a set of "values" which a speci-
fied variable must take on. (For example, "Boolean! by convention
specifies the domain (T,F).) Defining a domain is neither an
"action', in the usual sense of imperative, nor is it an allowable
substitution action to be invoked at some appropriate time. It
is rather a specification that restricts some future action.

2. Declaration of a data clement, possibly giving an init<al value.

3. Declaration or definition of a composite data element, a data

structure.

L, Declaration of a procedure.

5. A Ustanding order", sometimes called a '"triggered statement! or
a "chronic statement", to be executed whenever some specified
condition arises.

6. An equivalence between two members of a data domain or between
members of two different domains.

7. A definition of an ordering, such as collating sequence.

8. "Scope" of an identifier, usually defined by a means outside the
language.

9. Shorthand notation (procedure call, macreo) for a larger expression

implying that some form of uninterpreted string substitution is




M m’ m m

28

to take place.

Dynamic versus static interpretation of definitions. One of the

philosophical problems which must be resolved early is ihe matter of when
a definition becomes effeclive. Should it become effective at the time
that it is made (that is, at the time it is written down or created dur-
ing program execution), or should it become effective at the time it is
used (interpreled)? This issue can be illustrated in the following way:
Let us say that the definition B is made in terms of sone other defini-
tion A: for example, a definition of a new domain in terms of cne or more
domains defined earlier. The question is: should a change in the definition
A automatically invokz a change in the definition B? The user may have a
legitimate desire to have it one way or the other. Therefore, we must
have some set of rules by which he can control which is the case.

Since we are assuming a fully interpretive processor, we could if
we wished assume the dynamic situation wherein a change in A results in
a change in B. If we wished to avoid such a change, we can copy A and
rename the copy, then change the copy. Since we want and have the dynamic
change ability, this interpretation is preferable. In other words, under
the dynamic interpretation, we can construct a static situn.ion if we want
it. Under the static interpretation, we cannot as readily construct the
dynamic one.

The command interpretation of derfinitions. We need to identify a

common thread in the above list of examples of definitions. That common
thread is that all such definitions can be interpreted as commands which
affect the contents of storage. Some of these commands will affect unscen
storage within the processor: that is, they will in some way (which is

not defined for the user) affect the action of the processor. It seems
easier to understand and remember what each definition does if it can be

thought of in terms of its action within the program or processor, even

et

though this command inlerpretation of definitions scems somewhat contrary
to intuition,

This command interpretation of definitions helps to avoid the com-
plications of liaving to learn when definitions become effeztive and when
they cease to become effective. If we take the comﬁand interpretation
point of view, it follows that definitions become effective when they are

executed and that they cease to be effective when dynamically superseded
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by an-ilher definition. Furthermore, this command interpretation is
nicely compatible with the need for dynamic rather than static inter—
pretation of definitions, discussed above.

To summarize: definitions are to be established and interpreted
dynamically. Note that data is automatically treated this way, so this
choice follows naturally from our desire to be able toireat definitions
as dala until the instaut of interpretation.

A vital consequence of this fact is that compilers are ruled out as
possible processors for the language. A compiler necessarily treats all
definitions as static, fixed at the time of compiling, which is before
any execution has taken place.

NATURE OF A PROGRAM PROCESSOR

Basic to the idea of a programming language is the concept of a
processor. A processor is a mechanism, possibly a hypothetical one rather
than one realized in hardware, which translates into some appropriate ac-—
tion the expression written in the programming language. We call this
translation "interpreting a program'. Earlier, I presented the idea that
definitions were interpretable as comman?s, hence we can regard a program
as consisting of expressions, some of which is interpreted as commands
and the rest of which is i:terpreted as data (operands). VWhich interpre-
tation a given expression gets depends on the control mechanism of the
processor. As a consequence, it is perfectly possible for a given expres—
siun 10 be interpreted at one instant as a command and at another as an
operand. It naturally follows that a data element which is a program
statement (a "transformation'") can be created, modified, moved, etc.,

Just as can an 'ordinary" data element. The sequence in which data ele-—
ments (necessarily having a ceriain structure) get interpreted as commands
depends on the conventions for control sequencing, and on the manipula~
tions performecd on the control mechanism by otlhier commands (such as
"jumps"). As explained earlier, we want the processor noi only to be

able to handle a '"single thread of control" but also to be able to exe~—
cute multiple control "paths'" (through a program) in parallel and asyn-
chronously. In addition it must provide for the execution of 'chronic!"
(or “"triggered!") statements which are commands to be executed whenever
specified conditions prevail.

It is convenient to think of the processor as consisting of two main

parts, a f'command interpreter" and a "data interpreter". With this in
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mind, we can say that whether a given expression is a program statement
or a data elemeni depends on which interpreter it is sent to (by the
"control mechanism!),

It is this data interpreter which is the heart of my concept of dala
elements. It is the iask of ihe data interpreter Lo creale, examine, and
provide the means for modifying data elements. I{ can be said ihat the
data elements and structure of the language (or any language) is simply
the illusion that this interpreter presents to ihe user. The senses of
create!, M"examine!", and "modify" have to be spelled out in greater e~
tail. It is crucially important to realize thal the basic actions of the
data’'interpreter determine the whole character of the programming language.

We regard every program statement as expressible as a "transformalion
call". I have in mind a canonical form for expressing these transforma-
tion calls: it is the familiar "prefix form", of which an example is:

T(A,B,C);
Every statemeni in any programming language should have a counterpart in
this canonical form. For each statement type in each programming language
there might have to be a conversion rule for converiing it to the canon-
ical form. In some cases, some "understood" information might also have
to be supplied during this conversation.

With this viewpoint just outlined, the loading and execution of a
program consists of the following two simple steps:

1. Read in and store the following data elements and structures,

some of which will later be interpreted as program statements.

2. Begin by interpreting the data element named "P" as the first

program statement.

The idea that there is a canonical form for all transformation makes
the interpreter mechanism a conceptually simple one. The difficulty of
any such interpreter is that part which must examine (parse) a statement
and in effect reduce it Lo canonical form. If we could agree to keep
statements always in canonical form, the parsing mechanism would indeed
be simple.

LANGUAGE DEFINITION

Defining a language. Every concept in a programming language is

either expressed in terms of other concepts in the language or in terms

I'éd
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of concepts which are "primitive!", not further defined in the language.
These primitive concepls are defined rather by the behavior of the pro-
cessor, and the processor iiself is expressed, at leasi partially, by cou--
cepts which are not defined in the language which it is designed to pro-
cess. (This assertion is noi based on personal opinion but rather on

some fundamental ideas from the field of formal logic).

Extending a language. It is appropriate to point out herc that any

claim that a language is "extendable!" must be understood with the‘above
explanation in mind. Any extension, in any language, is made in terms
of ihe concepls for which definitions already exist, and in terms of
primitives. It is clear that the possible extenlions are limited to
what can be expressed by legitimate (ithat is, defined) compositions of
the already defined terms. The definition of definition requires that
by repeated subsiitulion of definitions in place of the defined terms,
ultimately all defined terms are removed from an expression, therecby re—
ducing the expression to one composed entirely of primitives. Thus it
is evident that user-created definitions can only intreduce convenient
'shorthand" notations. The imporiant consequence of all this is that a
language's primitives and syntax limit what can be introduced by user—
created definitions.

Self description. It is sometimes claimed that a language can be

self describing', or that a processor can be written in its own language.
This is a misleading claim. Some parts of a language or processor may

be describable in terms of the other partis, but this cannot be true for
the whole language or processor.

In particular, much as we would wish it to be the case, a data ele-
ment cannot be self-describing. When we look at some entity, we cannot
interpret it unless we have been given an interpretation rule associated
with it. For example, the string of characters

13
"means™" a variety of numbers depending on the number base (the interpre-—
tation rule) that is understood. Suppose that instead of having the num-
ber base understood, we write it down explicitly, so thai now we'have the
number pair

. 13 8

31

that is, "thirteen to the base 8". 1Is this now self-describing: interpretable




withoul recourse to an intlerpretation rule? No indeed. The interpretation
rule for 8 is understood; amoug other things we understand it to be writtien
in base 10!

The conclusion thal we draw is: an entity may contain some parameters
which pertain to the interpretatlion of the 1est of Lhe entity, but the
interpretation of those parameters must be specified by some understood
rule vhich has been previously-specified. In other words, no entity can
be wholly self-describing in any formal sense.

The choice of primitives. Selecling what I think is an appropriate

set of primitives for a programming language is one of the major objecctives
of this study. At this point I emphasize that in the choice of primitives
I do nol take the attitude of a typical mathematician. He is interested
in elegance— the minimum number of primitive concepts in terms of which
he can express all other concepts of interest to him. I am primarily
concerned with simplicity and convenience. This leads us to some middle
ground between two extremes:
1. A minimal set of primitives, somelimes resulting in complicated
combinations of primltives to express intuitively simple ideas.
2. A large, and therefore inconvenient if not unmanageable, set of
primitives.
I want to maximize the usefulness of the set of primitives to the user.
The choice between the extremes is a matter of judgment and taste.

OTHER ASSUMPTIONS AND COMMENTS

This section contains some miscellaneous comments which conclude
the setiing of the stage for the resecarch investigation.

Storage deallocation. Matters of storage deallocation are not con-—

sidered relevant to the logical language. The argument for taking this
point of view is that with enough storage available, storage dealloca-
tion during a given program will not be needed. Storage deallocation will
therefore be relcgated to the implementation language.

Scope of identifiers. A scope of an identifier of a data element

is that dynamic¢ period (during execution of a program) during which the
identifier can be used to reference that given data element. 1In languages
with nested block structure, such as ALGOL and PL/I, the scope of an as-
sociation of an identifier with a given data element is usually for the

period during which "control" is in the block or procedure in which the

I'td
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data element was declared. This association may be temporarily super—
seded if.in a block B contained in block A ithe same identifier is used
in a declaration of another data element.
Being able to define scopes of identifiers serves iwo purposes:
1. It can be used to signal automatic storage allocation and dec~
allocation.
2. It permits ihie repeated use of a given idenlifier for more than
1 data element, as long as, at any given instant, the identifier
refers only 1o 1 data element. This.is mosti useful for identi-~
fiers of "local variables" of a procedure (data elements declared
within the procedure) and formal paramecters (bound variables) of
a procedure. ]
These uses of scope are conveniences, however, rather than necessities.
Since in this investigation we are noi concerned with storage deallocation,
the storage deallocation funciion of "scope!" is of no usefulness to us.
It is not difficult to avoid multiple use of ihe same identifier, and there
is no great hardship in requiring the user to keep his identifiers unique.
He is already required to do this for labels (identifiers of program state-
ments) at any given "level" of block structure, and to do this for data.
Qualifications of identifiers is a standard technique applied to data.
It is trivially simple {0 extend this tecbnique to apply to labels in
multiple levels of block structure. With ihe facility of dynamic modi-
fication and multiple parallel conirol paths, defining scopes is a diffi-

cult task. For the foregoing reasons I choose to ignore the matter of

scope.

e e e T

33




Ton WY

T T

34

CHAPTER 3. OVERVIEW

This chapler is concerned with an overall look at ihe research de-
velopmenis in this report. It summarizes whai is to come, and oullines
the major ideas, some of which are new and some of which are simply re-—
surrecled and revived.

I hope that a major contribution of the research has been the
clarification of a number of programming language concepts which have
herelofore been explained very loosely and intuitively rather than rigor-
ously. Examples of the concepis which have been explored are:

‘1. what kinds of treﬁtment can paramcters of a procedure undergo,

2. what kinds of relationships need to be provided for,

3. whal are the various ways in which a data element can be referred

to,

4, what are the implications about copying when invoking a procedure,

5. what is the natlure of the result of executing a procedure which

is a function (in the mathematical sense).

Perhaps one of the most valuable contributions of this work is to
show the complexity involved in szemingly simple language concepts. The
very simple concepts of formal logic and mathematics do not remain simple
when they are carried over into the programming contexi. In the analysis
carried out under this research project, these complexities have been
brought to light and examined. In particular, in being able to see what
flexibilities are possible one should be able to recognize more readiliy
the inflexibilities of current languages, and have more insight into the
reasons for these inflexibilities.

The kinds of actions possible in the system outlined here include
being able to create identifiers and data elements, and to destroy same,

to gatlher data elements into composite data elements, to manipulate identi-

search the silruciure and contents of data elements, to create and to des-

- troy arbitrary relationships between data el-~mients, to be able 1o regard

strings either as integral units or as composites of characters. Current
languages in general do not have these kinds of faciliiy; of course there

are occas‘onal exceptions.




Aspects of ihe Mlogical! part of a language. A logical algorithmic

language (independent of implementiation on a specific compuler) can be

A
i

viewed as having three major partis: data clemenis, dala transformations,

and sequencing rules. In some languages the statements to be executed

4

can be manipulated as data: we take this capability as the niore general
case and accordingly regard program statemenis as having the same struc-

ture as "ordinary data" until the instant that a stalemeni reaches control,

to be interpreted as a command.
A data element can be either simple or composite. A composite data

element is composed of other data elements with some specified relation-

i

! ships between them. The character of a progvamming language is completely
determined by its primitive (basic) data elemenis and ithe allowable ways
of combining those primitives into composite data elements.

] Data transformations can be divided into two classes: (1) those which
determine a value, (evaluate a function, perform a mapping) and (2) those

3 which create or modify a dala element. As I mentioned earlier, destroying

a data element is only necessary for the sake of using storage efficiently, -

and hence belongs to an “implementation language", not to the logical lan-

Fd

guage.

Sequencing rules specify the dynamic sequence in which data elemenis

1

|

A

3! are to be taken and interpreted as commands. Such rule: specify: (a) start
i - ) and stop points, (b) changes of sequence, either temporary or permanent,

from the static sequence in which the statements are stored, {c) execution

.. conditional upon a predicaie, where the predicate may be evaluaied either

SPARI

when it is encountered or whenever any of its operands acquires a new
value, (d) iteration of a set of statements over a set or sequence of para-

meters, (e) initiation of parallel exccution of a specified set of state~

—

= ment scguences.

g 1 A language for a hypothetical machine. This report describes a lan-—

guage for just such a hypothetical machine as mentioned in the Introduc-

&

tion. The main characteristics of the language are:

[

e

1. Storage is viewed as an unlimited supply of "slots", or f'cells'.
Each such cell can contain a '"value', which is some string of
characters. Association-links of various lypes can express re-

lationships belween pairs of cells, or among sets (ordered or
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urniordercd) of cells. Associated with each cell containing what
we think of as an ordinary variable can be another cell which
specifies the domain of ithe value in the former cell; in other
words, the domain is the name of a rule for interpreting the
value. An assccialion or relationship among cells creates a
composite data element. A given cell can participatle in multiple
relationships.
2, All statements (commands) arc in a standard form: the name of
the command, c¢r action, followed by é list of paramcters. The
parameters may ithemselves be transformations, and so on, to any
depth of nesting. Transformations which appear as parameters
are usually functions: transformatiops vhich return a "result".
This result, however, need not be a simple value; it can be a
composite data element (which may be arbitrarily complex).
3. A program is a data structure (a composite data element) which
is a network of statements, not necessarily connected. (That is,
‘there may be more than one separate network.) A program is exe—
cuted by having ''control" trace through such nelworks, and execut-
ing statements in the sequence indicated by the network connections,
except when "jump!" statements are encountered. If a program con-—
sists of more than one such network, each network is execuied
independently (simultaneously and asynchronously). Some of the
nelworks may represeni program segments to be executed only when
certain conditions arise (aliernatively expreczsed, "are true').
Provision exisis for several types of "changes of control", or
jdmps: ihey may be permanent ("go out"), cr temporary (perform!).
This hypothetical machine has not been tested, olher than on paper.
Among the reccmmendations given is the one that a simulator should be writ-
ten and used, so that the concepts presented herein will receive some
realistic testing of their usefulness.

The major ideas. The major ideas presented in this report: are dis-

cusscd below. Some of the ideas are new, at least in the sense that Lhey
have not been reported in the literature. The ones which arc not new are
hopefully a contribution to the state of the art by way of emphasizing

matters that have been given insufficient recognition.
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1. The key to oblaining a wide variety of oata elements withoul

increasing the complexity of a proaramming lanquage is to provide general-—

ized data elements. The most general siruciure is ibhe general network,

which provides for arbitirarily-specified relations belween arbitrarily-
specified elemenis. Too much generality, however, can be inconvenient.
Ways are nceded to specify more restricted structures within this general
framework. The mosti important conceplual device for expressing composite
data struclures is the n-ary relation. The mathemalical concepls of a
relation is a set of ordered n-tuples (115195, which our generalized data
element can express. The components of such n-iuples are frequently names
(that is, strings interpreted as names), bui can also be pointers (usually
numerical addresses in conventional machines): With such a generalized
element we can, for example, construct partial orderings, total orderings,
and multiple orderings. The abilily 1o express arbitrary relations between
data elements gives us the capability of using relatlions weaker than order-
ing: such ""directed association'" permiis, among olher things, the use of
circular ("ring") structures.

The composite dala elemenis available in current languages encounlered
thus far all seem to be special cases of a set of ordered sets (lisis)
whose sizes (lengths' may differ and whose componenis may differ in.type.

2. Domains of values of a 'mew" {ype of data element should be

creatable within a programming language (during program execution). What

is needed is the abilily to name a new domain and define by enumeration

or by algorithm arbitrary strings which represent the members, or valies,
of this domain. In conventional programming languages ihis is, in general,
not possible. For example, we could define a three-—valued domain wiih

the name "3V" and with members "-11, HOM, and "+1", We should be able

to go further and define synonyms for any members. The example just given
illustrates an elementary (non-composite) domain. However, the ability

to define domains musi include composite values. For purpcses of explana-
iion here, a composite value can be thought of as a vector of values;
actually it is a muck :ore complex object.

3. We should be able to define arbitrary functions on the members

of any domains. Such functions will give a proper result only for proper

(defined) arguments, and a result of "undefined" otherwisec.
Here is an illustiration of defining a domain and a function upon it:

Let there be a new domain, called "Truth", containing the representations
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upn, wpEty and "U". Let ithere be a function, called "F.AND", defined on

this domain by the following table:

argl arg?2 result
T T T
T F F
T U U
F T F
F F F
F U F
U T U
U 8] U

where argl, arg2, and result are all from the domain "Truth." We picked
a pafticularly simple example. The individual arguments and the result
of a function, of course, need not be from the same domain of values.

The representatiions in a domain are not restricted to single characters;
in general they will be strings. It will sometimes be impractical to de-—
fine a function by means of a table (even ihough it is theoretically pos-
sible to do so); some functions, such as addition, will be defined by
giving an algorithm which operates on sirings representing vaiues.

L. The concept of one element serving as the "name!" of another ele-

ment is in itself a relation. Algorithms deal in manipulations of ele-

ments. But in fact we never "see" these elemenis nor exhibit them. We
refer to them only by their names or some directions for locating them.
Even so familiar a mark as "1Clv is not a number, for example, bui is
rather a name of a number. It is not the name of a number, for the same
number can have many names. Furihermore¢, this name can name many num-—
bers, until the number base associated with this name is known. Entities
which serve as names for other elements are sometimes to be treated as
data elements. The name "101" may at one moment be the decimal name of

a number, and at the next may be the name of a string whose second charac—
ter is zcrou. To further complicate the matteiry; the name "1G1Y may in

turn have a name, say, "BVALM". Programming languages have tended to

avoid these interpretational ambiguities by fixing the interpretations

of names, and thus they have tended to prevent the manipulations of

names as data and the use of indirect naming (alloving names ito have
names). If this flexibility is desired, then clearly the programmer must

have control over which way an element is to be interpreted.
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5. The explicil association with each dala element of its "type"

L designation provides anoiher degrece of flexibility and anotiher technique

3 for discover, of programming errors. !'Type" in ihe case of a simple

elcment is the name of the domain from which the element's value is taken.
An cxample of such a type designation is "integer'". "Type " in the case

of a composite element designates a class to which the composite belongs.

e Ll

The inclusion of a type indicator in each element can be used as a basis
for tesiing the ilype of the elemeni and making further action contingent
upon ils type, and also upon its structure. The explicit carrying of
type information makes it possible to avoid the ~ution of a function
or procedure when its parameters are not of the required iype. For ex—
ample, a procedurc defined for three input parameters of types integer,

string, and label, respectively, should not be executed if any of the

input parameters are of the wrong type, but should instead return with
a specific error message.

An example of type might be length-—in—-inches. Even though the repre-
sentation of a spec 'ic Jength is ihe same as for an integer, a function .
defined for arguments irom he domain of length—in-inches could be ar-
ranged to refuse an argument from the domain of length-in-feet.

6. The concept of having a value called "undefined" is a valuable

one for the rapid discovery of programming errors. With proper use of

the value "undefined", any program can readily be prevented from computing
garbage”, values which lcok reasonable but which are in fact meaningless.

7. There can be two fundamentally diffcrent kinds of composite data

elements (data structures). The first kind contains its own structural

information; in the second kind at least some of the structural informa-—
tion is abstracted and put in some place common to a set of similar ele—
ments. In the second type, there can be defined a class of similar compo~
site elements. Each specific occurrence of a composite element is then

an "instance! of the class. Such a class description we have called a
model". (In the case of a simple element, we call the model a "type"

and an occurrence a '"token',) In the first kind of composite data ele-—
ment description, a composite element is created explicitly giving re-~
lationships which tie together elcments already defined. JTn ihis Jatter
case there is no model; we could call an occurrence of such a data ele—

ment a "model-less inslance!. Mosi, if not all, current programming
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languages provide for only one of these methods. This is a serious de-
ficiency, for each method has its advantiages.

8. The uscr musi have completle control over data =lements and siruc—

tures. Having this capability implies Several things. It implies that
all available information about a given data element musi be explicitly
stored and accessible to the user. Not only values should be accessible
and modifiable bui also a variety of information about a data element:
such as its structure, the specific relationships between its parts, re-
striclions on any of its paris as to values il may take or as to what kinds
of access it can have, when it was last modified, etc. Having this capa-
bility implies that comp&nents of composite data elemenils should not only
be accessible in the basis of an identifier but also by iis position and
by its relationship to another explicitly-known data element. It implies
that the user is not limited to the sel of relationships fixed by the
designer, but can construct his own, and test what relationships exist.
With the abilily to create new relationships among arbitrary sets of data
elenents (each of arbitrary complexity) the user can create new composite
data elements of arbitrary structure and complexity.

9. The user should have explicit and flexible control cover the pro-

cedure call mechanism. This means he should have control over how the

paramelers are interpreted, and when they are interpreted. The conventional
procedure call mechanisms do not in general provide such flexibility. ALGOL
does give the user a choice as to whetlher a parameter is 1o be "evaluated"
{("call by value") or substituted without evaluation ("call by name"); but

it does not give the user any control over when this parameter treatment
takes place: it is always done upon entrance to ithe called procedure.

The user should be able to assess dynamically whether a parameter is de~
fined, so that "garbage" cannot be passed as a parameter. The user should
be able 1o examine the parameter "iype", or "domain", and make the treat-
ment of the parameter, and possibly the domain of the resuli, conditional

upon ithe parameter type.

10. The concept of '"string" has a dual aspect. On the one hand, a

string is frequently used as an identifier or name; in this role, the
string is an indivisible entity. On the other hand, a string nay be an
ordered sct of characters; in this role, the string can be inspected, dis—~

sected, eclements replaced, ctc. The same siring can be viewed in only one
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of these ways at a given instant; it must be a data element with describ-
able characteristics. Onec of these characteristics is whether the elcecment
is simple or composite.

The same thing may be wanted in boih roles; thus provision is needed
for converting from one form to the other. This duality of roles gives
us the ability, for example, of composing a string and then using it as
an identifier. A sccond example would be the abilily to alter the spell-
ing of an identifier.:

Furthermore, a silring may be waricd as a unit, a "character", in a
Y"higher-level alphabet of sirings. This is a fundamential device for
creating an unlimited number of symbols out of a limited number of charac—
ters.

11. It is useful and helpful to view definitions and declarations

as commands. As discussed in more delail in Chapter 2, this viewpoint
makes it easier to explain and easier to remember whal effect definitions
have and the times at which they become effective.

12. The provision of multiple, equivalent viewpoints of a given con-—

cept makes a significant difference in a programming language. Il is fre-
quently the case in programming languages that the user is constrained io
look at a concept in only one way. This has the advantage that one user
can know in advance how another user has viewed and treated the concept.
It has the disadvantage thal full flexibility needs the multiple view-
points. By restricting the viewpoinits to one, in any given instiance, the
user may lose some of his ability to express his ideas in the way most
natural to him.

In the rescarch work reporied here, I have made a conceried effort
to avoid limiting ourselves arbitrarily to single viewpoints. The conse-
quence is that the user musi pay more attention to which of several possible
viewpoints is being used. He must know, for example, whelher a given set
is defined by an enumeration of its members, or by an algorithm which gene-—
rates the members.

13. Such fundamental mathematical notions of "sei!, "relation", and

"function' are not expressible simply and uniquely in the programming con—

texi. There are muliiple, equivalent forms of expression, but the equiva-

lence is not automatically invoked. It is impractical to legislate the use
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of only one of a set of equivalent forms, because cach form has its ad-

vantages. 1t{ is the burden of ihe user, therecfore, to know which alternate

equivalent form is being used in a given circumstance.

of

14, The ALGOL concept of "call by value" has been replaced by one

"call by reference". A parameler called by reference must either be

an
or
of
by

identifier of a data element or an expression which when "executed®
treated" will yiecld an identifier of a data element. Where identifiers
data elements such as literals and funclion resulis are nol supplied

ithe user, they musi be automatically supplied by the processor.
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CHAPIER 4. DATA ELEMENTS AND STRUCTURES

FUNDAMENTALS

"Basic clements." An algorithmic language is largely characterized

by the kinds of data elements that can be described and manipulated. One
of my goals is to define a set of clements that include the elements col-—
leclively available in curreni Yhigher-level" programming languages. I
call this sel my "basic sel'" of elements. "Basic" does not imply thal the
elements are not composites of other elementé. Rather it connotes that it
is the set of elements which are "given"—"undefined in the language sys-—
tem", as the logician would say.

Those bhasic elemenis which admit of no fgrthcr subdivision, or alter-
natively stated, have no structure or are nol composite, I term "simple
data elements', or "simple elements!. Rather obviously, those elements
which are not simple must necessarily be composite. As we shall see later,
the components of composite elements may themselves be composile elements,
so that the definition of '"composite!" is necessarily recursive. Also as
we shall see later, 1 will choose some frequently-used composite elements
to be in the "basic!" category.

Alphabet. An alphabet is some set of distinguishable marks which aie
considered not to be decomposable into other marks without some special
operation. A language is based upon having a given alphabet. 1In the con-
texl of programming languages, the alphabet is some set of characters that
can be concatenated into strings. Examples of an alphabetl for programming
are tne set of characters on a typewriter keyboard, or the set on a card
punch.

We might ask the question: Can the given alphabel for language be ex-—
tended by means expressible within the language? It is indeed possible to
conceive of a wechanical processor which can perceive a character, add it
to the stock of characters in the processor's working alphabet, and be

able to outpnt the character in a form recognizable by humans. Such a

_processor would have to have some means of recording and reproduc.ng an

arbitrary mark. Mcst programming language processors (computers) available
today do not have the extension capabiiity just outlined. For this rcason,
I have chosen to limit the present phase of invesiigation to languages

and processors with fixed alphabets.
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I.shall henceforth call ihe alphabet the "given alphabel! The
given alphabetl includes all the characters found on a standard iype-—
writer keyboard, plus some olher charactiers which will be specified later.

Siring. The notation of string is primitive (not defined in the lan-
guage). A siring is a sequence of any cﬁaracters of the alphabet, possibly
including blanks.

Having chosen the notion of siring as primitive we are faced with a
problem: how can a string be splil into its component parts? VWe have on
the one hand the notion of a string as a unit, playing the role of a
single, individual svmbol. On the other hand we ai times wani to consider
a string as an ordered sct of characlers, and have the ability to scan und
to médify this set. It is this dual role for strings which presents the
problem. We simply noie the problem at this point; its resolution will
be treated later after the concept of composites has been developed.

Note that a string as here defined can contain quote marks. VWhen a
string containing quote marks is quoted—surrounded with quote marks—
ambiguily may result. That is, it may not be possible by inspection to
discover the original stiring. Techniques exist for preventing such ambi-
guity from being created; these are discusscd elsewhere, in a section en-
titled "The control character interpretation problem".

Defining sets. One of the primary abilities needed in a programming

language is that of defining sets. One class of members of sets is value-
strings. Another class of members is data elements, both simple and com-
posite.

Thera are a variety of ways of expressing sets. All these ways should

be usable by the programmer:

1. enumeration, a listing of the names of the members. (If the mem—
bers are value-strings, their names are simply the quoied value-
strings.) Such an enumecration is represented as a composite data
element (unordered).

2, generation, an algovithm (or formalion rule) for generating ihe
names of the members. For example, "all strings of length less
than 10 which are composable with the substrings 'A', 'AB', and 'C'."

3. resiriction of a given set by a condilion (a predicate). Alterna-
tively stated, this is a decision rule, a recognition algorithm,
for deciding if a member of some given set (some "universe of dis—~

course') is a member of the desired scet. The desired set is in




effect derived by examining in turn every member of the desired
sel. VWhere the universe of discourse is small, this "flotal exam-
ination'" scheme is workable and useful; where the universe of dis—
coursc is not small, however, this scheme is impractical. There
are some interesting special cases of this method:
a. stating properties that members, assumed to be composites,
have in common;j
b. being in a class of data elements which stand in a given
relationship io a given entity. Specific examples:
1) having a given element as a model;
2) being an identifier of a given element (a set of identi-—
fiers thus defined are synonymous).
(Some fairly cumberson devices have been used to express
this concept. 1In AEDNET, for example, this seil of relation-
ships is expressed by tying the related members together in
a "ring" structure.)

k. some sct—theoretic combination (ihat is, union or intersection)

of sets already defined.

Note that sone sets exist by virtue of satisfying some predicate (e.g.,
have some specified relationship to a specified set of properties), and
are not otherwise explicitly listed as being in a list or set.

For the purposes of testing whether a member is in a gfven set or
list, the user theoretically need not be conscious of whether the answer
is delivered by a recognition algorithm or a list search. For the purpose
of modifying lhe set, however, the user must be conscious of the distinc—
tion, because the modification of each must be done differently.

From a praciical standpoint, however, even the asking of questions
about set membership would appear te require the user to know how the set
is defined. To do otherwise would burden the processor with deducing how
the set was defined; this seems to b2 a non-irivial task.

I make the provisional definition thal Yset!" is a general, abstract
concept not representable in a unique way. The construction, testing,
and modification of sets demands that the user know, and be explicit about,
how the scts are defined. The testing of set membership must then be
spelled out explicitly according to the nature of the set. E.g., is X

in an association list (X,Y,Z)? Does X stand in tihe relationship R to




Fostiac SR T

taead  ERETY

B

46

clement 1? Does X have elements A,B standing in the relationship P to it-
self? Since a list is a set with a tolal ordering imposed in it in some
way, lhese arguments apply to the concept of list as well, and, in general,
to any ordering. In ithis connection, it may be useful and desirable to
have transformations which will convert one type of setl representation to
another.

Sets. Ii will on occasion be desirable to provide for sets having
repeated members. In order to be consistent with the well-established
mathematical definition for "seti" I call such an entity a "set with pos-—
sible duplications! or, verhaps, abbreviate it to "set wpd" when I am
lazy.

A sel is a single entity whose cardinality is 1. We will on occasions
encounter an aggregation which has not been éxplicitly defined as a set.

It will be more convenient for certain purposes not Lo regard this as a
set but rather as an enlity haviug the cardinality of the number of mem-
bers. I arbitrarily choose the new name "aggregate! for this entitly.

Equivalent concepts. There are fundamentally different ways of ex—

pressing the same concept. 1In our thinking, and in expressing a concept
in natural language, however, some means must be available for dealing
with equivalent concepts. Of course, it would be desirable to have the
processor recognize such equivalences so that the user did not have to
concern himself with them. This is {oo much to expect at the present time,
however; I dismiss this possibility from furiher consideration. As a con-
sequence, we must place on the user the burden of knowing which of several
equivaler.t forms he may be using, and of converiing f.om one equivalent
form to another when the need arises. Another way to phrase ithe problem
is that a setl of concepts may be equivalent at one level of detail (or
level of abstraction!) but may not be equivaleni at another level. The
import of this philosophy will become clearer as the concepis of data
elements are introduced and discussed.

Notational conveniions for brackets. I adhere to the following use

of brackets:
[eveeieeceevnnececsnacanneasd imply an ordered set, or Wlist"
{..........................3 imply an unorderecd set
(R | imply grouping, without specification

as to ordering
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DOMAINS, MEMBERS, AND VALUL-STRINGS

A domain is defined to be a sci of entities where "entities" is about
to be defined by example. Examples of the domains used in current lan-
guages are:

1. "real", meaning posiitive and negative rational numbers (up to

some magnitude usually dictated by the word-lengih of the machine
on vhich the processor is implemented);

2. M"integer", meaning positive and negative whole npumbers (up to some
magnitude usually dictated by the word-length of the machine on
which the processor is implemented);

3. "Boolean", meaning the set of 2 members: "{irue”, and "false'.

4. "Siring'", meaning the set of all strings composable with the alpha~
bet of characters available on some assumed processor, and with a
specified bound on length.

The members of a domain are variously describable as "entities", "concepts",
or "values'". However they may be described, the individual members are

1 ideas, and these ideas are not directly sensible by a machine. Each men-

A ber is therefore represenied by some string of characters. It is this

string of characters that can be sensed and manipulated by a computer pro—

gram. These strings of characters representing members of domains I call
"value-sirings" because they represent 'values!, because they are strings,

and because lhey need to be distinguished 1com other types of strings.

To repeat, computer programs deal with classes of entities called
3 'domains of value-strings". Value-strings and domains are discussed in
§ - more detail below. This research is based on the idea that the user should
be able to create domains of whatever value-strings he wishes, and io be
able lo define functions on these domains.

Value-string. A "value-string" is a member of the set of finite,

non-null strings* which can be forimed from the given alphabet.

faSb i kit
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*"Finite, non-null strings" is the mathematician's way of saying
"all strings excepi those composed of no characters and those com—

posed of an infinite number of characters.

. A valuc-stiring represenis a value, where a value is a member of some set

3 of concepts called a "domain". A processor cannot sense this member (ihis
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value)} it is only a conceptl, such as a '"number', a "truth value", a
state" of an objecl, or a '"value of a property". We can only represent
a member of a domain of values, though possibly we can represent it in
more than one way. It is only in tlerms of these representations, which
are arbitrarily chosen, that machines can be made to deal with concepts.
The "meaning" of a valuc—-siring may be suggesied to us by its form, butl
its meaning or behavior in an algoriithmic process is wholly determined
by the functions that are defined on it.

Words sometimes used {o mean what I define as '"'value-string" are:
"value", Mliteral', "string", "representation', "constant!, and "non-
logical constant",

.A value-string may be used to represent members in more than one
specific set of concepts (domain of values). Or, what amounts to the same
thing, a value-string can simultaneously be associated with more than one
domain of values. In such cases, to avoid ambiguity, it is necessary
when exhibiting a value-siring to specify at the same time to which set
or domain it belongs.

A 'value' can then be defined as an abstract concept or invisible
entity which is represenied in some processor by a value-string. I use
abstract! and "invisible" to emphasize thal the represented member is
not present inside the processor: only its rep sentation is present.

Domain of values. 4 "domain of values" is a set of concepis. A do-

main of values has a corresponding set or domain of value-strings, which

is some subset of the finite, non--null strings composable with the given

alphabet. An example of such a sel of value-sirings is {T,F}. (Note to

the non-mathematician: the curly brackets are conventionally used to mean
a "set", a collection of elements in no particular sequence)

A domain of valucs has a name (possibly more than one name), which
itself is a value-siring from the sel of possible strings. I call such
a name a "domain designator". An example would be "Boolean'", which is
the uzual name for the domain whose associated value-strings are "I'!" and
WF, It is a convenient and harmless ambiguity to lel & single string
serve both as a name for a domain of values and as a name for the set of
associated value~stirings. Henceforth, I allow this ambiguous role of the
"domain designalor'". After this present section, however, my use of
"domain designator” will refer consistenily to sels of value-strings. A

sct of value-sirings I will consistently call a "domain."

48

Ve

- e Ao, o =

-’

B e s e A -




3

.49

Al first il mighl scem decsirable to have all possible value-sirings
in one big domain-—a "universal domain', or "universe of discourse". It
is desirable, however, to divide the sct of value-strings (ihal represent
values) inio named, possibly overlapping, subsets (domains) for the fol—
lowing reasons:

1. To permit the use of a given value-siring to represent different
concepls. Example: "2" could simultancously represent a length
in inches, a weight in pounds, an amouni of money in cents, and
the number of members in a specified sect.

2. To make possible the prevention of nonsense: the preveniion of
ihe computation of "garbage". Examples of nonsense: (a) to set
the value of a Boolean variable to "30"; (b) to set the value of
a data element intended to take the values of weight in pounds
to the character "2"; (c) to multiply inadvertenily 3 feet by 18
inches expecting to gel an answer of area in square inches.

We need the ability 1o specify and name new domains to suit special pur-
poses, for reasons of convenience and checking, and to get an output in

a specified form. It should be possible to definc new domains noi only
at the time a program is writien, butl alsoc during the execution of a pro-
gram.

Defining a domain. A sel of value-strings corresponding to some do-

main of values can be described in any of several basic ways: by enumer—
ation, by a generation algorithm, or by a universe of discourse and a
recognition algorithm. These basic techniques for describing a set can
be used in combinalion to describe other sets. Il is also possible to
create new sets out of set-~theoretic combinations of sets already defined.
Enumerated domains can be in the form of composite data elements,
while domains described by algorithm will be implicit in those algoriihms.
In order to be able to construct a new domain, however, the concept of
domain musi{ already exist, as musi the domain of strings. The concept
of domain is created by having as part of the given sysiem a domain of
domain names. This is a composite of fixed structure, telling for each
domain whether it is defined by a data element (a composite) or by an al—
gorithm, and for ihe algorithm case it may give an identifie™ of a gene—
rator of ithe menbers oi the domain, an identifier of an existei.ce recog—

nizer for members of the domain, and ihe identlifier of an equivalence
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generalo™ and recognizer. An initial entry in the domain ox domains must

bc the name STRING. It should go without saying that the given system

must also have the functions and transformations needed to carry out this

e

domain definition process, including the algorithms for generating and

recognizing strings.

| A |

It will on occasio:,* be desirable to be able to specify an ordering

of the members of a domain. Fer example, for the “omain of characters,

T

one might wish to be able to define a total ordering of the value-strings:
this ordering is commonly referred io as "collating sequence." Another
example: to give in order ihe designations of the hours in a day: the first
hour is anomalously numbered 12 rather than 0, sc we have the ordered set
[12,1,2,3,4,5,6.7,8,9,10,11]). (The reader is rcminded that throughout this
work, I shall consistently use the curly brackets to bracket an unordered
set, the square brackasts to bracket an ordered set, and parentheses to

indicate grouping without regard to the ordering of the parenthesized mat-—
erial.)

Expressing ordering on & domain will be done in one of two ways:

1. It the domain is defined as a composite data element, the order-

[s-gh-r ]

ing will be expressed as relationships between the component
simple elements.

2. If the domain is defined by algorithm, that is, by a pair of al-
gorithms, one of which generates the domain and the other of
wvhich reccgnizes an element in it, then ordering will be expressed
by a third algorithm which tells if iwo elements stand in the
ordering relation.

Note also that ordering a domain makes possible another means of

referencing a value-string: that of giving a domain name and the ordinal

position of the desired element within that domain.

Including units of measure in a domain. How do we apply our domain

and representation concept to the expression of numerical units? How,

for example, shall we prepare to deal with lecngth in feel? There are

two obvious choices:

== Zawmeca

1. Let the domain-name be "length—~in-feet" and let the representations

associated with it be numbers, say, integers;

oo

2. Let the domain-name be '"length!, and let the representations as-—

X ) sociated with it be numbers (say, iniegers) followed by a unit
3 g name, say, inches.

.
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From the standpoint of domain definition, both approaches are equally
acceptabie. The second approach, however, imposes the additional burden
on the processor of recognizing that a number followed by a unit desig-—
nation is to be considered a single represeniation.

Similarly, one might wish to have a domain of U.S. dollars. We have
the choice of including the dollar sign and decimal point as part of the
value—string, or we can supply it by an editing transformation when needed
If the non-numeric characters are included in the "alue;strings, however,
the functions defined on these value—strings-are somevhat more complicated
to write.

Multiple value-striﬁg§7for the same concept. We may wish to have

muitiple representation for the same concept. For example, the numbers
10 and 8 in base 8 and base 10 notations, respectively, represent the same
integer. In order to be able, for output, to choose between these repre-—
sentations or to check them upon input we should be able to assign them
to different domains. However, there is no reason that we cannot have
two different but equivalent representatioﬁs in the same domain. This
may give rise to some ambiguities, but as far as I can tell, they will
be harmless ones. (There may arise a need for some convention as to which
of the equivalent representations is the "principal' one; this might be
needed for debugging or output purposes where the specific domain was not
explicitly specified.)

In order to be able to use equivalent value-strings interchangeably,
however, we need some means of expressing their equivalence. That is,
we need some explicit way of declaring that two value-strings, whether
they be in the same domain or in different domains, represent the same
concept. Whether two equivalent representations can be used interchange-
ably depends on how functions are defined on these representations; this
will be discussed in more detail later under "Definitions of Functions".

Defining pairwise equivalence for sets of representations can be

done either by explicit enumeration or by algorithm. For large sets, how-

. ever, such as for the range of integers handled by a given processor, it

is obviously unfeasible to do it by enumeration.

Special and universal ccncepts. There are a number of concepts with

broad applicability which could be concidered automatically to be members

of every domain. For the purposes of permanent preservation and ready
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common to all other domains. Our first member of the universal domain is
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availability for the construction of new domains, we might have these "uni-—
versal! concepts stored in a domain called M"UNIVERSAIM. These universal
concepts are discussed briefly below.

The concepts of “érbitrary" and '"random" are useful for selecting

e N e w e ben -

an element from a composite such as a set or a list. We take the view

that they are functions which can be applied to some element. In parti-—

.
o %

@

cular, they can be applied to domain designators {(which name a set of

value~strings) to select one of those strings. It can also be applied
to the set of domain designators, in which case it selects a domain desig-
nator.

.The concept of Mundcfined" has the nature of being an explicitly-de—

fined member of cvery domain, including that of domain designators. It

2 o e st It B AT

seems impractical to have to include the value-string of Y“undefined" in

every domain. An alternative is to construct a special domain, which we

might call the “universal®% domain, in which we will put value-strings

then the value-string "undefined". We might also have a special charac-~

ter reserved for this role, which we would then declare to be equivalent

o i AN Y AP e a2t T

to Mundefined",
Note that there are two kinds of "undefined":
1. domain unspecified and not uniquely determinable from value-string. i
2. value-string unspecified, although domain is specified.

Note also that these two types of "undefined" can apply both to arguments

and to funntions. Diagnostic messages should distinguish between the 2

types of "undefined!" and should indicate whether it arises from evaluation

of arguments or of a function.

-
)

Other candidates for ihe "universal" domain include:

1. "missing", meaning"relevant but unknown''; perhaps “undefined" is

good enough for this purpose;

B A

“

2. Ynon-existent entity": empty (cardinality zero), no correspondent;

JOU 1Y

5. fistructure undefined!;

4, "structure improper!; _

5. "inconsistent", contradictory; overdefined;

6. "ambiguous", as might result from asking for Ythe name'" of an
element which has more than cne name;

71 tumrestricted”" or "any"—this will have applicability as a value

of a restrictor;

———— - “‘w:' - ?"‘o‘
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"unspecificd" means "derivable from other information' as is lhe
domain designator associaled with a value-string which exists

in only one domain.

9. "null®, an element of cardinalily 1, as distinguished from "empty",
above, which has a cardinality of zero. The concept of null is
extremely useful for constructing recursive definitions.

SIMPLE DATA ELEMENTS

Cells", 'variables!, and "constants". A 'cell" we define to be a

storage slot of unspecified size which contains exactly one value--string.
(If no value- 'tring has been put into it by the user, then it must con-
tain one which is interpreted by the processor as meaning "undefined'.)

Words sometimes used to mean what we define as "cell® are "variable' and

e

Tatomic element'. A cell may have identifiers associated with it, by means
to be discussed later.
There is a distinction between a "variable X" and a "constant X".

If X is a variable, UX" is the identifier of a slot containing some value~

7

el wend WSS RS werd  aew e

string wvhich is called the "value of X", The "constant X", liowever, is a

value-~string. It does not have an associated identifier and it cannot be

e

modified in the sense that a variable can be modified.

Féd

When a variable is assigned a value, that is, when a cell has a value-

string put into it, we say the variable is !""bound". It is then no longer
variable, it is constant (although temporarily so, perhaps). A variable,

or cell, is not a constant in the sense of being a value-string. Rather

r—;§\ e—i

it contains a constant, or value-string.

A das

Simple data elements. A simple data element, as distinguished from

° .t'i 3“

a composite one (to be defined later), is compused of one or more cells.

A simple data element can be thought of as one which expresses a single

—

value of a variable, a single concept. It corresponds roughly to the idea

of U"simple variable" in ALGOL.

]l"l AR
[]

: One of the cells of a simple data element holds the "principal value—
' string" of that data element. Other cells, tied to the principal value
rl cell in specified relationships, can hold such entities as identifiers,
domain designators, aund other pieces of information Mabout! the principal
"‘l value-string. This definition of "simple data element" may be confusing

because the cells tied to the prihcipal value cell can themselves be simple

data elements. 1In general these latter are incomplete simple data elements,
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If they were not, a simple data clement would have a set of simple data
elements giving information about cach, and so on, ad infinitum.

A c2ll can have associated with it, in various naming relationships,
a set of strings from the domain of "identifiers'". Examples of such
naming relationships are: ordinary-name—of, principal-name-of, class-namc~
of.

A domain designator can stand in either of two rclationships to a
cell: it can be in the relationship of “domain descriptor', or ¥"domain
prescriptor!, A domain descriptor is used when the domain of the value-—
string cannot be discovered by inspection: that is, when the value-string
occupying the cell is not unique to a single domain. A domain prescriptor
is used to prevent the cell from beiny assigned (from containing) a value-
string from an unwanted domain; ultimately this helps to prevent the com-
putation of Mgarbage'". 1In other words, the value-strings which stand in
a domain prescriptor relationship to a given cell specify the domains from
which value-strings can be accepted. A domain prescriptor is not limited
to being a single domain designator, however; it can be a set of domain
designators, which are then interpreted as being alternative possibilities.

Some intuitive (informal) illustrations of these concepts are given
in Figure 4-1.

Constants. A constani is a value-string, stored as the constants
of some cell, and having an associated identifier. A conétant may be pro-
tected from "damage" (inadvertent alteration) by having some protection
indicator attached and by having the referencing mechanism mzke a check
for this indicator. This indicator is under the user's control, so that
he can turn proiection on and off as he wishes.

Identifiers. There is a very special class of value-strings which
serve as names of data elements, Henceforth we call these names "identi-
fiers". The reason that identifiers are singled oul for special mention
and treatment is that as a class they provide the fundamental technique
by which reference is made to data elements. However, individual identi-—
fiers are not the only device for being able to reference (access) a data
element. The whole issue of referencing will be discussed in detail in
Chapter 5. .

An identifier is some string of characters of the alphabet. ,To avoid

parsing problems, I arbitrarily restrict identifiers to be strings not
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Comment

Value-string; domain
designator not needed
for uniqueness.

Value-string plus
associated domain
descriptor.

Domain prescribed but
value-string not defined.

Neither value-string nor
domain descripteor is
defined. Expresses the
concept "any'",

. Identifier
. \, Ve
. C ct ) 2 123 )

S Domain Descriptor
- < integer-_\}—*

Figure 4-1.

Contents of cell is
not a value-string but
rather is an identifier.

Examples of Simple Data Elements
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containing blanks. The spelling of an identifier can be changed by pro-

grammable action, though not without running a risk of adverse conscquences.

I take the point of view that the identifier of a data element is
another element that stands in an Yidentifier relationship” to the first
element. I say, for example: "The string!"Ci!" stands in the identifier
relationship to the number represented by the string "123"., The identi-
fier relationship is not fixed; that is, a given string considered to be
an identifier can become fun-related" (in the sense of dissociated) to
one data element and be put into an identifier relationship with another
data element. '

The relationships of naming by identifiers I take to be primitive,
because there is no way in general of referring to a data element in order
to explicitly state that it stands in an identifier relationship. We will
be able to attach any string (having no imbedded blanks) as an identifier
of a storage cell. How this attachment is to be represented in a proces-~
sor is undefined in the language. More precisely, it is undefined in the
usér language, though of coﬁrse it must be defined in some way so that
the processor behaves aﬁpropriately when it receives one of the following
direétions:

1. Access the cell whose identifier is the (named or exhibited)

string H

2. Exhibii the string which identifies the data element which has

the following properties

A string can be made to stand in an ideﬁgifier relationship to nore
than one cell, as pictured in Figure 4-2, This makes the identifier ar
ambiguous one. Used by itself it involves a set of elements (but it does
not name an element which is a set). It is up to the user to be aware

of any ambiguities he may create, and provide for their resolution when

'necessary. To access a cell which has an ambiguous identifier, the ambi-

guity must be resoived by some information in addition to the ambiguous
identifier. For example, a pair of ambiguous idenlifiers may have a unique
intersection: that is, there may be only one cell to which they both stand
in the identifier relationship.

Several identifiers can stand in the identifier relationship to a
single element, as pictured in Figure 4~3. We say that these identifiers
are "synonyms"'with respect to that element., One of these identifiers

can be made to stand in the relationship of "pﬁincipal—identifier" to an
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element. This latter provision is to make possible the obtaining of a
consistent answer to the questiion "whati is the principal identifier of

the element having the following characterstics 20

Notice that we ma, kave a complex situation, pictured in Figure 4~4, in
which YA" is ‘he principal identifier of element 1 and an ordina.r identi—
fier of element !, while #B" is the principal identifier of elewea. 2 and
an ordinary identifier of element 1.

If strings VAY and "B!" both stand in the same identifier re. ticash p
to the same data element, "A" and "B" are synonyms. That they stand in
the synonym relationship to each other is an implied)relationship, but it
is not explicit unless we make it so. The language processor is not going
to méke logical deductions for us!

The set of all possible identifiers forms the domain of identifiers.
This domain will necessarily be defined by an algorithm because it is
too larqe 1o enumerate. The set of identifiers actually used in a given
program,'however, must be explic{tly enumerated and stored in some special
place known to the processor, for this set of identifiers must be examined
each time a reference is made to a data element by giving its identifier.
How a given identifier is "tied", or "related!, to the data element it
identifies will be explained later.

Since each identifier used is actually stored, it has the status of
a data element. As a data element, it is accessible to the user; he can
inspect it, modify it, or réplace it. One might think that in order to
access a data element which is an identifier one would need to reference
it by yet another identifier; this is possible but not necessary. An ob-
vious way to reference an identifier is to exhibit the identifier strings

in quotes, since quoting a string makes it into a name for itself. There

are yet other ways to reference identifiers, whiich are based on relation-

ships to other known data elements; how this can happen will become clearer
later.

Since identifiers are data elements, they can be created, accessed,
modified, associated with and dissociated from other data elements. Such
abilities are in distinct contrast to those in current programming lan—
guages which are designed to be compiled. In such languages, identifiers
expressed in the source language are "lost": they are converted “o machine
addresses by the compiling process and are thus made inaccessible to mani-

pulation by a program.
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Fig. 4-2 Ambiguous Idertifier
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"There will be occasions when a data element will need an identifier.
In such a case, if an identifier is not sapplicd by the user, it mus.

be supplied automatically by the processor. On the occasions when an

g

identifier is generated by the processor, the generation must be done

in such a way as to avoid conflict with existing identifiers. This con-

o

flict could bz avoided by the processor's using one or more characters

reserved for the purpose. This is undesirable, however, because the user

e Ry

should be able to ask: '"What is the identifier of the element designated

*

?" or "What is the identifier of the element having the

A i

characteristics n

ade

On occasion the programmer could accidentally generate or specify;

an identifier that the processor had generated automatically. If we wish

Pesss m“"

to avoid this, we must either tell the programmer how to avoid accident—

ally picking an identifier that could be generated, or we must make every

(273
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introduction of an identifier give rise to a check of all existing identi-

TSI

fiers. The former is undesirable, and the latter, in the general case,

o

is costly to implement. A compromise, but not a foolproof system, is to
\f -

have the generated identifiers be of such composition that 1o human being

* ,\,.

would normally conceive of it as an identifier: for example, such un-
likely sequences as "XXX.1G",.

Unless' prohibited by formation rules for identifiers, a given string
may both be an identifier of a cell and be a value-string. Which inter-—
pretation it should have in a given instance must be determined from con-
text. For example, if a string is an argument of a function cell, the
definition of the function may determine whether that argument is to be
interpreted as an identifier or a value-string. It is less confusing,
however, if a given string is not used both as an identifier and as a
value-string.

The concept of "indirect name" is }eadily seen to be represented by
an element standing in an identifier relationship to a second element which
in turn stands in an identifier relationship to a third element. The
first element can then be said to be an indirect name of the third element.

"Such a chain of elements linked by an identifier relétionship could be
arbitrarily long. In such a multiple-link chain, the number of steps to
be taken from an element, regarded as an identifier, to its correspondent

could be given in any of several ways:

1. One might trace identifier relationship steps as far as they go.
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aé é. One might expect to give ithe number of identifier relationship
steps to go.

2 gh 3. One might find an explicit "indirection indicator" attached to
: some elements.

- I have not said the last word on identifiers. Later I will deal
] with two more issues:
? 1. The association of an identifier with a composite data element.
A 2. The association of an identifier, or marker, with a point "between"

two succesive data elements.
Review. The following examéle shows in more detail how we can use
; the concepts explained thus far. We assume the existence of a processor
v ' whicﬁ has the defining capabilities that are needed, but which has as yet
no particular domains or functions defined other than the primitive domain

of a given alphabet. Assume that the following statements are steps in

a program:

1 1. Choose strings "T!" and "F" as value-strings of a new domain.
]

2. Associate the identifier "Boolean'! as a name of this new domain.

3. Define a function on this Boolean domain as follows: )
a. arguments 1 and 2 called by value (in the ALGOL sense) N

1 b. result is from the domain "Boolecan!
# c. function table is:
3 argl  arg2  result
3 { T T T
, : T F F i
( F T F X
] F F F :
3

L, Associate the identifier "AND" as the name of this new function.

5. Evaluate the function AND ("T!, !TH): answer "TU,

6. Evaluate the function AND ("F", WTRUE"); answer: "undefined",

because the argument "TRUE!" is not yet defined. :
l 7. Add to ihis "Boolean' domain the value-string "TRUE", :
8. Let "T!" and "TRUE!" be equivalent.
9. Evaluate the function call AND ("TRUE", UTH): answer "V,

e

i o Ao -

10. Add to the "Boolean! domain the value-string "yt'.
‘ 11. Evaluate the function call AND ("U', U"F") answer: "undefined",

because the function hasn't been defined for this combination of

i arguments.
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12, Add Lo the function table for the function M"AND'":

argl arg2 result
T U U

F 1] F

U T U

U F F

U U U

13. Evaluate the function call AND (MU", UWF"); answer "F".

In this example we defined the concept of Boolecan variable, then defined
the Boolean function AND, and then exiended the domain and the definition
of the function to include a new member of the domain. Try that in your
favorite programming language!

‘The reader has been introduced to the idea of setting up arbitrary
domains of value-strings and defining functions upon them. These are the
most trivial, fundamental concepts, yet fev, if any, programming languages
provide for them, Current programming languages provide a few, fixed do-
mains: letters, digits, and possibly a few other characters and strings
of these; decimal integers up to some maximum arbitrarily chosen to match
the word length of some hardware machinej a set of rational numbers cor- -

responding to that set of quantities manipulatable by some "floating—

¢

point!" circuitry of the same hardware machine; a 2-valued, or "Boolean'!
domain. It should be painfully obvious that most current languages lack
the facilities for defining new domains, for representing the concept of
"undefined", for constructing identifiers freely.

How, in current languages, do we define, or simulate, a new domain?
We may be lucky enough to find that the domain we want is,a subset of an
already-defined domain. If we aren't so lucky, we will have to map men—
tally the domain we want into a domain that we have. And this seemingly
simple mapping can be very troublesome. Consider what we must do if we
want a domain of M"true,! "false,!" and "undefined". We might map these
into a restricted integer domain of O, 1, and 2, or perhaps -1, 0. and
+1. Then we would have to redefine all the conventional Boolean operators
("and', Yor', and "not", etc.) as operators on a set of numbers. This is
possible, and workable, but an unnatural and confusing situation.

COMPOSITE DATA ELEMENTS. ILLUSTRATED

Introduction to composites.- For all but the most trivial computations,

data elements are neceded which are not individual data elements but which
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g arce s~ts of elements associated in some way. Such a set of related ele- i

[P

ments we shall call a "composite data elementM. A simple example of a f
composite data element is a complex number, which is an ordered pair of
iwo numbers, the components of the composite being termed the "real
part® and the "imaginary part", respectively. A szcond example of a com-
posite is a human family. Such a composite has, usually, three components:
ﬁ termed a "father", a "mother", and '"children", where children in turn is
another composite, a set each of whose members is a '"child".

The design and storage arrangement of composites is a non—trivial
undertaking. In fact, for some complex data processiiig problems, it is

probably the activity that takes the majority of the analyst's effort.

This section intends to explain what is needed in the way of methods of
dealing with composites and to show one way of attaining the desired end.
F Because the subject of composites can be complex and difficult, I am
3 initially going to avoid definitions and abstractions, and present instead
a series of examples. Thus I will exemplify 'the requirements before for-
malizing them.

When I am describing composite data elements I must indicate which

of two kinds of description I am using: one kind describes the individuals

in the class; the other kind describes a single composite as if it were
the only inslance of a class. The first kind of description I will say
concerns a "model" and its instances, and I will refer to it as the "model"
type of description. An example of the model type of description is the
record description as used in COBOL and PL/I, which gives a record layout.
Each record of the file to which the record description belongs is an
instance of this record description or "model". The second kind of des-
cription is that of a lone instance which is not a niember of a class of
similarly-siructured composites, and I will refer to it as a "modellegs—
instance!" type of description. An example of this modelless~instance
type of description is the occurrence of a list structure in IPL-V. It
applies 1o exactly one structure, not to a class of similar structures.
Current programming languages usually provide for only one or the other
of these types of description, and rarely, if ever, for both. ‘
As the first example I choosc a calendar date with a specific mean— :
ing, say, "calendar date of lateét revision". This will be given in the

modelless—instance type of description. (Later examples will be prescnted
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which-;re consiructed around the concepl of the class of calendar dales.)

A series of cxamples based on this composite are given in order to
illusirate a variety of points. In all these examples I shall observe
the following conventions:

1. Expressions in capitals represent expressions which can be con—

sidered as actually stored.

a. Expressions without quotes are considered to be names: that
is, they could be found in some list of identifiers.

b. Expressions in quotes are "value-strings'!.

2. Expressions enclosed in square brackets are explanatory material
which is not explicitly stored.

3. Where there is no notation to the contrary, sequence is understood
to be material. Where sequence does not matter, either the nota-
tion M"set" appears, or the conventional curly brackets { and }
will be used.

Examples. The series of examples labeled 1a, 1b, etc., are concerned
with the modelless—~instance type of composite in which the parts are not
referenceable except by ordinal position. (That is, the components are
not explicitly named.)

The second series of examples, 2a, 2b, etc., introduces identifiers
of components and illustrates the fact that when th: components have
identifiers, the soquence of the components may not matter.

The third series of examples, 3a, 3b, etc., introduces models which
apply to a fixed sequence of components in the instances.

The fourth series of examples, ka, 4b, etc., introduces models which
describe iheir associated instances but in which the components do not
necessarily have a 1-to-1 correspondence with the components of the in-
stances.

The fifth series of examples, 5a, S5b, etc., illustirates complex('"mul—
tiple-level) composites, and the fact that the concepts of model and
modelless instance can be used together.

The sixth series of examples, 6a, 6b, etc., shows how relationships

and relations can be handled as composites.

The seventh series, example 7a, discusses the concept of models of
models, '

Id
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Example 1a.

[xdentifier] REV-DATE
[value-String]
[First compénent: year) ni1g67y
[Second component: monthl MAPRILY
[Third component: dayl nygn

Thus we have a three—component composite. The components are un-—
named (that is, their names are not explicitly stored). The components
are accessible (referenceable) only by givigg their ordinal positions
in the composite. Thus, the month component must be referred to as ‘''com-
ponent 2 of REV~DATEM.

Example  1b.

[Identifier] " REV-DATE
[Identifier] DATE .OF . REVISION
_ ' [value-String]
[First component: year] n{g67n
[Second component: month] "APRIL"
[Third component: dayl nign

Here we have two synonymous identifiers for the same composite as
illustrated in example 1a above. The "synonymity relation" exists only
with the respect to this particular composite. It could be the case that
DATE.OF.REVISION, but not REV-DATE, is an identifier of some component

in some other composite.

Example 1c.
[Identifier] REV-DATE
[Firsi component: year] [restrictor]  "INTEGER" ([Value-String] "1967"
[Second component: month] [restrictor]  “MONTH" [value-String]  "APRILY
[Thérd component: day] (restrictor]  M"WINTEGER" [Value-String] "1i5"

Here we have added a new dimension of information: a restriction as
to the nature of the value-strings which are legal components. These
restrictors specify that the value of the first and third components must
be from the domain of integers, and that the value pf the second component

must be from the domain of months. (We assume thai these domains have al-

ready been defined.)
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Example 1d.
[1dentifier] REV-DATE
[First component: year] [restirictor] WINTEGER" [Value-String]  "1967"

[second component: month] [restrictor]  “MONTH" or [Value-String]  "APRIL"
NINTEGER"

[(Third component: day] [restrictor] WINTEGER" [Value~String]  "15"

Here we have introduced another conceptj the restriction of a value-
string not to a single domain but to a set of alternative domains. In
the example I have restricted the second component to be expressed either

as a month name or as an integer (that is, month number).

_Examgle le.
[Tdentifier] REV-DATE
[value-String]
[First component: year] SR T Teydl
[Second component: month] HAPRILM
[Third component: day] nygn
[Fourth component: change marker] "RESET"

This is one way to have a marker, or indicator, associated with the
date, which marker can be programmed to indicate if the date has been
changed in some prescribed time interval.

Actually, this technique is intellectually unsatisfying. This tech-
nique implies that the marker is part of the date, which is nonsense. The
marker is 'associated" with the date in a relationship which we could call
Mtat is a change—indicator of 'b'", We would like some appropriaye way
of explicitly showing this relationship, so that we could get programmed
answers to such queries as:

1. "Does anything stand in the relationship of 'change—-indicator' to

' REV--DATE! 21

2. "What is ihe ‘value' of the element standing in the relationship

of 'change-indicator' to 'REV-DATE'?"

Example 1f. It might happen that we want our calendar date to be
available in two different sequences depending on its use. The year—
mont) <dday sequence is preferable for computational purposes, where we might
be incrementing the date by a given time interval between this date and
another one. For printout purposes, however, a different sequence may

be preferable, such as the government standard sequence: day-month-~year.
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fﬁe important concept here is that a single sel of values should be
viewable as two separate composites. The concept of a composite thus
cannol be a single set of storage cells. It must insiead be a referenc-
ing scheme to an arbitrary set of storage cells which does not preclude
applying other referencing schemes to those same cells.

The following illustrates in a very informal way the concept of having

two views of the same composite:

[Identifier] REV-DATE [Identifier] REVISED
[Value-String] . [Value-Stringl
[First component] [year] n1967" [dayl ni5u
[second component]  [month]  WAPRILM Cmonth] HAPRILY
[Third component] [day] nqsn [year] n1g967h

Example 1g. A situation could arise in which the 'day!" component
of the date was not given. Assuming that the composite structure for REV-
DATE was already set up, temporarily omitting the third component, and
possibly having to restore it later, is a bit clumsy. In such a case we
need a value-string such as '"undefined" which represents the fact that no

value-string representing a day has been supplied.

[Identifier] REV~DATE
[value~String])
[First component: year] n1967"
[Second component: month] ‘ MAPRILY
[Third component: dayl . "UNDEFINED"

Example 1h. 1In the preceding examples, the components of the com-
posite have been simple data elements. The components need not be limited
to simple elements, however; they can be composite. If an arbitrarily

complex composite, A, is to be a component of a higher-level composite,

"B, the reasonable way to represent A within B is by its identifier.

To illustrate, suppose a composite representing a transaction, in-
volving a sender, receiver, and transaction-date. Sender and receciver
can be thought of as simple elements, while transaction-date can be re-
garded as a composite, identical in structure to the revision-date shown
in example la. We could represent this with two separate composites as

follows:
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FIdentirfier] TRANS-DATE [Identifier] TRANSACTION.1

[Value-Siring] Lvalue-String)
[year] ni967! [sender] WJOE SMITii
{month] . UJUNE" [receiver] nTOM JONES!
[day] n2qn [date] TRANS—DATE

Example 2a.
[1dentifier] REV-DATE
[Part-Identifier] [value-String]

[First component] YEAR - n1967"
[Second component] MONTH TAPRIL"
[Thixd component] DAY nign

Here the components have individual identifiers so that a component
can be accessed by giving its component idgntifier as well as the main
identifier. For example, to access the value~string "APRIL", one couid
refer to'it as "month of REV-DATE".

- rxample 2b. With tbe éart—identifiers explicit as they are in ex—
ample 2a, there is no need for a fixed sequence of components. The com-
posite can be represented without any implied sequence of components thus:

[Identifier] REV-DATE

[Part-Identifier Value-String]
YEAR , n1967"
DAY nign
MONTH ' WAPRILM

This form corresponds to thai of the "property list" of IPL-V, the
"association list!" of LISP, and the "description list" of FORMULA ALGOL.

The contents of such a list need not be regarded as properties or des-

criptions. We will treat property lists later in this series of examples.

Example 2c.

(1dentifier] REV-DATE
[pPart—Identifier] (value-String]
[component] {YEAR, YR} U Teydl
[component] {MoNTH, MO} MAPRILM
{component] {DAY, DA} . nisn

Here the components have multiple individual identifiers. Now a com-—
ponent can be accessed by giving any oae of its components or part identi-

fiers in addition to the main identifiex. For example, to access the

-
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value—string "APRIL" one could refer to it equally well either as "MONTI
of REV-DATE" or as "MO of REV~DATE!".

Any of the part-identifiers may be omitted, leaving gaps in the
above layout. If the layout is consirained to be regular, the gaps
must be filled with some string such as "UNSPECIFIED".

Example 2d.

PART-IDENTIFIER: YEAR  RESTRICTOR: "INTEGER"  VALUE-STRING: "1967"
PART-IDENTIFIER: MONTH RESTRICTOR: "MONTH! VALUE-STRING: "APRIL"

PART-IDENTIFIER: DAY RESTRICTOR: "INTEGER"  VALUE-STRING: 15"

Here have been made explicit the types of association, or "roles".
Now we are completely freed of the necessity for regularity. We could
omit any of the above pairs without introducing confusion.

Example 2di. Because the component description of example 2d is
quite regular, we might be tempted to rewrite it as follows:

[xdentifier] REV-DATE

[RESTRICTOR] [VALUE-STRING]
[First «.cmponent: year) UINTEGER! 119671
[Second component: monthl] UMONTH" HAPRILY
[Third component: day] "INTEGER" . nign

We have Faken advantage of the regularity and have in some sense
effected an economy of description. However, with this economy we lose
the freedom to omit any part. We must substitute the string "unspecified"
or "undefined" for any missing part. '

Example 2d2. But suppose we had a composite like 2d1, with some
irregularity:

[Identifier] REV-—-DATE

[(First component: year] [RESTRICTOR: ] [VALUE~STRING:] "1967"
UINTEGER"Y

[Second component: month] [VALUE-STRING:] "APRIL"

[{Third component: day] [VALUE-STRING:] "1s"

We can easily force it to be regular; in the style of example 2d1i:
[Identifier] REV-DATE

[RESTRICTOR] [VALUE-STRING]
[First component: year] "INTEGER" . n1967"
[Second component: monthl] WUNSPECIFIED" HAPRILM
{Third component: dayl "UNSPECIFIED" nign
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Fiz. in doing so we have been forced to specify "unspecified" which
i3 a nuisance, and in some sense nusi waste storage.
Example 2e.
[modelless instancel

[Identifier] A A MFG.

[Part-Identifier] [value—String]
NAME MA A MFG"
STREET 1400 MARKET STREET"
CLTY . "WILMINGTON"
STATE "DELAWARE"

.This example shows that a given string, here "A A MFG'", can be used
both as an identifier and as a value-string. As long as we know from
form or from context which of these two interﬁretations to give a string,
we do not have ambiguity. We can even reference the "NAME of A A MFGY,

which is, naturally enough, "A A MFGY.

Example 3a.
[Model] [Instance 1] [Instance 2]
[Identifier] DATE [Identifier] REV~DATE [Identifier] ORIG-DATE
[Model name] DATE [Model namel] DATE
[value-String]l [value-String]
First component
identifier:] YEAR n1967M 119671
Second component
identifier:] MONTH "SEPTEMBER" IMARCH"
Third component
identifier:] DAY no3n non

Here we have a "fixed" model, in the =zense that the number and se~
quence of the components are fixed. A model is thus a rule concerning
the component parts of a sot of like composites (Minstances"). At a
minimum, the model provides for identifiers of the parts. It can also
provide for any other information which applies uniformly to the components
of instances individually.

Notice that a model itself is a composite data element. This sug-—
gests that a set of similar models may themselves have a model. Later

we shall see that such is indeed possible.
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Example 3b.
(Model] [Instance 1]
[Identifier] DATE [Identifier] REV-DATE
[Model Name] DATE

[Part-Identifier] [Restrictor] [value~String]
[First component] YEAR WINTEGER" n1967"
[second component] MONTH UMONTH! "SEPTEMBER"
{Third component] DAY "INTEGERM na3n

This model possesses domain-restrictors for each component. Other
types of information that apply individually and uniformly to all the cor-
responding components of all instances are: initial values, access—con—
trols, range limits on value~strings in an ordered domain. Information
which applies collectively must be handled in a different way (see example
6a). Information which does not have the same value for all of the nth
components must also be handled differently (see example 3c).

Example 3c. Suppose we wished to have a "changed-marker" associated
with each component of each instance. The contents of such markers can-—
not be stored in the model, since each mgrker is associated independently
with each component of an instance. That is, the contents (value-string)
is not necessarily the same for ilhe corresponding component in all in-—

stances. We need the following arrangement:

[Modell [Instance 1]
[Identifier] DATE [Identifier] REV-~DATE
[Model Name] DATE

&

[Changed-marker] [value-String]
[1st component identifier] YEAR "UNCHANGED" "1967"
[2nd component identifier] MONTH "CHANGED" USEPTEMBER"
[3rd component identifier] DAY BCHANGED" na3n

Example 3d. Certain kinds of models, called "skeletons", have ihe
interesting property that cvery instance of ihe model starts out as a
copy of the skeleton. That is, before any of its value-strings are modi-
fied, an instance is simply a copy of the skeleton. The kinds of infor-—
mation that would go in a skeleton are silructural information and values
which are initially the same for all newly—~created instances but which
thereafter are subject to change. Examples of these are: initial value—

strings, changed-markers, and slot allocation. Since part-identifiers
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3rd componceni of TRACT-4. However, the members of a set are understood
to have no fixed sequence within that set, hence a later access to the

3rd component of TRACT-4 will noti necessarily access the same element as

before.
Example 3f.
[Model] [Instance 1] [Instance 2]
[Identifier] BOOK [Xdentifier] B1 [Identifier] B2
[Model nam>)  BOOK [Model name] BOOK
[Part-Identifier] (value~String] [Value-Siring]
TITLE HSYNTAX" "ROOT TABLES"
AUTHOR "SMITH, J.P." NJONES, X,X."
PUBLISHER ) WILEY WILEY
' [Modell] [Instancel
[Identifier]  PUBLISHER [Identifier] WILEY
[Model name] PUBLISHER
[Part—Idertifier] [value~String]l
NAME "JOHN WILEY & SONS, ' INC."
CITY " "NEW YORK, N.Y."

This illustrates the occurrence of a composite WILEY as a component of
two other composites (B1 and B2). This occurrence of a component common
to two or more composites is what takes the data representation scheme
out of the pure hierarchy, or "tree," category.

Example La. It is not always appropriate to use a model having a
fixed structure. It may be desirable to have instances which contain
components chosen from a specified overall set of components. 1In such
a case the model may specify the overall set. Clearly it is necessary
for each instance to identify explicitly which components are present.

In this example, this identification has been accomplished by giving ex—

plicit part-identification.

[Model] {Instance 1]
[Identifier] DATE . [Identifier] REV-DATE
[Model namel DATE
[Part—Identifier] [Repetition factor] (Pari—Identifier]{value—String]
YEAR nqn YEAR n19674
MONTH "o or 1"
DAY "o or 1"

51
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and domain-restriclors are not subject to change on a per-—instance basis
they are not aporopriate to a skeleton. Both a mod 1 and a skeleton may

be used with a given sci of instances. Here is an illustration:

Model Skeleton Instance
[Identifier] DATE [Identifier] DATE~A [Tdentifier]  REV-DATE
[siceleton name]  DATE-A [Model name] DATE [Model name]  DAIE

[value-String] [value-String]
[1st component identifier] YEAR n1967" n1967"
[2nd component identifier] MONTH UUNDEFINED" MUNDEFINED"
[3rd component identifier] DAY "UNDEFINED" NUNDEFINED"

If the part-—identifiers were not needed, the model in this example
could have been omitted.

Example 3e. How do we give a name to a set of elements? In some
cases thfs set is the sel of instances associated with a model. But there
wiil be cases in which the members of the desired set either:

i. are not all the instances of a given model;

2. belong to one of several models;

3. are modelless instances;

4, are some combination of 1,2,3 above.

¢

To sum up, we need a method of specifying arbitrarily-chosen elements to
be members of a set. One way to do this is to consider that we have a
primitive model called a "set". "Primitive" means that the concept of "set!"
is not defined in the user language. Any set we wish is then an instance
of this model, and is essentially a list of identifiers of members of the
set. An example of a set is:
[xdentifier] TRACT-4
[Model name] SET
[value-String]
HOUSE—-A
HOUSE-B
HOUSE~C
HOUSE-D
House—~A, House-B, ectc., are the identifiers of composite data elements,
each of which might be an instance of a model called HOUSE. Since at any
given time there exists some seqdence of the components of a set, the

components of their identifiers can be accessed by ordinal positicn, e.g.;
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[Instance 2] [Instance 3]
[xdentifier]  PUB-DATE (Identifier]  ORIG-DATE
[Model name]  DATE [Model name]  DATE
[Part—identifier][Value-String] [Part-Identifier]{Value-Stiring]
MONTH #APRILM . MONTH VAPRILM
YEAR 119671 DAY ny5n
YEAR n1967"

s The model illustrated here says, in effect:

1. The component YEAR must occur once.

2. The components MONTH and DAY are oplional.
Note that the sequence of the componenis is immatcrial, because ecach com—
ponent explicitly contains iils associated po: t—identifier.

.Examgle bb. We may want a structure vhich is a set of similar com-
ponents but for which the number of componenis is not known until after
program execution has begun. An example might be a specific set of chil-

dren, illustrated thus:

[Identifier] CHILD-SET [Xdentifier] CHILD-SET-1 [Identifier] CHILD-SET-2
[Model name] CHILD-SET [Model name] CHILD-SET
(Part-Identifier] CHILD [Value~String] [value~String]
[Repetition factor] any "JOEM UMARY"
lIFRANKII
"BETTYII
Tne data—-definitior. language of Siandish calls this "indefinite replication".
Example 5a.
[Identifier] SALE-1
[Part—Identifier] [Value-String]
SELLER uJOE"
BUYER UMAXM
DATE DATE~1
(Model] [Instance 1]
[identifier] DATE Eégngiﬁi:Z% §ﬁ$§“1
[®irst component] YEAR 11967M
" [Second component]  MONTH ‘ WAPRILY
[Third component] DAY ny5n
This example illu tes two things:
EEpENp—




h

g [ i: Composites can have as componentis other composites.

2. A component which is composite need not be of the same kind as
3 ‘ iis overall or parent composite. Here the parent composite is
a modelless instance while one of its components is a modelled

instance.

It is also true that the components of a given composite need not be all

of the same kind: there can be a mixture of modelled and modelless instances.

Example 5b. There is a fine but imporiant distinction between two

uses of a component which has several members. Consider this example:

28 [Identifier]  ITEM-1 [Identifier] D1
4 [Model name] ALTERNATIVE-SET
C [Part—Identifier][Value-String] [Value-String]
- TITLE: HBUGS" : HTR-103"
AUTHOR: nJ,J. JONES!" "AD 000 122"
f PUB~DATE: 11963 HSP~1066"
, DOC-NO: D1

In order to be able to locate this composite by searching, we want to be

able to say something like "that composite which has a (presumably unique)

e & Jabt

value-string of 'SP-1066' as a value of DOC-NO". Further assume we do

not know in advance whethear DOC-NO has as its value a single value-string

or a set. We could test each occurrence of DOC~NO to find out whether
its correspondent was a single value-string or was a set. This is rather
clumsy. What we want is the flexibility of having a component (DOC-NO)
for document number which can have any number of associated value-strings
without having to make an artificial distinction between the cases of 1
and more-~than-1. It should be noted that there is an alternative, and

equivalent method of expressing groups of similar components, as exempli-

ficd below:

[Identifier]) ' TTEM-1

[Part-Identifier] Value-String
TITLE: HBUGS"
AUTHOR: "J.J. JONES"
PUB-DATE: HTR-103"
DOC-NO: "AD 000 122"
DOC-NO: , 1SP-1066"
DOC~NO:

Example 5¢. Certain inform.tion applies to a set of instances col-
lectively rather than individually. Examples of such information: The

number of instances, the '"highest value’ of a value-string of a specified
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compoéént of all the instances, and arbiirary properties assigned to tihe
set of instances. Such information goes by the name of "property list"
(IPL-V), "association list" (LISP), or "description list" (FORMULA ALGOL).
We call it "summary information'. Therg are two fundamentally different
ways of attaching summary information to a set, which here we will call
the "data set", to distinguish it.

The first method is to consider the summary information as a com-—
posite, the data sat as a composite, and the first composite standing to

the second composite in the relation '"property set of'".

[1dentifier] PROPERTY-RELATIONSHIP-1
[Model namel SET
PROPERTIES-A
TRACT-1
[Identifier] TRACT-1 [Identifier]  PROPERTIES-A
[Model name]  SET [Model name]  SET
[Part-Identifier] [Value-String]
HOUSE-A LOWER~PRICE: n$18, 200"
HOUSE-B UPPER~PRICE: ng22, 500"
HOUSE~C SCHOOL~NAME : THUGHES"
HOUSE~D

This approach says, in effect, the composite named PROPERTIES-A is a list
of properties which apply collectively to the set (of houses) named TRACT-1.
The second approach is to make a composite of the properties, as individual

components, along with the name of the data set.

[Identifier]  TRACT-DATA-1 [Identifier]  TRACT-1
[Model namel SET [Model name]  SET
[Part~Identifier][Value—String]l
lower price: ng18, 200" HOUSE~A
Upper price: ng22, 500" HOUSE--B
School name: "HUGHES" HOUSE-C
Tract-Ident: TRACT-1 HOUSE--D

Example 5¢1. A possible variation on example 5¢ is to replace the

component pair

LOWER-PRICE: "$18,200"
UPPER-PRICE: "$22,500"
with PRICE~-RANGE: RANGE-1

where RANGE-1 names a separate composite as follows:
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[Part—Identificr]
| LOWER-PRICE:
UPPER-PRICE:
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RANGE-1
SET

(value~String]
n$18, 200"
ngaz, so0"

Example Ga. Supposc we wanted to express a relationship among several
entities, where by "relationship" we mean an instance of a relation, and

by 'relation" wemeana set of relationships. Let us name these entities
A,B, and C without saying what they aclually consist of. (They might be
names of cities, for example). Then an instance would be:

[Identifier] X1
[Model namel] LIST

[value-String]l
A
B
Cc

This could be a relationship which is an instance of the relation "between',.

This relationship corresponds to the sentence "B is betwecen A and C'". The

reader is reminded that the mathematicalndefinition of a relation is a

[emommimpettatasdigha e A

set of n-tuples (I call it the set of instances), where each n-tuple is
a list (ordered set) of names of entities which stand in that relationship.
Note that we could give component identifiers to the parts of a relationship:

[rdentifier] X1
[Model name] SET

[Part-Identifierl]{Value--String]

LEFT-0BJ A
MIDDLE-OBJ B
RIGHT-0BJ c

We might prefer a form in which the model was explicit:

r i [Model]
( [Identifier] BETWEEN

[Instance]

[Identifier] X1
[(Model name] BETWEEN

[Part—Identifier] [value-String)
g LEFT-0BJ A
i MIDDLE-~OBJ ) B
RIGHT—OBJ c

If we wanted the relationship to be symmetric we could have instead:

¢’
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[Instancel

[Identifier] X1
[Model namel LIST

e o sy e el SR EAL R R S
SR

[Part-Identifier][Value~Stringl

END OBJ
END OBJ
MIDDLE OBJ

Example 6b.

relationship as a special case of linear ordering.

of components we have the primitive model
fact that B is between A and C by writing
[Model namel] LIST
A
B
c

Notice that here an identifier is not needed.
ate identifiers with individual relationships.

have an identifier is the set of all the individual relationships; this

A
C
B

LIST. We could express the

identifier would most sensibly be the name of the relation concerned.

Example 7a. Since a model is itself a composite data element, one
might conjecture that a model could itself have a model.

the case. It is
model of a model.

sary, however.

possible to go another "level!, and have a model of a

enowh primitives to take care of almost any conceivable situation.

A very rough indication of this concept of a model of a model is

given in the cxample below:

[Instancel
[1dentifier] P1
[Model name]  PERSON
[Part-Identifier] [Value-String]
NAME NJOE WILLIAMSHY
SEX . "MALE"
BIRTHDATE nh/15/270
STREET 12 POST ROAD"
‘ [Mode1]
[Identifier]  PERSON

[Model namel

MODEL~2
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A slightly different viewpoint is to regard the "between!

We in general do not associ-—

The meaningful entity to

réd

This is indeed

It is not clear that this latter capability is neces-

It appears that one can supply the second-level model with
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o

[Part-Identifier] [Domain Restrictor) [Repetition Factor]
NAME STRING ) 1
BIRTHDATE SHORTDATE Oor 1
: STREET STRING Oor 1
£ SEX SEX-ABDR 0or 1
1 Note: thié model has to say, in a way not shown here, that every related

instance of this model is a set of "Part-Identifier: value-string" pairs.
[Model of modell

[Identifier] MODEL~2
[Model namel -

1 ' . cecesacanes
Note: This model has to say, in a way not shown here, that every related

instance of this aiodel is a set of"Part~Identifier: domain-~-restrictor:

TGN
-

repetition—factor" triples.

The foregoing examples of composite data elements are intended only X
to be illustrative. They lack completeness and rigor. For example, in £
i exanple 3b, I have not indicated how the di fferent components of the model

are to be recognized. In example 3¢ I have not shown how the parts of

the instance are to be recognized.
These examples try to convey the range of variation of data struc-

tures. They have not illustrated all possible combinations of features.

To have done so would have been needlessly confusing. When all possible

combinations are considered, there is a very large number of data struc-—
tures. A truly flexible language must provide for them all. Such a lan-
guage will be practical only if it can provide for this wide variety of
structures by a simple bul general technique. If it cannot, then either
it will accommodate too few structures, or it will be cumbersome through

having too many individual ("ad hoc") types of data description. A goal

in this work is to show such a general method of dealing with a wide variety

Bt Mo e e S L T X T, A

of data structures.

One of the general goals has been to provide explicitly as much of
the structural information as possible about a composite data element.
'When all of the structural information is made explicit, then it can be
changed during program execution, thereby providing for the maximum
flexibility.
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COMPOSITE DATA ELEMENTS DEFINED

The' basic concept of a "composite". In the preceding section I have

given examples of composite data elements and by these examples have estab- -
lished some terminology. Now I abstrac? the essence of those examples
in order to develop the requiremenis for composite data elements.

A "composite data element!, or a M"composite', for short, is a data
element formed by an association or relationship of some number of other
data elements. The "core!', or "heart", of a composite is a set of "pri--
mary" component data elements which are to be considered as standing in
some 'primary" relationship to each other. This primary relationship
can be thought of as a sequence of cells, where the contents of the cells
indiéate the primary component data elements. The sequence of the cells
may matter, in which case we call it a "list"; or it may not matter, in
which case we call it a "set". (A cell does not necessarily correspond
to a storage location in a computer).

Associated with this core of primary clements can be "secondary"
data elements. I say that these secondary data elements stand in "second-—
ary" relationships to the core. A secondary element may be related to a
single member of the core, or it may be related to the whole core considered
as a unit. We can think of these sccondary data elements as conveying in-
formation "about" the core elements. This suggests the word "metadata"
as a collective term for them. Thus we see that a composite is a complex
network of relationships among data elements.

These primary and secondary associations are not required to be des-
cribable in terms of any simple storage concept for a machine. It would
of course be convenient if it were so describable, for most programmers
are trained to think in terms of storage concepts and manipulations. I
foresee, however, that this concept of primary and secondary associations
will not be representable in terms of present-day storage concepts in any
neat way.

The fundamental need that has been illustrated is that of being able

to associate a group of data elements. By "associate!" I mean indicating

what members are in the group, indicating whether ithe group is ordered

or unordered, and being able to have this group play the role of a data
element. By having a composite able to play the role of a data elcment,
I mean that it can have identifiers and it can be a component of another

composite data element.

PO RN 0 . . e PRI MREISS




paca]

AR e L L

- b

80

I am not concerned at present with how such an associalion is to be
realized in a real enviromment. What I am concerned with is how the

association appears from a conceptual standpoini. There are several pos-—

sible views we might take: 1) that the association is represented in a

list of the identifiers of the components, and 2) that the association is

represented by some mechanism not know to the user, such as a list of the
machine addresses of the components, and 3) that the association is a
sequence of the actual components. #3 is untenable because of the fact
that we may want the same set of components to appear in different com-
posites in different physical sequences—an obvious impossibility. #1

and #2 differ only in that one uses identifiers (sirings over the avail—
able alphabet) while the other uses machine addresses. The'choice between
these two is somewhat a matter of taste. In fact, they need not be mutual-
ly exclusive, as long as the processor can tell whether it is looking at

a machine address or an identifier in a composite. #2 appears to me the

better choice. I can graphically suggest it by the following sketch:

A

N

The pointers of a composite are invisible to the user. All the user has
access to are the data elements to which the pointers point. If what we
want as the composite itself is a list of identifiers (of data elements),

we can easily provide for it, according to the following sketch:
\
()
)} s,
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The pointers of the composite may point directly io a set of data ele-
ments, which elements may or may not have individual identificrs. Ve

.- portray this latler situation, with individual identifiers, thus:

- \ identifier N
J 7|

g name of
composite

; ~ .»-m——)<:; . )€ identifier ( AA )
" .>< \’ ‘%identifier C BB )
. ;(:; j){ identifier (:‘ ce :)

T Sy T

The "name of the composite" is subject to two interpretations. It

L3

can be the unique name of an individual composite, e.g., "JONES FAMILY,"

whose components are: "TOM", "MARY", YSUSIE", and "JACK". It can alter~
natively be the ambiguous name of a relationship, such as FAMILY, which
is the identifier of all composites which portray family relationships.

Then the following sketches depict two family relationships.

rel'ship

rel'ship
FAMILY
( FAMILY >—"““‘>
9 »—-—»-~>( Jim )
A ~P-—->C Phil )

-”“*““?( Gladys

E ¢ > ( John

)
' L___,( Mark ) .;____;.)( Tim )
)

e

+~-§<f Sam
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Of course, onc can go a siep further and have both individual identifiers

é plus ambiguous relationship names.

3 ( FaMILY ~i>£2iéilgﬂﬁh£2_§' ( FAMILY \relationship

E (:;ONES FAMIP£:> identifier <EﬂITH FAMILY“\L“ identifier

5 US> . ¥

1 ) IS . -
R, >
A > I

An alternative way of indicating relationship is by being in a given set.

In this case the relation of FAMILY is the set of instances of family

relationships:
identifier
— y
( FAMILY -
N\ __identifier
Csmm FAMILY )
) , >
e
\___identifier N B ) >
JONES FAMILE,/ 7
> >
—_ )
>

We simply note at this point that the concept of order versus lack

of order in an association is a malier of some variation. It could be

R,

[




vrey

CAR ot v i ol

83

left éb functions defined on composites 1o consider them ordered or not.
An indicator of order could be explicitly attached to each composite where
it was desired to indicate specifically whether order was material; although
in the majority of cases it might be left to convention rather than to
specifically indicate it.

There are two fundamentally different meanings to the word "set" in
the programming context:

1. an explicit set or sequence, expressed as a composite of components,

2. an implicit set, defined by a group of common characteristics.

The explicit set may be diagrammed:

The implicit set may be diagrammed as follows, where the R stands for some

C =

relationship.

A

aYe

It is the burden of the user to know at all times which kind of set he is

A .
dealing with, because the transformations he uses may not apply equally to
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both kinds of sels.

By way of illusiration, consider the itask of expressing the following

graph structurc as a composite data clement:

The nodes A,B,C, and D represent data elements nolt further defined. The
arrows represent some hoﬁogeneous relationship, say,"potential succession.®
The numbers on the arrows represent some sequencing imposed on the rela—
tionship.

As long as the relationship andicated by the arrow is the same for

all arrows, the relationship can be left "understood" rather than be made

explicit. Thus a simple list could be used.

’/
D

(e )
(v )

If we wished to set "AM" apart as an initial node, we might use the alter-
native formulation:

] C A I

hd
hd

Loy
Y ()
WAWAY,
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If we did not wish to consider ithe relationship a homogeneous one,
however, or if we wished to attach one or more data elements (or metadata

. elements) to a relationship, each relationship could be expressed as a
single composite, thus:

NG
AN

o )

It is vitally important to note that here we have a set of relationships,

but it is not an explicit set of relationships. An explicit set of rela-

tionships would be one in which the members, in this case relationships,

were components of a composite. Here is an illustration of the same re-—

lationships as shown above, but here they are tied together as components
of a single composite.

A two—element relationship has often becn represented here by means

of a single arrow labeled with the relation name, thus:

C——CT

R au e s Th i
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This is a shorthand notation for a {wo—component composite which is dia-

gramned as:

identifier
(_=x __»r -

()
L----——-—-:»(a)

: or even more properly diagrammed as:

G

wvhere the construction

I

m>
signifies the primitive relationship of identifier. The above shorthand
notation will be used throughout this report.

Sets vs. lists. It is not obvious that it is really necessary to make

an explicit dislinction between a sct and a 1list (that is, between an un-—
ordered set and an ordered set). We could in general leave undefined the
property of being ordered or unordered. In specific applications we might
want to label a compositie as ordered or unordered: this can be done by
relating a properiy of "order® or ¥unorder'. When the ordering property
is left undefined, then a composiie is ordered or: unordered according to
the function that the user chooses to apply to it. That is, some func—
tions may tireat a composite as ordered, which it necessarily is because
of the physical characteristics of machines. Other functions may treat

a composite as unordered, and will not take advantage of the fact that '
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it is ordered in a machine.

What actions can be taken involving a composite.

understanding of a composite by noiing the actions that can involve a

composite during program execution:

1.

We can obtain an identifier of a given composite considered as

a unit. I say "an identifier" because there may be more than one

identifier associaled with ihe composite.

We can obtain an identifier of the nth primary component. Here

we arc¢ talking about an identifier which applies to a primary

component only in the context of the composite. I have in earlier
examples called spch identifiers '"part-identifiers". Each primary
component can have other identifiers unrelated to the existence
of the composite.

We can obtitain the value-string of a primary component, where that

component is designated either by its ordinal position in an

ordered list or by a parti-identifier.

We can obtain the value-string of a secondary componenit, via ex—

pressing the binary relationship in which the secondary component

stands to some identified primary component.

We can add secondary components without limit, and we can select-

ively delete them.

We can create a composite description, called a "model!, which

provides the information necessary to carry out actions 2,3,4,

and 5 above for some class of composites.

Ye can create a new composite, and may give its structure in any

of several ways:

a. We can say that the new composite is “like" an existing one,
in which case the structure and contents of the existing one
will be copied. (This "like" feature has a similar counterpari
in PL/I.)

b. We can say ithat the new composite has as its model some exigt—
ing model.

c. We can say that the new composite has the form of a list or a
set. Actually "list" and "set!" can be regarded as primitive

models.

The foliowing sections describe composites in more detail.

We can get a furtiher
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ment is that il provide for an association of a sel of data elemenis. I

call this first association the "primary" association.
) y

l Primary association. The first requirement of a compositie data cle—
; It can associate

any number of data elcments. These associated elements can be simple
data elcments, composite data elements, or a mixture of the two. The as—
; sociated set of elements can.be either ordered or unordered. (I omit the
; partially-ordered case as being too complicated; it can be built up from
’ ordered and unordered components.) FEach composite must therefore have
associated with it in some way, as yet unsvecified, an indicator as to
whether ordering is material.
The components of such an association may simultaneously be components

3 of other associations. This suggests that, at least in such cases, the
association of elements is not one of being physically proximate. It
might be realized by putting in physical proximity some representatives

: (identifiers, pointers) of the elements to be associated.

Identifiers of composites. Having introduced the subject of composites,

T

we are now ready to extend the notion of "identifier" to cover identifiers

of composite data elements. Everything said earlier concerning identifiers .
of simple data elements also applies to identifiers of composite data ele-
ments. With the introduction of composites, however, the subject of identi-

fiers becomes more comrlicated. The general concept of identifier rela-

st niiea® At

3 tionships in a composite data element is introduced in Figure 4-5.
COMPOSITE
% ~\ principal identifier ,}
g , #
3 ( ™\ identifier
J

ST | R iy )

N

- individual :
pari—-identifier identifier j)
L4

Ty I

JUEN

.. FIG. 4~5 GENERAL CONCEPT OF IDENTIFIER RELATIONSHIPS IN A COMPOSITE

— e e - - e AN st i =2
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Note that the part—identifier is in a sense a label on a position,
while an individual identifier is a label on an element. However, probably
the best way to distinguish a pari-identifier from a positiion identifier
is in the association transformation which, when a data element is moved,
does or does not move the corresponding’ identifier.

Identifiers associated with data elements are one means of referencing
those elements. When a data element, either simple or composite, becomes
a component of some composite data element, it becomes accessible in
another way which we say is '"in the context of this composite:" we can
refer to the component by a part—identifier. To show that a part—identi-
fier is related to a given composite, we qualify the part-identifier by
the identifier of the coﬁposite as a whole. Example: we might refer to
FATHER OF JONES-FAMILY where "FATHER" is a part-identifier and "JONES-
FAMILY" is an identifier of a composite. We recognize that this is an
example of the hierarchical method illustrated below.

Note that the identifiers of parts can be attached in different ways.
Consider the string

HEbLCHOSEBLIT

A substring of this string could be designated:

1. by character position, e.g., "characters 3 through 7 inclusive®,

2. by characteristics or properties, eig., "the first substring

beginning 'CH' and ending in 'E'",

Both of these designavions yield the same substring, namely "CHOSE". Let
these substrings be named "A" and "B" respectively. For an invariant string
it matters not which of these identifiers is used to designate "CHOSE".

In the case of a string which can be modified, however, it does make
a difference how the identifier is attached. In the above string, substi-
tute "SHE" for "HE"., "B names the same substring as before, "CHOSE". But
A" names the substring consisting of characters 3 through 7, which is
"HCHOS",. This distinction suggests that we need two different varieties
of the relationship "part-identifier of:" the first is "identifier of posi-
tion", the second is "identifier of content".

The fact that a component of a composite can be referenced by a part-
identifier has just been discussed. A component of a composite can also
in general be referenced in ways other than by a part-—identifier. One
such technique‘is by giving its ordinal position. This makes sense only

if the componenis are in facl ordered; that is, they are in a composite

i ‘ - s S K A
' .
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which is a list rather than a set. Another technique of selection is to
give some unique property; this technique will be discussed in more detail
later.

Providing for identifiers for a composite as a whole and individual
part—identifiers for its components does not exhaust ihe possible needs
for identifiers. Consider the following case: a composite representing
a set of children. There may be an idenlifier for ihe set as a wvhole,
say "child-set~1". There will be identifiers for the individuals, say
"Allen", "Barbara'", and "Charles". We also need to provide for the notion
of "child", which is a name for a single, undistinguished member of this
set. There doecs not seem to be an intuilively nice way to handle this
by another relation within the framework thus far developed. Rather than
create a scparate relationship for this concept, we can get the desired
effect via a function which will select an arbitrary member of a named
set. VWe need to be able to create a definition which says "'child' is
any arbitrarily-selected member of 'child-set-1t",

Used by itself an ambiguous idenlifier will select a set of data
elements. If it is necessary to select a single one of these elements, -

then other identifiers must be assigned such that some combination of

Ied

identifiers will indicate the data element uniquely. There are two main ;
ways in which such a conjunction of identifiers can be used:
1. Hierarchical, or ordered. The identifiers are given in hierarchi-
cal sequence; whether in sequcnce of 'going up" or ''going down"
is understood by convention. Example: in COBOL we can have a
compound identifier of the form "dataname-1 OFF dataname—2 OF
dataname-3", as in "DAY OF MONTH OF TAXABLE-YEAR". This means
that MONTH must be defined as a component of TAXABLE-YEAR, and
that DAY must be defined as a component of MONTH. DAY and MONTH
may be names of components of other elements as well; that is,
ihey may appear in other naming hierarchies, and these latter
appearances will be independent of the former. )
2. Set—-intersecting, or unordered. The identifiers are given in
any secquence. Each identifier names a class of elements. The
intersection of the named classes nced not yield a unique ele—
ment, though under normal- circumstances a single element would

most likely be expected.
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‘The problem of applying identifiers to points versus segments. There

is a distinction between attaching an identifier to a point (for example,
a starting-point in a series of imperatives) and attaching an identifier
to a segment (for example, a set of imperatives constituting a procedure).
If we say "performA" we expect A to identify a segment. If we say 'Go

to A", we expect A to identify a point. A "point!" in a program or body
of data corresponds to some data element; to refer to that point, we give
an identifier of that element. A "segment" or "sequence' in a program

or body of data is a set or list, which is a _composite data element; to
refer to that point, we give an identifier of that element. A "“segment"
or "sequence! in a program cr body of data is a set or list, which is a
compdsite data element; t; refer to the segment or sequence as a whole,
we give an identifier of the composite.

Metadata relationships. To any data element, or to any of the com-—

ponent cells of a composite, can be associated, in a binary relationship,
certain data elements which represent data "about" the related element.

We refer to such data as "metadata" and call the relationship one of ''second-
ary association!". Examples of metadata relationships are:

1. identifiers, "regular" and "principal!, of whole data elements,
or of their component cells (the latter heretoiore called "part-
identifiers);

2. reset, indicating the contents of the cell is to be reset to the
value—-string indicated by the contents of the metadata element;

3. cell prescriptor, which prescribes in terms of a domain/class
prascriptor what is allowed as the contents of a component;

k. cc _onent prescriptor, which prescribes in terms of a domain/
class prescriptor what is allowed as the contents of a component
designated by the contents of ; cells

5. access code, vhich can limit the type of access and accessor to
a composite or to a component designated by the cell contents;

6. repetition factor, which when used in a model tells how many oc—
currences may exist of é given class of component;

7. uniqueness indicator, which can be used to indicate an element
which can be modified without fear of upsetting other relationships.

Some of these metadata concepts are illustrated in Figures 4-6, 47, 4-8,

and 4-9. The user need not be limited to the set of metadata relationships

AT AR T -;;W
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which are presented here. He should be able to define other relation—
ships when he needs them.

Figure 4-6 conveys the following facts: There is a composite of which
"quantitiy" is the identifier of one of its components. The simple data

element representing the "quantity" has the individual identifier AN,

but as yet has no value~-string assigned. VWhen a value-string is assigned,
the component prescriptor "integer!" specifies that it must be from the
domain of integers.

Figure 4~7 co veys the same facts with the exception that the exist—

ence of the composite and a part—identifier is not mentioned.

e TP W R T Ten L T i dia T L s
[T | [~ ) il

component prescriptor
INTEGER '

component

\ part-identifier \J identifier
( QUANTITY ) -*I *{__ UNDEFINED C“‘""——-’( A )

FIGURE 4-6.

11 ipto
CINTEGER ﬁ‘, cell prescriptor

e

' QINDEFINED )

3 E ' FIGURE 4—7.
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Figure 4k-8. Examples of Metadata Associated with Cells.
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Figure 4-9. Example of a Composite Data Element and Associated Metadata
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'ft should be noted that an element which stands in some metadata
relationship to another element is in some sense not a ''mormal" data
element. Many of its characteristics are implied by the type of relation-
ship. For example, thé element which stands in the domain-prescriptor re~
lationship to some other element need not itself have an associated domain
prescriptor; the domain-prescriptor relationship itself serves to imply
that such an element can only have value-strings frem the domain of domain—
identifiers.

A somewhat confusing issue is the fact.that some relationships apply
between a metadata element and the contents of a cell, while others apply
betw?en a metadata element and the element designated by the contents of
a cell. This will become clearer in the pictorial illustrations given
later under "structures of a composite’.

We can now make the general observation that any element which plays
a metadata role need not have metadata elements tied to it. The type of
relationship of the metadata element to the data element implies what
the domain of the metadata is. This is not to say that a metadata ele-
ment cannot in turn have a metadata element; but it need not have it. The
requirement for metadata must obviously terminate at some level, and we
have chosen the lowest level as being the most convenient place to termin—
ate it.

We now proceed to discuss these metadata relationships in more detail.
The most important of these is the identifier relationship, which has al-~
ready been discussed above.

"Reset!" concerns a relationship used for resetting or initialization
upon command. Resetting of a cell, putting a new value in a cell.

A "cell prescriptor" is used to define from what domain or domains
of values may be taken the value-string for the related element, presumed
to be a simple data element. Thus a cell prescriptor may he the name of
a domain, such as INTEGER, or it may be the name of a set of domains, such
as NUMBER, elsewhere defined to mean "INTEGER OR RATIONAL".

A VYcomponent prescriptor! is used to define from wha class or classes
may be taken the data element which Eorresponds to that component. Thus a
component prescriptor, as a metadata element, can contain the name of a
class, such as FAMILY, or it can contain the name of a set of classes,

such as S1UCKHOLDER, elsewhere defined to mean "PERSON OR COMPANY". It is
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quite possible for a component name and its associated component prescrip-
tor to have the same identifier. An example is "month" in the illusira-

tion of the composite element for '"clockiime". The distinction between

-

cell prescriptor and component prescriptor is shown in Figure 4-10. The
i cell prescripior and the component prescriptor are alternative ways of

giving the same information about the domain of the contents of the principal

value cells.

component of
a composite

o

& conmponent
{ prescriptor A
( INTEGER 3 D >C 16 >
cell
3 prescriptor

‘ INTEGER

FIGURE 4-—-10. DISTINCTION BETWEEN COMPONENT PRESCRIPTOR AND CELL.PRESCRIPICR

An access code can be used to limit the access to the related data
element. It may limit the type of access, to READ ONLY. for example. It
may limit the accessors, by allowing access only to those users present-
ing a.specified code.

In a model, to be discussed in further detail later, is presented
information about a class of similar composites. Certain composites may
be variable: that is, a given component may be allowed to occur multiple
times. A repetition factor in a model can be used to specify the numbers
of occurrences of a given type of component in any composite. It may

give a minimum value, a maximm value, both a minimum and a maximum, or

it may give some set of allowable valuos,

A "uniqueness" indicalor could be used to indicate that some element
(data or metadata) was to stand in some specified relationship to only
one other data element. This would be used to show that the latter could
be modified without inadvertently spoiling another }elationship. Example:

If A stands in relationship R1 to J and A stands in relationship Rz to J
and if the user wishes to modify that element which stands in relationship
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R1 to J (namely A), he runs the risk that the relationship A R2 J is no

longer valid, even though it is still explicitly expressed in the data
structure. If the user knows, by a uniqueness indicator associated with
A, that A does not stand in any relationship with any element other than
J, then A can safely be modified.
The concept of a model I feel is an important one. We have several
possible courses of action on how a model might be realized:
1. It could be a primitive concept, not defined in the language, in
which case certain transformations for manipulating models would

need to be provided and learned;

2. It cou]d'be a composite in the form of a standard structure, with

some interpretation rules built into the processor.

3. It could be left to the user to construct his own models and pro-

vide his own accessing transformations.
We may want part—-identifiers associated with the model rather than
with the individual composites which are instances of the model. This
brings to four the number of ways that an identifier can be related to

a component of a composite(which is an instance of a model). These ways

are illustrated in the figure below.

model instance
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These four ways are:

1. To relate the part—identifier to a node point of the model

with "A" in the figure;

, as

2. To relate the part-identifier to a node point of the instance,
as with "B" above;

i
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3. To relate the identifier to the corresponding cell of the instance,
as with "C" above;
4L, fo relate the identifier simultaneously in all three ways just
mentioned, as with D" above.
All but one of these ways may seem intuitively objectionable because of
the fact that an identifier is not tied directly to the component it identi-
fies. How the component is in fact located given the identifier, or how
the identifier may be located given the compouent, is an implementation
matter which need not concern the user.
Models. There are two fundamentally different approaches to expres-
sing composite data elements. The first of these approaches is to have
a composite "carry its ovn' descriptive information (metadata), in the
sense of having these metadata elements directly associated with the com-—
ponents. The second of these approaches is to collect in one place, called
a "model'", some or all of the descriptive information common to a class of
composites.
We illustrate these approaches. Consider the concept of human family.
Here are two self—describing, or "modelless", instances of family (where

square brackets set off information which is understood but not explicit):

(Instance 1] [Instance 2]
[(Identifier:] F1 [Identifier:] F2
[Part—Identifier] [Value-String] [Part-Identifier] [Value-String]
, father Harry father Sam
mother Susan mother Molly
children [Betty, Margaret} children {Michael, Sterhen,

Alice}

It may be convenient, however, to abstract the common information from

these instances and place it in another data element which we call a "model':

[Model] [Instance 1] [Instance 2]
[Identifier:] FAMILY [Identifier:] Fi1 [Identifier:] F2
[Part-Identifier] {vValue-String] [value~String]
modelname FAMILY FAMILY
father Harry Sam
mother Susan Molly
children {Betty, Margaret} {Michael, Stephen
Alice}

Note that in this latter illustration, which we called the "fixed model"

case, elements (here simply part—identifiers) of the model must stand in

s
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1-to—-1 correspondence with the elements of each instance. In this il-
lustration the only common information is part~identifiers. Other kinds
of common information, however, could be included: anything in the cate-
gory of metadata, described earlier.

Briefly then, a model contains metadata abstracted from a class of
composites, plus possibly some information about the structure of the
composites, such as the numbers of repetitions of components. I originally
thought of a model as information on how to interpret an instance. This
is obviously not the case. A model is that descriptive information (meta—
data) abstracted from a class of instances; or in the case where no in-
stances have yet been created, the information in the model may be regarded
as a‘prescriptor. '

A model, it should be noted, is not a prototype, or '"skeleton', the
concept of which will be explained later.

It is appropriate to use a model in connection with a simple data
element, which can be considered to be a composite with only one component.
One kind of information provided by a model is identifiers of com-

ponents. For example, a model might be used for a class of data elements
called "complex numbers," each member of the class being a pair of numbers,
the first member being called "realpart" and the second member "imagpart!.

Notice that a part-identifier names the individual members of a class
of components. For example, ''realpart!" names, ambiguously, each first
component of all the component pairs representing complex numbers. Only
when one of these part—identifiers is qualified by the identifier ofa
particular composite is the ambiguity resolved.

The information which can occur in a model can be given in any of
several ways. A given metadata element may be given as a quoted value—
string, as an identifier ultimately interpretable as a value-string, or
as an indicator that the value is to be taken from a given component of
the corresponding composite. This latter means that the number of repe-
titions of some component, for example, might be given as another component
of the same composite.

Observe that while a model is capable of carrying information common
to a set of composite data elements, not all of such common information
need be carried in model. Which data is carried in a model and which in
the compcsites'themselves is up to the choice of the user. His choice

will depend on thie ways that he will access and modify information.
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The information in the model must be recorded in such a way that
it can be matched up with the parts of the composite to which it applies.
The simplest way to achieve this correspondence is to have a fixed com-
posite and a fixed model; then the correspondence is simply 1-to-1. How-
ever, we want more flexibility than a fixed composite gives us. We want
the possibility of having composites which can have components added o;
deleted dynamically. If we wish a model to describe a set of such vari-—
able composites, then clearly the simple 1-to-1 correspondence won't work.
The model must carry enough more information to be able to set up a
correspondence between the components of the model and the components of
any related composite. Such a model we call a "variable model". One of
tile kinds of information unique to a variable model is "repetition fac—~
tor" which tells how many of the corresponding components we may expect
to find in a composite. We may establish some conventions, too, such as
the convention that an omitted repetition factor is taken to have the
value "i", A variable model should also provide a way to state under
what conditions a given substructure is to occur. Obviously at this point
we have left a great deal unsolved or unsaid about variable models.

To every instance of a model, together with the model, there exists
a corresponding non-modelled, or modelless, or self-contained, instance.
These iwo forms are equivalent in one sense, but not equivalent in a second
sense. In terms of the information contained, and from the point of view
of accessing the instance, they are equivalent. From the point of view
of accessing the model, or of modification of any information other than
the value~strings of the instance, they are not equivalent. For example,
consider the modification of a part—identifier. If the part-identifier
is associated with the component of the instance, i1he part—identifier change
affects only that instance. If the part-identifier is associated with the
component of the model, then the change affects the corresponding components
for all of the instances of that medei.

We note also that the nodelled and modelless modes of representation
are not mutually exclusive. They can be mixed. At any level of detail
a model can be used within a modelless framework, and vice versa. Examples:
a document can be described using the model framework, while the publica-
tion agency for the document uses the modelless framework. Conversely, a
document description can use the modelless framework while the publication

agency is handled in a model. It is a search for '"right mixture" of

&
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modelled and modelless concepts which is one of the time~consuming oc—

cupation§ of the syslems analyst. He is always trying to abstract from
instances as much as possible which fits into a regular structure, for

it is easier to describe and more economical to manipulate.

It is generally the case that a given programming language provides
for either the modelled or the modelless structures but not both. I con-
sider it a critically important fact i1hat experimential applications de-
mand at least the flexibility afforded by the modelless structure; I there-
fore believe that languages which don't provide modelless structures are
unfit for any non-production type application. Full flexibility of course
demands that a language provide for both the modelled and modelless struc—
tures. .

Standish, in his dissertation on data definitions proposes only a
model concept, similar to that out.ined above, for describing composite
data elements. It seems to me that it is essential to have the modelless
instance concept. Imagine for the moment a model and a sizeable set of in-
stances of a composite data element type representing library books. Sup-
pose that we wish to record the fact that two specific books in the library
have been lost, plus the date that the loss was discovered; further sup-
pose that no provision for recording this fact exists in the composite
data element as defined. In order to record this fact, it istechnically
possible, but manifestly undesirable, to modify the model, with the con-—
sequence that every instance must be modified to conform to the new struc—
ture. One would rather "tack on" to the two instances in question some
expression of the desired fact. But in doing so one would create non—
standard instances: that .s, they would no longer wholly correspond to
the model.

Skeletons. A skeleton is an element related to a class of elements,
such that every element of the class is initially a copy of the skeleton.
An instance of the class is first created by copying the skeleton, in-—
cluding possibly some initial values in its components. After this in-

itial creation, of course, each instance can be mudified in an unrestricted

.way. A skeleton looks like an instance, with its value-strings undefined

or sct to initial values. An instance generated from a skeleton may or
may not give the name of the skeleton from which it was derived, depend—

ing on the wishes of the user.

A simple example of a composite, its model, and some resulis. The

following example may help to clarify the notion of model and compcesite. Con-—

struct a two—-element }elation, or ordered nodel, called "FATHER-SON!".
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[model]

identifier \‘
( FATHER—SON) ¢

Its part-identifiers are FATHER and SON, respectively.
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[model]
\ identifier
FATHER-SON J ¥
\ part-identifier |
C FATHER 4

wi "

( son

art-identifier
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The components are prescribed to be from the domain of PERSON.

identifier

[model]

< N\
FATHER-SON  }

J, domain prescriptor

*=\, part-identifier
FATHER J

"\ part-identifier

N

J

< SON

2

( PERSON

)

JOE and TOM are simple data elements from the domain of PERSON.

ponson )




Ha S LR AR DS CHCE R TR RS

- 103

JOE and TOM stand in the relationship of FATHER-SON, where JOE is FATHER

and TOM is SON. ("The relalionship" of FATHER-SON is an instance of the
"relation" FATHER-SON.)

(model] [instance]

identifier
< FATHER--SON )“'—‘_“_> model of

—— ea—

g

o _part—identifiery )
I ‘ FATHER ) >

-»-—-)C JOE )\4'—"

‘--—-)C TOM - ) '

~, domain_descriptor]
PERSON }
__

) _part—identifiery
( SON -/ o) do"’ain

i S i b

odkte Lo

domain descriptor

Value of a composite. It is interesting to discuss in what sense

a composite data element can be said to "have a value'". In the case of

a composite data element whose components are values as expressed by value-

strings, the set of values possessed by that compoéite element could be
said to be a value (a '"vector") from a Cartesian product space. Where a
component has as its '"'value! not a value-string but rather another com~
posite data element, the value could be regarded as one coming from a
Cartesian product space where some factors are not sets of individuals,

but sets of vectors. Even the latler viewpoint may not be particularly

sensible, for these sets of vectors need not be of uniform composition,

such as the set [(0), (1,2), (3,4,5)1.

Properties, property-sets, and property-lists. There are fundamentally

different ways of treating the expression of properties: the "unary-rela-
tion" viewpoint, and the'property-value! viewpoint. Under the unary-re—

. lation viewpoint, a property is expressed by a set of names of the elements
having a given property. For example, to express that an element has a
certain property, say, '"is red", or "is 5 inches long", we say that the
property belongs to the set of elements having the property "is red", or
"is 5 inches long". Under the property-value viewpoint, to express that

- an element is red, we associate with the property-name "color" the value

. red"; similarly, to express that an element is 5 inches long, we associate

e st
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with the property-name "length in inches'" the value "5". An alternate

to the last example is to associate with ilhe property-name "length'" the
value "5 inches". Both of these viewpoints have their merits, and it is
inappropriate to arbitrarily rule out the usec of either one. I admit,
hovever, ito a strong preference for the second method; most of the discus~
sion which f»llows is concerned with the property-name—and-value viewpoint.

Properties of an object (in this context, properties of a data ele—

ment) can be expressed in either of two ways: implicitly or explicitly.
Properties expressed implicitly are called implicit properties. Implicit
properties are those whose values are discoverable only by search or by
algorithm: they are not egplicitly given in some "property-list'". Examples
of implicit properties are: number of components in a composite, minimum
value of a given component (that is, a component having a given part—identi-
fier, for some set of composites), whether a given access code lies within

a specified range, whether a designated value-string equals a given value—
string. Explicit properties, on the other hand, are those that are ex—
plicitly given in some way. An explicit property may take the form of:

1. a component of a composite;

2. a metadata elemnent standing in a specified relationship to a data
element;

3. a componen. of a particular composite called a "property set!",
which is a composite standing in a property relationship to a
given data element. Explicit properties are distinguished from
implicit ones by being capable of being looked up directly, of
being found by a simple search of a given property set. He who
would use property values must know whether they are implicit or
explicit, because the method of modifying them depends on in
which category they fall.

Note that a property set, in any of its possible forms, can be

associated with:

1. a simple data element;

2. an instance of a composite data element;

3. a special case of (2) above: a composite frepresenting a set of
homogeneous data elements), implying that the properties apply
to the members of the set considered collectively;

L, a modei of a composite data element, implying that the properties

apply to the instances considered individually.
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Consider for a moment the case where a property-set is expressed in
the form of a composite tied in the property-relationship to a data ele-
ment. It is interesting to note that this property set (or list) can be
expressed either as a modelled or as a modelless composite.

Property values may be either value-strings or names of data elements.
For exanple, a set of composite data elements may correspond to a set of
books. Some or all of these data elements may have an associated property
named "color of binding" whose corresponding value-string is from the do-
main of colors. Some of the composite data elemenis may have a property
named "publisher" whose corresponding contents or ''value" is the name
(identifier) of a data element which represents a specific publisher.
Such ‘a data element representing a publisher might, for example, have as
components the publisher's name, address, type of publications, and standard
discounts.

Certain useful properties apply to the representation rather than to
the thing represented. Examples of such properties are: access-—control-—
indicator (which might take on such values as 'privileged access only",
"read only", M"initialize only")}, and changed-indicator (which might take -
oh such values as "unchanged since reset," and "changed since reset").

It is appropriate to raise the question: what is the difference be-
tween a property of some element and a component of that element? Put
more concretely: if a data element exists to‘represent a book what as-
pects or attributes of this book are components of the composite represent-
ing the book and which attributes ought to be on some property-list or in
some property—set related to this composii=? I think this is a matter of
viewpoint, or of taste. Some programming languages seem to let an object
be represented by a list of its properties and .their values. For certain
applications it probably does not matter whelher these properties appear
as components or on a separate property list. One example will serve to
indicate that there might be some point in making a careful distinction.
Consider a family unit represented as a composite, where the components
are "father", "mother," and "children". This family unit may have proper-
ties such as "address'" and '"religion". It would be misleading, however,

. to make these components of the composite "family". It makes more sense
to have them on an asspciated property-list (or in ar associated property--
set).

We note in passing that the languages and system AEDNET represent
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some Ssignal musi be provided to indicate that the modificd interpreter is

to be used. A special flag position might be reserved in every data

. T element for this purpose, or a special meladata item might be used as a
i | flag.
: ] . Another related capability is the ability to define new metadata

J relationships. The user must be able to give the new relationship an identi-
fier, and define how the metadata item is to be treated when accessed (that
is, whether it is to be evaluated or to be copied).

Input and output of composites. The expression of composite data

t elements, for the purposes of input and output, is a matter quite separate

‘ from the structure of these data elements inside the machine. Considered
statically (not from the viewpoint of incremental change) the modelled and
modelless concepts are equivalent: hence ithe input and output of data struc—
) tures can be based on either point of view. It is up to tihe input—output
routines to provide whatever conversion may be necessary. It is generally
easier for purposes of input, for example, to organize the data elements

of a composite in some tabular form, paralleling in some sense a modelled

format; the actual resulting structure desired in the machine may be the

1 modelless form. It isn't yet clear whether data elements as a whole should

have some convenient notation, or whether we should be content to express
in any one expression simply pieces of a data element. What expressions
one uses is primarily a matter of choosing a notation, which matter we
postpone until later.

Relationships versus composites. We call an elemunc of a relation-set

(which is an explicit relation) a "relationship". A fundamental question
is whether such a relationship is essentially different from a composite.
Both a relationship and a composite are an association, possibly ordered,
of a set of components. One or more part—identifiers may be asscciated
with each component. The association as a whole may have one or more
identifiers. A set of similar associations may in turn belong to a set
which is itselZ a composite.

When a relation-set is considered as a composite, the identifier of

the relation is the identifier of the relation-set. The individual re-

lationships do not need to take identifiers; they are usually referred
to as being some (undesignated) member of the relation-set. When it
comes to specifying members of relationships, a binary relationship is

rather unique; it is easy to say '"the other element of the relationship
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elements by their property-lisis, and represent composites by tying a sect
of elements together with a ring of pointers.

Manipulation of composites. For creating, accessirg, and modifying com-—

posite data elements I posiulate the exisience of a "standard" dala inter-
preter. We in effect enter this interpreter with a message as to what ac—
tion is desired, and the interpreter provides the necessar; action. The
data interpreter provides for ihe storage of the data, so that the physical
and logical problems of storage are hidden from the user.

Listed here are the abilities which are wanted in conaection with
processing composite data elements; it is the providing of these capabilities
that is the job of the data interpreter:

‘1. To determine if the sequence of componeiits matters;

2. To obtain the components separately, and in sequence if sequence

is material;

3. To associate identifiers with the components, and to find a com—
ponent given its identifier, or io find an identifier given a com-
ponent identified by some other means;

Lk, To access or modify the "value-string" of a component (assuming
it is a simple data element), and to find the domain of this value—
string;

5. To access or modify any metadata standing in a specified relation-
ship to a specified component, such as domain prescriptor, com-
ponent prescriptor, access code;j

6. To determine if the composite has a model or a property set, and
if so, to access and modify its parts in the same way as can be
done for a modelless instance of a compositej

7. To be able to add components to, or delete romponents from, or re-—
sequence the componeats of, a composite or its mudel;

In summary, to be able to create, access, and modify siructures and values
of composites and their models.

The matter does not end here, however. Another neceded capability is
that the user be able to modify the interpreler to provide some feature
which he needs. This in turn brings up two matters. First, there must
be some prescribed way to modify the interpreter; just how this might be
done must be postponed for later consideration. Second, there must be some

way to indicate when the modified inlerpreter is to be called into play;

I'ed
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in the relation R in which the elenent E occurs" With n-ary relationships,
with n)2, we must say analogously: "ithe component in role k (or in ordinal
position k) in the reclationship (composite) of relation R that has ele—
ment E with part-identifier I".

The expression and testing of relations. There are iwo approaches

to the expression of relations:

1. The explicit method. This utilizes an explicit relation list or
set, which is a set of n-tuples of the identifiers of the ele-
ments which stand in the relation. Logicians call this the
"extensional method". I call such a set a "relation-set!.

2. The implicit melhod. This is based on an algorithm which decides
whether a given set of elementis stand in a given relation. That is,
it returns a value of "true'" or "false'" given an n-tuple of identi-—
fiers. lLogicians call this the "intensional method". 1 call such
an algorithm a "relation-algorithm'".

The explicit method is advantageous where additions are to be made to, and
deletions are to be made from, the relation-list. The predicate (the
question of whether a given set of elements stand in the given relation)

is made by a search of the set of n-tuples. This latter operation is rela—

Id

tively easy in an associative memory device. The implicit method utilizes
no relation-set and therefore does not lend itself readily to applications
which require additions to and deletions from the relation, because such
changes require reworking of the algorithm. Naturally the algorithm con-
stitutes the predicate. This implicit method is preferred for relations
on large sets, particularly where the basic elements are in some metric
(have a measure of distance or ordering). An example would be thec "greater—
than" relation on a set of integers.

Because of the inherent differences in these two techniques for deal-
ing with relations, the user must know which method (the explicit or ihe

implicit or.) is being used in any given circumstance.

Properties of relations. A relation may have properties. such as
being transitive, or not, and being commuiative, or not. These properties
can be implicit (discoverable only by examination) or explicit (expressed
in 2 property-set associated with the relation).

Defining a domain: continued. Now that we have considered the con—

cept of composite data element we are ready to return to the issue of de-
fining a domain. Recall that a domain of value-strings is to be a set,

possibly ordered, which can be added to, and manipulated, by the user.
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A domain is also used by the processor for checking whether a given domain
contains a given member and for whether a given member siands in a given
relation (possibly of ordering or of equivalence) to another given member.
The composite data element is an appropriate device to meet these needs,
in those cases where a domain is expressible by enumeration, or listing,
of its members. An explicit domain is then « set, or an ordered set, of
sirings. In order to be able to construct such a compsosite, however, the
domain of strings must already have been defined; this becomes a require-
ment on the virgin system.

Orderings. Let us review the needs for various kinds of orderings.
First we may have orderings based on a single relation, which we might
call "precedence!  These include:

1. Unspecified ordering, the usual meaning of the word "set'; examples

of unordered sets include relations and functions.

2. Partially-specified order, expressible by a combination of lists

and sets; examples of partially-ordered sets include lattices
and trees, list structures and algorithms.

5. Wholly-specif =~ rder, corresponding to, ard expressible in the
form of, a list, examples include strings, iteration lists, para—
meter lists, and vectors.

. Multiply-~specified order, expressible by a set of lists; examples
include arrays of dimension greater than 1, and multi-listed re—
cords (as in the Multi-list concept).

Where a single relation is involved, it is oflen not expressed explicitly,

but rather is left "understood". When the relation involved is not homo-

geneous, however, (that is, when there is more than one relation involved),
then simple sets and lists are no longer sufficient to express the order-
ing; we must instead go to a more complex structure: namely, the network,
or association, concept.

Defining orderings. There is a problem of defining orderings, both

on domains and on data elements. Suchdefinitiions are needed as a basis
for generalized transformations which put data elements in sequence, or
‘which test that a set of data elements is in sequence. We need a general
method of specifying orderings. There are several possibilities: cne is
to let the method of specifying order be undefined in the system, and to
have primitives which allow the specification and testing of order. A

second possibility is to define orderings by data structures. This latter
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seems the more flexible. It has the advantage that we are not limited

to the kinds of order that one might build into the primitives butl can
express an unlimitied variety of orderings. One might, for example, wish

to express partiial ordering.

Elsevwhere is discussed the usefulness of orderings expressible as

R IR S B <o R -~

data structures for the purposes of control sequencing.

It is tempting to think of having ordering of elements in a domain
, (such as collating sequence) be a primitive concept whose method of repre-—
sentation is undefined in the system. The advantage of this viewpoint

' is that a processor can be arranged to create and test such orderings

more efficiently than if the orderings are expressed as data structures.
Howevéz, I have comuitted myself not to be swayed by concern for effici-
ency of implementation.
{ Furthermore, we must nol lose sight of the fact that ordering is a
f relationship. MHence it has alternate modes of expression: by relation-

ship indicators between cells (which means that the members must be ex~
; plicitly stored in a data structure), and by algorithm.

Note that there are iwo important types of ordering or precedence -

relations. The first is the familiar ordering relation, which is transi-

red

tive. !'"Greater—than" is an cxample of this type of relation. The second
type is the "immediate precedence" relation, which is not transitive.
Example of this second type: "is to the immediate right of", 'has a for-
ward connection to". The importance of this second type of relation is

in the formation of loops. In a loop, a circular element, the transitive
type of ordering relation cannot be used; it would lead to a contradiction.

Defining lexicographical ordering. It is important for some appli-—

cations to have transformations which create lexicographical ordering and
which test for it. In order to have these transformations, we must have
some way to define lexicographical ordering.

The concept of lexicographical ordeiing is one of ordering strings

of characters, where the strings have been made of equal length by padding

on the right (or left) end with blanks (or zeros). An ordering ("collat-

PRy

ing sequence'") must be defined on each character pcsition in these strings;
usually this collating secquence is the same for all positions. Examples
1 of simple lexicographical orderings are: sequences of decimal integers,

sequences of mixed radix numbers, alphabetized lists of English words.

s
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This lexicographical ordering concept can be extended to super-
lexicographical ordering wherein each position contains a string rather
than a single character. The set of strings permissible in a given posi-
tion is defined. This sei must have some ordering imposed on it; this
ordering could be, but need not be, lex&cographic.

Calendar plus clock time is an interesting example of super-lexico-
graphical ordering. For example, the time instant "1967 June 9 2: 24 20"
is a composite data element of six compenents. The value of the first
component is an integer. The value of the second component is a member
chosen from the 12-member domain of months. The value of the third is
taken from a domain which is a function of the month; in this case, it
is a'30—member domain of integers from 1 to 30, The value of the fourth
component is a member of the 24-member domain of hours (military time).
The fifth and sixth components have values from the minule and second do-
mains which are both the ordered set of integers from O through 59. If
the conventional hour designation were used instead, then an extra com-
ponent would be needed, whose values came from the two-member domain [aM,
PM], and the value of the hour component would be from the ordered domain
[12,1,2.........10,11]). Note that this latter domain of hour is one which
has an ordering but this is not a lexicographical ordering.

DATA ELEMENTS APPLJED

In this section we discuss hov the concept of composite data ele—
ments can be used to provide some of the data structures which are al-
ready familiar, and also some of the data structures which are less familiar
because they are not easy 1o realize in current languages.

Strings as unitary symbols vs. strings as ordered lists. Having chosen

the notion of string as a primitive we are now faced with a problem: how
can a string be split into component parts? We have on the one hand the
notio. of a string as a unit, playing the role of a single symbol, neces-—
sarily indivisible. On the other hand we at times want to consider a
string as an ordered set of characters, and have the ability to scan and
modify this set. It is this dual role for strings which presents the prob-
lem.

It is clear that the resolution of this problem requires two ways
of interpreting strings: (1) as unitary symbols, and (2) as concatenations
of characters. There are two fundamentally different approaches for

coping with this. The first of these is to provide a separate set of

-t
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E string iransformations which operate on value-sirings. The second way
is to provide a transformalion which converts a string into a linear
composile whose components are cells containing individual characters,

and the corresponding inverse transformation. These latter conversions

can be accomplished by means of the string transformations plus the

5 basic iransformations which manipulate data elements.

Programs viewed as composite data structures. We can view programs

as data structures. In the interpretation of programs as data, we need
not concern ourselves with dynamic structure, which can be much more com-—

plex than static structure. Each statement is expressible, in current

I T TR TR

languages at least, as a linear string. These strings can be tied together

i in a'variety of ways, limited only by the ability of the sequence con-—

troller to sequence properly through ihe statements. The automatic, or

follow-on, sequencing between statements (which is different from the
sequencing dictatgd by explicit "jumps'") and the grouping of statements
into procedures correspond to the arrangement of conventional data elemenis
into composites. A segment of a program is then an ordered set ("list") of
strings. The components can be named (can have identifiers) and the com-
posite as a whole can have ideniifiers, which correspond to names of seg-—
ments or procedures. Composites more conmplex than ordered lists may be
useful: an example would be parallel ordered lists.

Program statements would normally be stored as uninterpreted strings,
the interpretation being deferred until the moment of execution. It may
on occasions, however, be useful to represent a parsed statement, for which
a "tree" structure is fairly natural. Block structure, as in ALGOL and
PL/I, is also representable in tree form. .

Observe that a program can now be described as a sequencing through
a conposile data element whose components are strings interpretable as
statements.

Text-handling. The processing of texi presents a problem with regard

to the utilization of composite data elements. This problem is related
to the dual nature of strings discussed in Chapter 3. For the purposes
“of scanning, a body of text might conveniently be thought of as a single
string. However, the user may wish to do such things as place markers
within the string, and attach identifiers to substrings within the string.

For such manipulations, the strings nceds to be a compesite data element




i A
S

+ 113

where the characters adjacent in the text are tied together by some
precedence reclationship. Il is the user's responsibility to have the
text in composiile form in order to perform such manipulations. To con-
vert between sirings and composites will require some primiitive transfor-
mations, since a string is properly an intiegral symbol nol amenable to
being viewed as a composite. The specific text-manipulation abilities
vhich are desirable are discussed in Chapter 5 on Transformations.

A pointer or marker is useful to indicate a point of '"current interest"
in some text. Sonme ways of constructing pointers within the framework
of composites are shown in Figure 4-11. ’

Files. A file, in the conventional sense, can be viewed as a set
of elements. The set, if unordered, is a random file (corresponding to
a disc file). If ordered, the set is a sequential file (corresponding
to a tape file). In ithe abstract, however, a file is simply a set, ordered
or not as we may choose.

Trees. Figures 4-12 and 4-13 graphically portray two trees, showing
data elements at thie nodes, with nodes related by a single type of prece—~
dence relationshiy. Each such relationship is expressed by a composite,
represented in the figures by an arrow.

Matrices and multi-dimensional arrays. While mathematically a rec-—

tangular array caa be considered a vector (ordered set) of vectors, this
viewpoint is not adequate for my purposes. One of my criteria of adequacy
for a theory of data elements is that it should be possible to determine
easily the answer to the question: What elements are associated (related)
directly 1o a given one? TFor example, we can easily obtain this answer

in the case of two-dimensional arrays by defining elements to be adjacent
if their row subscripts are identical and their column subscripts differ
by one unit. Such an explicit adjacency should be one which will work
equally well for other arrays than rectangular ones: such as triangular
arrays and tetrahedral arrays.

Figures 4-14 and 4-15 graphically portray a rectangular, 2-dimension-
al array, and a symmetrical triangular array, respectively. The small
letters stand for specific relationships. In the case of the rectangular
array, the two relationships are "horizontal" and "vertical". 1In the
triangular array, the relationship letters "a', '"b", and '"c" are the threc

coordinates of the array, The regularity of arrays obviously suggests
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Insert a data element (character) which stands for the marker.

o O D
part— :dentificr

o)

Construct a marker relationship "between"

S GITEED L GIFID o GITID o GETID o

"\ identifier S

C BETWEEN /)

[
=

Use movable identifier "after"

—2-')( A _)-2—>( B _)Jl->( f‘:‘ )-—p->( D )_g_;,

identifier
{ AFTER ‘:)

Figure 4-11. Ways of Constructing a Pointer or Marker in
Composite Representing Texi: Marker Pointer Between "B" and "C"
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Figure 4—14. Rectangular Array Pictured as a Composiie Data Element
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that arrays can and should be consiructed by iterative or recursive pro-
cesses.

Tables. The conventional table is a rectangular array of dala ele-
ments. It is distinguished from the usual mathemalical array or matrix
by the fact that it can contain non-homogeneous elements. In general,
the elements are organized into classes by rows and into other classes
by colunns. If another dimension is needed, the table may be furiher organ-
ized into classes by pages. A data element is selected by specifying a
row-class and a column—-class (and perhaps a.page-class). We could say
that the members of a row have an ambiguous identifier, as do the members
of a column; these ambiguous identifiers used together refer to only 1
element in common. This view of a table then is one of sets, certai= in-
tersections of which have unique members. It may be the case that the
members of a column are not independent, as in certain portions of a de-
cision table. In such circumstances, it may be more convenient to regard
a table as a set of lists, where each list corresponds to a column.

The individual elements of a table may not have any meaningful rela—
tionships between them other than the pliysical relationship of juxtaposi~
tion when the table is displayed in two or three dimensions. This should
be intuitively obvious, since we can have a meaningful four-—dimensional
table but we cannot display it. The relationship that often exists is
more one of similarity of element names. Yet even this does not hold in
a table whose indices are non-numeric (ihat is, where the concept of ad—
jacency of index values does not exist).

By extension of the notion of table, we can have a complex table,
in which the elements are not constrained to be simple, but rather can
be composite elements. An element might, for example, be an ordered set
of elements. To access the lower-level eloments would then require a two-
step access. We observe that the language known as '"Decision Tables" is
an application of complex tables.

Another view of tables is that they are a special case of Cartesian
space. The n-tuple is regarded as ithe ordered set of coordinates. The
element at the intersection of the coordinates can be of any type; in part-—
icular they may in turn be composites in Cartesian space.

It is perhaps more helnful and more meaningful to view a table as
a set of n-tuples in which the first elenenis are from a single domain,

the second elemenis are from a single domnin, etc. Another way to say
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this is that the n-tuples "have a model™. A row is sclected, or a set
of rows are selected, from a lable by specifying certain "match criteria®
for specified positions ("columns' of the table). Results, or "output",

is selected by naming the desired parts (positions). In a table of n-—tuples

o P T
L—-—nﬁ M m m

in a specified order (that is, the table is "an ordered set of n-tuples'"),
a row can be selected by giving ihe table name and an ordinal argument or

subscript. However, if the table takes the form of an ordered set of ele-

Y

1 ments within an ordered set, we have a structure isomorphic to a tree. As

A

we note elsewhere under iree-naming, access to a terminal node ("leaf'')

R of a tree can be done by giving the tree name followed by an ordered set
1 of subscripts. The ordered set of subscripts performs the selections at
r ) successively lower levels.

Note that a function table is a special case of a table, in which,

for a given set of input arguments, only a single n-~tuple is selected

; (which is another way of saying that the result of a function must be unique).

f Note that the defining table itself need not contain unique results, but the

lookup algorithm must yield a unique result, if only by such a simple device
as not looking further once one result has been found.

The multilist and multiset concepts. The multilist concept, first

suggesied by Prywes (1962), provides for the appearance of data elements

on more than one list simultanecously. Example: oOnsider the set of ele-—

ments A,B,C,D, and E. Some or all of these clements could appear on several

lists. Composite #1 could be a list of the elements (or, more properly, the

sequence of element names) "A", "C!, MEW 6 "B npn,  Composite #2 could be
simply the one-elemeni list "D".

The sequence of elemenils in a composite may not matter, however. In
such a case, we would have sets instead of lists, and the concept might
analogously be called the "multiset!" concept. It provides for the simul-
taneous appearance of data elements in more than one set. Continuing with
the example above: Composite #1 could be unordered set of element names
ngn, oneng age. ngno npis composite #2, the set "3", VYEM, "A", composite
#3, the sect of one element "D".

My method of expressing composites provides equally well for both
the multiset and multilist concepts. Note that there is no limit on the
complexity of the data elements which may be components of the muliilist

or multiset.

Data elemenis of highly variable stiruciure. There are types of data

elements which not oniy are not fixed in configuration, but also which
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have structlures which changz on nearly every access. Examples are: queues
and pushdowns. Their common characteristic is that the stiructusal frame-
work is in a sensc fixed though unbounded. That is, we know in advance

and by convention how each new element is to be added to an existing struc-
ture, and how each old element is to be removed from an existing structure.
The variable data elements employed to date have been largely of the homo-
gencous type: the componcnt elemenl types being identical and the relation-
ships being identical, as in LIFO queues (pushdowns) and FIFC queues.
However, there is no rcason why we should be limited to struclures having
identical elements and identical relationships. We could have an iterat?ve
structure, for example, in which a fixed substructure occurs repeatedly.
Where the variation in a data element is one of variable repetition, a
model is sufficient to express this. When the variation is more complex,
however, a better solution is to use transformations which produce the

appropriate alteration in the structur« when such a transformation is in-

voked.
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CHAPTER 5. CONCEPTS OF TRANSFORMATIONS

GENERAL REMARKS

Definitions. A "transformation" is an action, a program step, which
causes a change in storage. This change of storage may not be the storage
which the user "sees", however; it may be inside the processor, and
changed in a way which is defined for user only behavioristically. Dec-
larations (in the ALGOL and PL/I sense) and definitions of various types

are therefore viewed and described as transformations. Later the various

" kinds of transformations will be distinguished.

A transformation is defined by a sequence of transformations, com-
monly called a "procedure'. The ultimate definitions are in terms of
transformations which are primitive (not defined within the user language,
the language interpreted by the processor).

A transformation is invoked, or activated, by a 'transformation call'.
The form of a transformation céll is the familiar function notation of a
transformation name, possibly followed by a list of parameters. Examples:
T; T(A,B,C);.

Sources of transformation definitions. The stock of transformations

which the user has at his disposal must be defined. There are several
ways in which a given transformation definition becomes available for a
programmer's use. Some fixed set of transformations is provided as primi-
tive. These are the fundamental building blocks out of which the user
must build everything he needs.

A second set of transformations is provided as a "basic set". These
are defined in terms of tﬁe primitives and are modifiable by the user.
These are the frequently-used transformations which are provided merely
as a convenience to the user. The user is free to select those he needs,
modify some, and discard the rest. ‘

The third source of transformations available to the user ié that
set which he defines for himself. How much work he has to do to define
new transformations depends on what has been.provided for him in the
primitives and in the basic set, and on the amount of freedom he has in
defining new transformations.

A given programming languagé is to a large extent characterized by

the amount of freedom the programmer has in defining new transformations,
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and the convenience with which he can do it.

Functions vs. transformations. Among the parameters of transforma-

tion calls may occur explicit function, calls. The format of a function
call may be identical fo that of a transformation call, namely: a func-
tion name followed by a list of parameters (arguments) in parentheses.
Since function calls and transformatidn calls can have identical format,
this léads naturally to ask what the essential difference is between a
function and a transformation. A function is sinuiy a transformatioin
that has a single "result'. A result may be an identifier of a value-
string, or it may be an identifier of some arbitrarily-complicated data

element.,

Some languages make the distinction that functions do not permanently
modify storage; that is, they can change only local variables. An;fher
way to say this is: functions are not allowed to have "side effects'.

We do not so restrict them; a function can be written to affect an arbit-
rarily—-chosen transformatior of storage. Thus we can write functions as
the parameters (.rguments) of any function. (In prin¢iple, we can also
writé as parameters transformations which are not functions. As they will
each return a null value, it would seem pointless to write such transfor-
mations as parameters.)

Some languages, such as LISP, require that all transformations be
functions. This means that all non-function transformations must be
treated as functions producing null values. ‘This is workable but some-—.
what clumsy.

Defining an arbitrary transformation as a function requires some carec
in the definition to avnid ambiguity. Consider the list of lists:

({(a,b), (c,d), (e,£))

Suppose we want to perform the transformaiion of interchanging ¢ and d.
What do we consider the "value' of the result? How much of what we
started with is the result? 1Is the result "(d,c)"? Is the result
"((a,b), (d,c), (e,£))"? The definition of the function must tell whether,
after execution of the function, the original data structure exists? Is
the result of this function a modiffed original or a modified copy? We
can of course define it to be either choice. LISP demands that it be a

modified copy, which is to my mind not flexible enough. We should have
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the flexibility of defining it ‘either way.
FUNCTIONS

Representation of functions. VWhat is a function, in relation to a

computer algorithm? There are two fundamentally different forms which
functions can take; alternatively put, a function can be represented in

two different ways:

1. by enumeration, a set of ordered pairs; the first member of each

[

pair is a set of arguments, and the second member is the corres—

~

ponding result (which may be composite).

2. by algorithm, a computational process which maps the arguments

into a result.

Notice that the algoritﬁmic representa;ion of a function depends on the
fact that a concept is represented in the form of a value-string and that
the components of this value-string can be individually inspected. Thus
a function defined on value-strings is defined in terms of other functions
on the components of these value—strings. These defining functions may
in turn be defined in a similar fashion. The ultimate definitions, how-—
ever, must be either primitives, or functions expressed by the technique
of enumeration. For example, the addition function for decimal integers
is reducible to an algorithm based on tl.e addition table for decimal digits;
where the table is an enumeration.

Both representations of functions can lead to an identical result.
In a given circumstance, one technique will generally be strongly pre-—
ferred over the other. An ill-behaved function, for example, is likely
to be difficult to compute but relatively easy to represent by a set of
ordered pairs (a functiron table). Where standard interpolation techniques
can be used, such function tables can often be shortened. Where there
can be a large number of sets of imput argument values, however, a con-
putation (procedure) will usually be preferable to a function table.
Where either representation of a speéific function may be satisfactory
from the standpoint of readily producing the proper result, the choice
of representalion may be dictated bx the type of modification that the
function is to undergo.

Vhere a function is represented as a procedure; it is structured
and treated as a transformation, a set of imperatives. Where a func—

tion is represented as a cet of ordered pairs, it is a composite data
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Note that a function table is a special casc of a "table," which can
be defined te be a set of n-tuples. A table which is a function is dis-
tinguished by the fact that for a given set of arguments, only a single
n-tuple of the table is selected; this is another way of saying that the
result is unique. For an ordinary table there is no requirement that the
result be unique.

Because we allow this dual representatign of functions, we must be
prepared .o have function calls carried out properly regardless of which
of two mo .¢s of function representation is used, and preferably without
the user having to distiﬁguish between the two modes in the way he Qrites
the call. To accomplish the latter, that is,.to make the calls of the
two types of representation indistinguishable, both tyjes must have a com-
mand interpretation. Functions or the algorithmic type\naturally have a
command interpretation. Functions of the enumeration type ares expressed
as composite data elements. To give these a command interpretation, we
must apply some accessing function to the data element.

To illustrate the preceding discussion, consider the function expressed

by the following table:

> O o |>
o > O |6
O oW o> |0

An algovrithm f which would realize this function is:
f: result = if {1) is 'C' then (2) else
if (2) is 'C' then (1) else
if (1) is 'B* & {2) is 'B' then 'A' else
if (1) is 'A' & (2) is 'A' then 'B! elge 'C!

In table form this functiol. would be written

(1) <2) Result
A A B
A B C
A Cc A
B A Cc
B B A
B c B
c A A
c B B
C Cc C

a\"’
. '
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To make this table representation a callable function, we need a table
search function to operate on it. In order to design a search funciion
we must have in mind a specific data structure. The data structure of
the table need not conform to some uniform standard. There is a variety
of data structures and companion searching functions which would serve.

To summarize, a user—defined function will be some procedure called
by means of a standard procedure call. There are two philosophically
different forms of function procedures; each form has its advantages and
disadvantages. (ne form is an algorithm which computes a result according
to some set of rules; the other is some table lcokup procedure which finds
the result in a table.

Predicates. One of the most common types of function used in pro-—
gramming is a predicate, a function which yields a resul® of either "tiue!
or "mon-true'. An example of the use of this function is as the Boolean
expression part of an IF-THEN statement. An important usé of this type
of function will be the determination of the existence of specified data
elements and relationships. Such functions will of neceséity be defined
by rather complex algorithms which search and inspect composite data
elements.

Nature of the result of a function. From a mathematical standpoint,

the result of a function is an unnamed, unsiored value. In contrast to
this, the result of a function from a data processing point of view is
an entity which is bolh stored (if only in some temporary location) and
named (otherwise it could never be accessed for a subsequent processing
step). In the data processing case, a resuli could be a value-string

(if it is a simple data element). If the result is a composite, however,

it cannot have a value-siring as a result; in such a case, the only mean-

.ingful result is the identifier of the resulting composite.

With this discussion as background we are ready to consider the
issue of what is an exit—value of a function. 1Inat is, what is the meaning
of a function call when it is wriiten as a parameter? If ithe function
yields a value-string, its exit-value could be that value-string. If the
function yields a composite, which b& definition has no value-string,
then the exit-value could only be the identifier of.the composite. Since
ve have already established that every value-siring which is the result
of some function has an identifier (supplied automatically by the proces—

sor, if necessary), we take the simpler point of view that the exit-value

.
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of every function call is an identifier of the result.

Result domains. I earlier expressed the philosophy that it should

be possible for the user to prevent the computation of f'lgarbage'; that

is, to be able to write programs such that invaliid values of data ele-— <
nents cannot masquerade as valid ones. We should accordingly think of

a result as ‘an ordered pair, consisting of a type designator (usually a

domain designator) and an associated value-string or composite. In order

to implement this philosophy, it i§ necessary to provide explicitly with

thé result of a function calculation the "type" of the result: that is,

its domain, or class. Exactly how this lype information is to be expressed

and stored has been treated in detail in Chapter k.

Storage allocation of function results. A problem exists in connec~

tion with storage allocation of resultc of executing functions. If each
function leaves its result in a standard place, say in "RESULTY", then

some conflicts of storage can occur when asynchronous parallel operations
are allowed. Even if each function or each execution leaves its result

in a location unique to that function, the same kind of conflict can occur.
This conflict can cccur both in the case of asynchronous parallel execution
of the same function, and in multiple occurrences of the same function in

a single parameter list. The completely generul solution, and the one
which I favor, is to generate a new (previously unassigned and unused)
storage location for each result., The difficulty here, of course, is that
the available storage gets used up if there is no automatic method for
reclaiming it. Such an automatic method might be easy to specify—namely
that the result can ve used only once and then the storage cells it oocupies
are to be made available for new assignment. (This applies only to the
result, not to side effects.) Another possible resolution of the problem
is to provide a name for a function result as part of each call-—then it

is up to ithe user lo avoid storage conflicts; however, even this technique
may fail when asynchronous parallel processing occurs!

Choice of domain of a transformation result. We have considerable

flexibility in how the domain of a rgsult of a function is to be specified:
1. The simplest case is to have one fixed type, specified by the

writer of the transformation definition. E*ample: A concatenation

function could be defined on two parameters of type string, yield-

_ing a result of type string.
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2. The type of the result could be defined to be M"appropriate® to
the types of the input parameters. Example: a sum function could
be defined on two paramcters of the same type (that is, both
integer, or both real, or both complex, or both vectors of inte—
gers, etc.), and the resuli could be defined to be of the same
type as the input parameters (arguments).

3. The type of the result could be specified by an input parameter.
Example: We could define a procedure which computes area, given
length and width parameters in some'linear measure such as inches,
feet, yé%ds, etc. One of the parameters of this procedure could
specify the domain of the resulting area, that is, specify that
the result is to be given in square inches, square feet, square
yards, etc. :

Methods 2 and 3 above require the existence of program statements which
can determine the domains of the input parameters.

Extension of functions. We would like to have the analog of the

mathematician's ability to extend a function to deal with a different
algebraic structure. Example: 1let the function SUM (A,B) be defined,
say, for integers. We would like it to be extended to treat complex inte-—
gers, then to be extended again to treat rectangular arrays of complex
rationals. It should be appareni from the preceding discussion that such
an achievement is not difficult. The procedure which defines the function
SUM must analyze the iypes of the arguments and select a computation se~
quence appropriate to the argument types; naturally the appropriate com-
putation sequence must also be added where needed.

CHARACTERISTICS OF TRANSFORMATIONS

General types of transformations. It is convenient for the purposes

of study and discussion to organize the types of transformations into
three general categories: transformations of data, of context, and of se-
quence control. Each of these will be discussed in turn.
"Transformations of data" are those processes which change data ele-
ments, or compute functions, or both. Changing a data élement includes
creating and modifying relationships between siorage cells. Functions
have been disc?ssed earlier; the reader is reminded'that the computation

of a function may or may not permanently modify data elements.
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"Transformations of sequence conirol" include all those transfor-
mations which wodify special storage cells uniquely associated with the
'control element" of the processor. Also included are iteration state-
ments which control repcated execution of a set of statements. Further
discussion of this type .»f transformation must await a treatment of se-
quence control later in this chapter.

Transformations which are neither of the above types are classified
as "transformations of context!, which can be further subdivided into
3 éubclasses:

1. Transformations of domain can define a new domain of members,

add members to a domain, delete members from a domain, define a
subdomain, set up equivalences between members of domains (which
can be done either by correspondences or by algorithms), define
orderings on members of domains. Members of domains need not oc—
cupy storage cells; they may instead be defined by algorithms.
Thus transformations of domain may involve the modificaticn of
algorithms; since in these developments we regard algorithms as
data until the moment of interpretation by control, these modi-
fications can be carried out as modifications of data.

2. Transformations of processor action concern modes of processor
action such as types of evaluation or caliing. Examples of modes
of processor action not present in some languages are '"macroex—
pand"! and "evaluate without becoming-undefined."

3. Transformations of specification can set conventions to be used
vwhenever specifications are deficient or non-contradictory. This
corresponds to the "default attributes" of PL/I.

Recursive calls, recursive procedures, and reentrant procedures. Notice

.that a "call' to a transformation can be interpreted in several ways:

1. Remember the return point, move the program control pointer to
the entry point of the transformation, and proceed with normal
execution, '

2. Remember the return point. Make a fresh copy of the transforma—
tion (i.e., the data structu}e vhich will be interpreted as pro-
gram). Move the program control pointer to'theentry point of

the copy and proceed with normal execution.
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The occasions when this distinction matlers are in the case of reentrani
or recursive procedures or wvhere a procedure modifies itself. On these
occasions it indeed matters whether one has the effect of copying or not.
What actually happens in ihe processor is nol of consequence here. What
does matter is the behavior of the processor as seen by the user. The
presence or absence of the copying effect strongly influences how the pro-—
cedure must be written.

Notice that a recursive call (a call to transformation T as a para-
meter of onother call to transformation T) can be considered a special
case of recursion, since the procedure in eff .t calls itself not during
execution of the procedure, but during the 'prologue'" to the procedure
during which its parameters are being processed.

The most usual way of handling recursive procedures is to have the
rule that only the "latest incarnation' of the procedure and its associ-
ated variables are accessible. This requires that all exits from thcse
procedures must be orderly so that everything can be carefully unstacked.
Thic rule implies, although it does not require, that no copies are made
of the procedure. This limitation of access only to the latest incarna-
tion makes it difficult 1o refer to data in previous fncarnations, since
they must necessarily be passed as parameters in order to be referenced.

In these cases involving copying, we necessarily have multiple
uses of identifiers, and hence have ambiguities of reference. These
must be resolved in scme systematic way. One possible solution is to
have the Mlocal! variables automatically converted te lists with incarna-
tion numbers automatically supplied as indices. In turn this raises the
problem of defining scope of variables, an issue heretofore avoided.

The point of all this discussion is to raise the issue of what a

call to a transformation real'ly means, and demand that the issue be clari~

fied. Does copying of the transformation orcur? If so, under what circum-
stances? Can the user control when copying occurs, or is it determined
by the system designer? If copying occurs in the cases of recursion, how
are ambiguities resolved?

It is obvious that in the case ;f a procedure having formal para—
meters, the prototype of this procedure should remain untouched, so that
it can be reused 1o satisfy additional calls of the procedure. Hence some

copying of the prototype should take place at each call, Exactly what

.
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should be copied is the matter for consideration.

I digress briefly for a comment. There has been much interesi in
recent years in 'pure procedures", procedures which do not modify ihem-
selves. It has been argued that pure procedures have two advantages; ihat
they are easier to debug, and that .n a parallel processing environment
they can b: used simultaneously and asynchronously by multiple threads
of controi (can be used "reenirantly").

The argument about '"debugying' is perhaps true, in the sense that
some users find it less confusing if procedure bodies are not modified.
However, to avoid modification of a procedure body, one may have to build
a slightly more complicated program. 1In such a case it may not be true
that'debugging is thereby made easier.

The argument that procedures must not modify themselves in order to
be usable in a parallel processing environment stems from the storage-
conserving practice of using only one edition or copy of a procedure body
to serve multiple purposes. From a logical viewpoint, however, a procedure
is intended to be a prototype, and each invocation of this prototype may
be with different paramcters. Each invocation involves a fresh copy of
the prototype with appropriate substitutions for the parameters. If the
invocation of procedures is in fact implemented in this way, then there
is no need to restrict procedures from modifying themselves.

REFERENCING A DATA ELEMENT

Definition. A Mreference! is effectively a pointer to some data
element, either simple or composite. It may be convenient to think of
a rceference as a machine address. In a higher-level language, however,
the concept of machine address is not definedj; hence we might take an
alternative view, namely , that a pointer is invisible and is considered
to be undefined in the language. This concept of invisible pointer could
be dispensed with 1f the processor were such that it generated an identi-
fier aulomalically for every data element when an identifier was needed.
I take the view that every data element has an identifier, and that

every reference is a function which yields an identifier of the data ele~

*ment being referenced.

Expressing a reference. A reference is expressed as a "reference

expression, which will appear as a parameter of some transformation.
A reference expression can take any of a variety of forms. These forms

are enumerated briefly here and explained later in this section. The
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ways ihat references can be expressed are:

1. As an identifier. A variation of this is to have indirect refer-
encing, in which a value-string corresponding to an identifier
is taken; then this value~string is re-interpreted as an identi-
fier. This process can be repeated as many steps as desired.

2. As.a "name'", which requires the existence of a name-to-element
mapping function. Examples of such names are array element names
and tree element names.

3. In terms of standing in a unique relationship to some other data
element already "known!. Examples of such relationships are:
preceding'!, "succeeding", "corresponding", having a specified
ordinal pogition in some ordered composite. It is possible for
the reference to be a chain of such relations.

4, In terms of satisfying some predicate, such as "is a substructure
oft; or "is an instance of!.

5. As an identifier of a composite data element plus a part-identi-
fier.

6. In terms of an algorithm which yields a reference; for example,
an algorithm which performs a search or traces a path, A speci-
fic example is the hierarchical name in COBOL, which has an im~
plied search algorithm,

7. In terms of a call to a function which yields a value-~string.

8. By pointing, as with a light pen or cursor.

9. By exhibiting a value-string (unnamed) in quotes. :

10. In terms of an intersection of classes having ambiguous idenii-
fiers.

11. In terms of some pronoun which refers by convention to some pre—
viously-determined data element;

A comment on lockup versus search. I digress briefly to make an ob-

servation concerning when referencing by identifier is appropriate end
vhen it is not. Consider a structure which allows representation of full
text of, say, a book. We have, in the main text, the book as a whole,
chapters, sections, paragraphs, sentences, wérds and characters. If we
had a naming scheme down to the level of sentences, for example, we could
obtain any sentence by direct lookup, assuming that there is some name-to-

storage~location mapping mechanism. To go to any level of finer detail,




LAY

(s

Peaia N

e

e
.

Py—

13%

that is, to a word or character, we must resort to a search procedure.

We can make the observation that in general we can expect to access by
direct lookup any substructure that is named (that is, has an identifier),
but accessing any unnamed substructure requires a search.

Naming components of a composite by "mappable names'. We note that

among the methods of naming individual components of a composite, there
are the methods exemplified by arrays and trees. We observe that sub-
scripted identifiers are a naming scheme for elements organized in an
array or tree. Consider, for example, the identifier "Y[A,B,C]". This
designates some composite element called "Y". The ordered set "A,B,C"
tells us how, starting from some standard starting point, to proceed
to a single selection. Each subscript value in turn represents a choice.
Imagine a tree named "Y"". Beginning at its root, we choose the Ath
branch, and proceed down this branch to the next node. At this node, we
choose the Bth branch and proceed to the next node. At this no@e we
choose the Cth branch and proceed to the next node. ‘This final node has
a corresponding value-string, which is the value we have'selected. it
the tree is a regular one, by which we mean that each node at a given
level has the same number of branches, then it can as readily be visual-
ized as an array. Consider the Figure 5-1. This shows a regular tree
and the corresponding multidimensional array. If we make one minor
change, so that the tree is no longer regular, then there is no longer
a corresponding array. We can, of course, add dummy branches to the
tree so as to make it regular againj and if we do so, then there is again
a corresponding array.

Putting what we have just discussed into more abstract language:

naming schemes for components of trees and arrays simplify the naming

of component elements of a composite elcment. The lechnique is based on

taking advantage of regularity so as to be able to make a simple naming
rule. Rather than give each element of a composite its individual name,
the composite name is like a generic name, and the elements are ordered
in such a way that the sequence of subscripts tells us how to trace
through this ordered structure to obtain a single component elenment.
Particularly in the case of arrays we have been conditioned to think of
the subscripts as numeric ones, but there is no logical reason why the

values of subscripts need be restricted {io numbers.
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order of choice

A. A regular trce has a corresponding array.

B. A non-regular tree does not have a corresponding array.

order of choice

3 & > ond

st

C. A non-regular tree can be padded out to make it regular and
thus have a corresponding array.

Figure 5-1. Naming of Elements Via Trees and Arrays.
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An example of a naming tree is shown in Figure 5-2, where a constant
tree, whbse nodes are company names, is accessed by the generic name
"'COMPANY NAME!" plus a list of subscripts signifying state, city, and utility.
We note that the class of naming trees that have just been described is a
special case of the class of trees having arbitrary reclationships between
the nodes, which is in turn a special case of <etworks with arbitrary re—
lationships between nodes.

Little has been said about the name-to-element mapping rules. It
should be obvious that there must be a way té indicate when a name-~to-ele~
ment mapping rule is to be invoked, and which such rule is to be applied.

.A general data referencing function. The identifier function is in

turn a special case of a more general data referencing function which we
might call Rel. The arguments of Rel are the identifier of a given ele-—
ment and a relationship of the given element to the desired element. For

instance, if SAM and DAVE are identifiers of two data elements, pictured

thus identifier
C SAM },mmmm>( )

father-
s

on
\/
identifier
and "father—son' is the relationship of the first element to the sccond,

then

Rel  (SAM, father-son)
would be synonymous with DAVE. That is, it would be equivalent to DAVE
for the purpose of accessing the same data element. Note that whether
DAVE has a value or not is irrelevant here: DAVE might be a composite
data element and not have a proper value.

Ambiguous relationships. The system being developed here allows

arbitrary relationships between arbitrarily—chosen elements. In such
systems, there is the possibility of more than one element being in a

given relationship to a given element. I call such a situation an "am-

. biguous relationship". The user must be conscious of whether such ambi-~

guous relationships actually occur in his data. The succeeding para—
graphs explain why.
Consider first the case where a, b, and ¢ each stand in the rela-

tionship Ry to x. Diagrammatically:
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Company [state]
name

QAT SURL ISR RTIN] W

[City] futility]

Arizona Flagstaff gas Peoplets Gas and Electric

. ' .
electric Pecple's Gas and Electric

TR S o e Bt mh—o

telgph Arizona Bell
¥ \Lored

one
LOBACT DN
Phoenix

9as Phoenix Gas

.
o e

telectric o sunset Electric

. teleghone Arizona Bell

Alabama Hotspot gas Southern Gas

electric Hotspot Electric
SRR TACI S ILNT 2T

zgglegggne Hotspot Tel & Tel

Arkansas

Birmingham

Little Rock

gas

gas

electric
MDA A YT I %R

" Southern Gas
Birmingham Electric
Southern Bell
Faithful Gas and Electric

FIGURE 5-2,

e

electric
ST N®

Faithful Gas and Electric

tele hone Midwestern Telephone Company
3aV S

Road's End gas Midstates Gas
electric Tristate Electric
telephone Midwestern Telephone Company
Boxder 55 Border Utility Corp.
Ielectric Border Utility Corp.
 telephone g, .or Utility Corp.

Example of a tree of names
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To make the illustration more concrete, think of a, b, and ¢ as identifiers

of the object x. Suppose now that the object x has been referenced by

some means other than by any of its identifiers, and that we wish to be
able to determine one of its identifiers. We must be careful what we
ask.. If we say '"What is the identifier of Xx?" , which is more precisely
stated "What is the unique identifier of x?", the question has no proper
arswer. To give as the answer "The set a,b,c" is perhaps technically
correct but not very useful. To get a proper answer we must instead ask
What is é_l_l_ identifier of x?", which itself is an abbreviated way of saying

"What entity stands in an identifier relationship to x?" The user nmust

in general know, or have a means of finding out, if this question has a

unique answer. If it does not, he might ask ihe same question twice in

his program, and get a different answer each time; this may lead to a pro-
gram error.

Consider a second case, where a stands in the relationship R

Y, and z. Diagrammatically:

1to X,

To make the illustration more concrete, think of x, y, and z as ¢kements

each individually identified by a. Suppose now thal we wish to make a

reference to y. Clearly a does not uniquely identify Y. VWe must jive

other relationships concerning y, either instead of, or in addition to, a.

Suppose we say 'the element identified by a". This is meaningless. By
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a sliéht siretch of the imagination we could interpret it to mean "ihe
set X,y,z;" to treat x,y,z as a set when it has not been explicitly recog-
nized as such may lead us into trouble. (It will have multiple components
where only one might be expected.) We might say "The set of elementis
identified by a." This is meaningful and correct. It is important to
recegnize that it is different from the two substantives just given above.
It is also meaningful to say "An element identified by a." As in the first
case, the user must in general know, or have a means of finding out, if
this substantive refers to a unique object. If it does not, the program-
mexr may use it twice in his program, and refer to a different object each
time, thereby leading to a program error.

In summary then: if more than one element can stand in a given re-
lationship to another element, the user may have to take precautions
to avoid nonsense and ambiguity.

Referencing a value-string. There are two fundamental ways of refer—

encing a value-string:

1. exhibiting the value-string within paired quotation marks.

2. calling a function, which yields an identifier of a value-string
as a result. Where a domain has an ordering imposed on it, there
is another means of referencing a value-string: that of giving
the domain name and the ordinal position of the desired element
within that domain.

A single representation may name several members in different do-
mains. The letter "IW, for example, is the namec of a letter of the alpha-—
bet, and is frequently used as a synonym of "true'", a member of the domain
of Boolean values. In cases where a representation is ambiguous, the

ambiguity must be resolved by an accompanying domain designator. The do—

main designator tells in which domain lies the member that the representa—
.tion is intended to represent.

Pronouns. It would be desirable to have expressions which roughly
correspond in funciion to pronouns in English. Specifically, we might
find the following concepts useful:

1. The last (or next-to-last) element accessed.

2. The result of the most recently executed transformation.

3. The name (or a name, or the principal name) of the statement most

recently executed.
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k. The name of the nexi return point, established at the .ast
temporary change of control.
¥What pronouns can be made available depends on the nature of the dala
accessing mechanism, and what pronouns actually are available depends on

what the designer and the user together have built into the data accessing

mechanism.

PROCEDURES AND PARAMETERS

Abstractions from programs. It may be the case that a program con-

tains some similar pieces. It may be convenient, either to save the pro-
grammer's time, to simplify the program, or to conserve machine storage,
to abstract these pieces from the program as it might have been originally
written. By "abstractf we mean to remove them from the main body of the
program and to add to the program something (an "abstraction") which re-—
presents all of these pieces. Such an abstraction is often called a
iclosed subroutine! or 'procedure'. Wherever the abstraction is not 'per-
fect"—vhere two pieces abstracted from a program do not match—the dif-
fering elements are not abstracted. 1In their place in the abstracted pro-
cedure are put placeholders, usually called 'formal parameters". These
formal parameters are replaced at execution time by "actual parameters"
which are supplied in the YcallM,

Thus we see that any itwo or more pieces of a program can be abstracted
and replaced by references {(calls) to a common procedure. The greater
the number of differences among the pieces, the greater the number of para-
meters that must be used. A major object in writing a program is to ab-
stract as much as possible without making the number of parameters exces—
sive. The tradeoff is always a matter of individual taste and judgment.

Calls and parameters. At the point in a program where a piece of

program has been removed (Yabstracted") we put in its place a call—a
reference, by identifier, to the procedure which was abstracted-—followed
by any parameters which may be needed. In some languages, some calls are
di stinguished by being preceded by the word MCALL". This expliciil way
of marking calls has some advantages which will become apparent later.
There are two main places, from the graﬁmatical point of view, that
calls can occur. A call may occur in place of a command (or "imperative',
or Usentence', or Ystatement!, or in place of a sequence of statements,
sometimes called a "compound statement!). Then we say the call is a !"pro-
cedure call’. A call may occur as a substantive (or "operand", or "para-

meler"), and it is therefore expected to have a "value'; ihen we say it
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is a "function call',

The distinction in aclual use between calls to procedures and to func-
tion procedures is convenient for purposes of classification and explana-—
tion, but it is not a necessary one. It is allowable in some languages
to have a call to a procedure which call is used as an operand. Since
in such a case some value is expected, the resulting value is convention-
ally taken to be null. Conversely, a call to a function procedure can
sonietimes be written where a statement is expected. In such a case, the
"value" of the function procedure is discafdéd; the function procedure
is being used only for whatever "side effects" it may have (that is,

for vhatever changes in storage that it makes).

Call execution. What happens at the timg a procedure call is executed
is the following:

1. A copy is made of the calied procedure.

2. Each actual parameter, if there are any, may be 'treated" in any
of several ways. The choice of treatment method can be based on
the form of the parameter or it c&n be specified in the body of
the procedure. The kinds of treatment methods which have been
popular are discussed helow.

3. Bach treated parameter is substituted for a corresponding formal
parameter in the body of the procedure. How the correspondence
may be indicated will be discussed later.

L, The procedure is executed.

5. If the call plays the role of an operand (thatl is, if a value is
expected), the resuli of a function procedure, oi- a "null", is
substituted in place of the function call.

There is a variety of requirements that I would like to place on the
procedure call mechanism, all contributing to flexibility. Some of the
general.requirements imposed earlier are:

1. It should accommodate recursion. That is, a given procedure
must be able to call itself ("recursive body"), and an argument
of a call to a procedure may be a call to the same procedure
("recursive call").

2, A procedure must be able to modify itself.

Additional requirements are:

1. The processing of the parameters of a call should be under complete

control of the procedure. That is, the procedure may decide,
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during execution, which parameters are to be picked up from the
call, and how they are to be processed and substituted. The ex—
pression '"how they are to be processed! refers to whetiher a
parameter is to be interpreted or simply to be left uninterpreted,
and if it is to be interpreied, how it is to be intcrpreted.

2. The parameter passing mechanism should work properly even in a
parallel asynchronous processing environment.

3. The parameters in a call should be uble to be matched with the
formal parameters either on the basis of position in the call
("positional parameter") or on a partial match of ihe actual
parameter ("keyword parameter!).

4, A procedure should be able to access the call of any specified
"incarnation" of any specified active procedure, not just a call
to itself and not Jjust the most recent call.

5. Two types of substitution techniques are needed for substitution
within the body of a procedure:

a. To be able to replace occurrences of an arbitrary substring
by an actual parameter. .

b. To be able to replace elements on the basis of giving their
identifiers, or to replace substrings of such elements.

6. It should be possible to have more than one standard procedure

call mechanism.

The matter of grammar. To my mind, grammar is an issue almost wholly
separable from other programming language consi ierations. A set of gram—
mar rules and a grammatical processor is necessary for what? For finding
out what a given statement "means!. In the programming language context
it can only mean one thing: a call to a transformation. A call to a
transformation has a standard format: a transformation name pcssibly
folloved by a list of parameters. If all the transformations are writ-
ten in this standard format, there is exactly one grammar rule. This re-
duces the issuc of grammatical analysis to a triviality.

Now it is of course true that programmers like to express transfor-
mations in other formats. For example, the normal algebraic expression
with its infix notation for functions of two arguments is a popular one.
A programming language usually has a variety of statemeni forms. For

example, in ALGOL, some of the basic ones are: assignment, go to, condi—
tional, iteration, procedhre definition, declaratiou.
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Onc of the virtues of a compiler over an interpreter is that, with
the former, grammatical analysis of a given statement has to be done only
once. However, notice that if the programming language consisted of only
one statement form, this advantage would disappear. We note also that
many current compilers are not pure compilers. Much of what they do is
in fact interpretive: such ilhings as dynamic declarations, execution of
format statements containing variable specifications, etc. Hence I con-
clude that the advantages of real compilers over interpreters is not as
great as many would like to believe.

The control character interpretation problem. A classic problem in

inteypreting strings of characters is to distinguish those characters
which are "controls" from those characters which are "objects!" (not to
be further interpreted at the moment of scanning). Examples of control
characters are: quote marks, paired brackets or parentheses of various
shapes, commas, and blanks. Problems of interpretation arise when a charac-
ter normally used as a control character is desired as an object charac—
ter. How do we say unambiguously that a certain character is not to be
given its normal control interpretation? The answer is that we must estab-
lish some workable convention. There are several workable conventions
that will serve except in rare palhological cases. (No matter how elaborate
the convention, T think one can always construct a case in which the con-
vention won't work, so we must be content with a reasonable convention
that works except in rare cases; these latter will kave to be handled
individually on an ad hoc basis.)

Convention 1. Any intentionally ummatched bracketing character or
quole mark shall be immediately surrounded by quote marks. This means
that whatever scanner is used must treat the sequence

guote-mark bracketing-character quote-mark

as a special case, to be interpreted as meaning the bracketing character
standing alone.

Convention 2. Provide a command *-:ich temporarily deprives a certain

character of its status of being a con.rol character, and possibly substi-

tutes another character; the stalus quo Lo be restored bty the execution
of a countermanding command. For example, to deal with the string abe'def
as a qiioted parameter, let " be temporarily replaced in its control role
by '. Now we can have the quoted parameter 'abceldef!' without misinterpre-~

tation. Second example: Suppose thal we wish the string abc,def to appear
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in a list of parametiers, where comma is the usual separator. We could,
for the burposes of interpreting this list, declare blank to be the
separalor character. Then we could write

F ( ADF abc,def ghi )
and have abc,def properly recognized as the second parameter.

Both of the conventions mentioned here require explicit provisions
in the language processor to handle them.

There is another problem, closely related to the control character
interpretation problem, called the "matching.brackets problem,' which
is discussed in the next secticn. Sclutions to the matching brackets
problem are automatically solutions to certain aspects of the control
character interpretation problem.

The matching brackets problem. The matching brackets problem is con-

cerned with control characters which are normally used only in matching
pairs: these are quotes, round brackets, (parentheses), square brackets,
and curly brackets. The problem is concerned with how to decide which
Yrackets form matching pairs. If tihere is-a convention for denoting an
individual unmatched bracket, and if all other brackets are present in
properly nested form, then there is no problem in finding which brackets
form pairs. However, if there is an error, in that a member of a pair

is erroneously missing, or through some transposition the brackets are
not in properly nested form, then the pairing cannot in general be dis—
covered by inspection alone. To provide for discovering and dealing with
such errors, some facility is néeded for uniquely discovering which brackets
form matched pairs. There is a convention which can be used and which
will serve except perhaps in rare cases. This convention is one that can
be brought into play at the user's option but it need not be '"built int"
to a language and processor system. This convention is simply a rule

for forming an unlimited numrber of different bracketing expressions. The
rule is this: let a left—bracket expression be any string (1) beginning

and ending with a blank, (2) not containing a blank, and {3) containing

.one left parenthesis. A right-bracket expression will be a similar expres-—

sion except it contains one right parenthesis. Examples of such bracket
expressions are:

abc(  )abc

a(bc  abce)
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It helps readability if the expressions have ithe parenthesis at the inner

ends, but this is not a necessary restriction. It is easily scen that we

have an unlimited stock of convenient brackets

1( )} |
2( )2
793( )793

A complicated function call written using ithis matched bracket convention
might look like this:

func 1( A,tw 2( £ 3( jym )3 mMmr )2, N
If an error occurred, which resulted in the bracket )2 being lost, a scan
of the set of parameters of funct would show immediately that an error
existed and the procedure call mechanism would not be prevented from con-—
tinuing its analysis of the expression in which this function call to funct

was embedded.

What is a formal parameter? It is appropriate for us to examine care-

fully what a formal parameter iz, and how it behaves. It is commonly agreed

that a formal parameter is a placcholder (in a prototype); something is to
be substituted for this placeholder in a copy of the prototype. WProto-

type" in this context of course means Yprocedure body", and "substituled

red

...in a copy of the prototype" means that a call of a procedure has this
effect, whether or not it is actually carried out that way.

When we consider further the actual nature of the placeholder we find

that Yplaceholdes” can be interpreted in a variety of ways:

1. As an individual parameter in a structured string: that is, as a
given paramecter in a transformatiop call. Example: Consider a
program statement in our standard prefix form: 7(X,Y,Z) Any
of the names T,X,Y, and Z can be regarded as formal parameters,
to be replaced under some set of rules specified elsewhere.

2. As an individual parameter appearing possibly more than once in

a partially-ordered set of structured strings (in this context,
a procedure body). We can forget for a moment the complication
of allowing partially-ordered sets of stringsj the procedure
bodies that we normally think of are simply linear strings. This
role of parameter is the one that applies to conventional pro-
cedure calls in ALGOL, FORTRAN, PL/I and the like.

3. As one or more appearances of a substring in an unstructured

string. This viewpoint allows a more general application
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! " of ithe formal parameter concept. In fact, being able to sub-
stilute one substring for another is the most general kind of

string substitution that we can envision.

4, As an identifier associated with one or more components of a

data structure, wvhich structure may later be interpreted as a

procedure,

A placeholder of the third type mentioned above is fundamentally

different from types 1 and 2. Type 3 obviously requires a scan of the
precedure definition at call time (ihat is, at the time a procedure is
invoked). Notice that type & could be used to avoid the need for this
scan, by making it possible to "name' ihe insertion points, which would
perhéps be initially represented by null substrings.

While the discussion of formal parameters has here centered about

procedure definitions, it should be rementbered that the concept of for-

mal parameter applies equally well to data structures, for in fact pro-—

cedure definitions are simply a specific form of data structure.

nard

Formal and actual parameters. There is no real need to distinguish

between formal and actual parameters as far as how identifiers for them

—

are constructed. The feature which distinguishes a formal parameter from
an actual one is the fact that the formal name is systematically replaced
at some point by an actual name. This substitution must be made with due
regard for ihe presence of local data elements ("local_variables"), other—
wise the prototype may be rendered unusable for a succeeding substitution
(because, as the logicians would say, of the confusion between bound and

free variables). Consider the prototype procedure:

proc Pl(a,b);
local x;
X Emomames 213
8fmmme by
b Gammeere X 5
end Pl;

In the above, x is bound (is a "dummy variable", and it could have any

"arbitrary name) while a and b are "free'. If we give the call
I CALL Pi(x,y);
then a copy of procedure Pl is made and in this copy x replaces aand y

! . replaces b, yieclding:
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proc Pl{x,y);

local x;
X Gmmenmrma X 3
X sy §
Y Gommnn X §

end Pl

which is not what is wanted, and which will not yield the desired result.

If the prototype itself is to be manipulated by the program, then

calls of ihe procedure should make substitutions in a copy of the proto-

type, leaving the prototype intact. Otherwise names may be arbitrarily

changed by the substitution process, thus invalidating later references

to the prototype for purposes of manipulation.

Several situations can be described which exemplifly the difficulties

of making a distinction between formal and actual parameters:

1.

2.

A procedure Pl operates on a procedure P2, patching sections of

P2 together to make a new procedure P3. A call is then made to

P3. .

A procedure P4 when first called tailors itself to be more efficient
in response to the class of calls exemplified by the current call.
After tailoring itself, it closes off the tailoring process from

further use, and then proceeds to do its regular work.

The common characteristic of these problems is the dual nature of some of

the paramecters, parameters which at one time are considered to be actual

and at another time are treated as formal.

Reinfelds (in his paper "The Call-By-Symbol Concept: A symmetrization

of the Scope of Variables in Actual Parameter Expressions of Subroutine

Calls",

submitted for the 1968 FJCC) advances the interesting concept that

in a procedure call one may wish to express formal parameters. One can

in this way achieve the effect of a call by name but at the samt time pre-

vent side effects. In order to indicate that a formal parameter name is

being used in the procedure call, some special indicator must be used.

Reinfelds advocates that the declaration symbol X appear in ihe parameter

list indicating that "x" in the paraﬁcter list is a formal parameter of

the procedure being called. My approach of making no distinction between

actual and formal paramecter identifiers, however, renders Reinfelds' con-—

cept of no use in this context.
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Parameter—passing mechanisms. The task to be considered is the

means of."passing" to a procedure parameters given in a call io that
procedure.

We need to be able to access each aciual parameter, knowing which
formal parameter we wani ithe correspondent of. We should be able to ask
for an actual parameter either by its position in a call, or by its
keyword parameter name if ii has one. 7To do this we must be able to
reference the "current call of the procedure P"., It is not sufficient
simply to say "the current call" since at thé time of referencing other
calls and other procedures may have intervened. In the case of recursive
calls one must be able to access the call'n" levels back, where n will
frequently be MWin,

I had originally thought of setting up an explicit correspondence'
table between formal parameters and actual parameters. This table would
have to be filled in either automatically by the call mechanism or by
statements explicitly given in the body of the procedure. A problem arose
with trying to define the structure of thig table, for some formal para-—
meters may have the role of identifiers but other parameters may simply
be uninterpreted substrings.

Upon further consideration, it didn't seem that explicit construc-
tion of this table was necessary. Each entry in the table would in
general be referenced only once, as each actual parameter was picked up
to be treated. It seems simpler to have a primitive which accesses an
actual parameter corresponding to a given formal parameter. This will
be discussed in more detail below.

There must be a way of matching up actual parameters with formal
parameters. There are actually two standard ways of accomplishing this:

Here are some illustrations of simple procedure calls:

1. Call with Mpositional parameters, that is, the correspoﬁdence
between the actual and formal parameters is known because the
actual parameters occur in pre-specified positions (in the pavra-
meter list). An example of a call having positional parameters
is:

REMAINDER(A,B)
In the definition of REMAINDER inore occurs implicitly or ex—
plicitly the information that the first actual parameter cor—

responds to the first formal parameter, and the second actual

Ty
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parameter corresponds to the second formal paramcter. The formal

parametlers may have explicit identifiers. They might be identi-

it g S

fied as x and y respeclively. Then the parameter matching process

wvould say that x corresponds to A and y corresponds to B. How-

Dap e N A

ever, they need not have explicit ideniifiers. Assuming that we

a3

have a way of referencing the first actual parameter, in a way

that we have not yet discussed, the definition of REMAINDER might
use the expressions "aclual parameter #1" and "actual parameter

#2" in the statements to be executed,

3 2. Call with "keyword parameters!", that is, the correspondence between
the actual and formal parameters is specified by explicitly giving
: pairs, each of which consists of a formal parameter followed by
its corresponding actual parameter. An example of a call having
keyword paramelers is:

DISP (p2=M,pk=S,p1=KT)

Casiial facions

Notice that in such a call an actual p~iameter need not be given to cor-
respond to each possiit:le formal parameter, and the actlual parameters which

are given do not need to be given in a specified sequence.

An additional problem of matching formal and actual parameters arises,

I

however, where a transformation is defined for a set of parameters of the
same type but thc number of the parameters in the set is not fixed. An '
example might be SUM ( ) which could easily be defined to compute the
proper result for an indefinite number of arguments. What we have here
then is a function defined on a set of arbitrary size, where the parameter

to be passed is not an identifier of ilhe set but rather an enumeration

of its members. For functions which are defined in algorithmic form, it
is of course possible to write the procedure so that it examines the para—
meter list and computes the function properly for the number of arguments
exhibited as actual parameters.

If the transformation procedure knows whether to expect a list of
parameters, or only the identifier of such a list, oxplicitly following
the transformation identifier, then there is no ingenuity required to

/ pick up the individual parameters pfoperly. If we wish to be able to
give either, that is, interchanggably, the explicit list or the identifier
of such a list, then the transformation procedure must be able to examine

the parameter actually delivered and decide how to handle it. :

-
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There is a variation on the format of a procedure call: namely, in-
stead of explicitly listing the relevant paramelers, giving a reference
to a parameter list. This list may, in turn, be either a single list of
positional parameters, to be matched 1 for 1 with the formal parameters,
or it may be a list of keyword-parameter pairs, matching actual and for—
mal parameters. Example: let f(a,b) represent a function f with formal
parameters a and b. Let z be a list of two actual parameters x and y.
The function call might then be written £(z), where the function defini-
tion will recognize that the type of z is list, and that when a parameter
of type list is presented, it must be decomposed into its constituents
and these constituents used as the parameters.

There is a question as to whether this should be caller's option or
procedure definer's option., If it is the caller's option, some special
symbol is needed to indicate the use of this option, and some extra mech-
anism in the call interpreter to test for this option. If it is the pro-
cedure definer's option, there is no need to provide any special mechanism;
the procedure writer is responsible for testing the type of the parameter
and taking appropriate action.

Parameter interpretation. There are several fundamentally different

Ved

ways to interprei a parameter which appears in a procedure call. The
first issue is whether or not the parameter is to be interpreted at all.
We must decide between the following two cases:
1. The parameter is a string which is to be substituted without in-
terpretation at this time. This is often called ''call by name!.
A more suggestive term is Strachey's term "call by subslitutionM,
and it is the term I will use henceforth.
2. The parameter is a reference to a data element. This is called
call by reference'l.
The processor must be told whether a given parameter is to be interpreted
or not. In principle this decision could be made on the basis of tilhe
form of the parameter, but this would mean a lack of flexibility, since
in the call by substitution we want to be able {o substitute an arbitrary
string. I conclude therefore that tﬁe indication of whether a given para-
meter is called by substitution or called by reference must be explicitly

given in the called procedure.

e : L
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A parameler 1o be interpreted is a reference to a data element.
The types of such references are two: |
1. A siring to be interpreted as naming a data element. While it
may be a complex name, we can assume that the interpretation of

this name is a standard process. I call this siring a "data re-

ferencell,

2. A string with or withoul an explicit set of parameters in para—
meter brackets, to be interpreted as a function call. I call
this a Ycommand reference'.

The intellectual distinction I have made belween data reference and
comménd reference is really only a matter of emphasis, for in the case
of a data reference we are in fact invoking a function. This function
is the standard naming function. It is, for example, the function which,

given an expression such as PR[3], accesses an element of the array "PR".

We will see later that the naming function logically must be called im~
plicitly rather than explicitly.

Notice thal a consequence of my philosophy is that there is no con-
cept corresponding to the ALGOL call-by-value. Call by value yields a
itheoretically unnamed, unstored value, aﬁd my approach says that there

can be no such entity, thal every value-siring used as a parameter is

e ©

stored and has at leasl one identifier,
“ The problem at hand is how to distinguish a data reference from a .
command reference. We must do it either by inspecting the form of the :
parameter or by referring to information external to the parameter itself.

This need to distinguish between a reference vhich accesses a data
element and a reference which invokes a function is seen in the use of

two sets of brackels in ALGOL.

PASAMFSortulothis st cpiast S

A[N] means access the Nih element of the array A. Note that this

includes a label array (a switch).

A(N) means invoke the function A with the parameter N.
The shape of the brackeis indicates which kind of access. VWhere there |
is no parameter list in brackets, however, the iwo kinds of reference
cannot be distinguished.

A fundamental problem of ambiguily crops up here, in the casc of a

parameterless function call. 7The call appears as a string. The problem

iz that we cannol tell by irmspection whether it is to be referenced (given ;
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a "data interpretation") or to be invoked (given a "command interpretation®).

Some languages avoid this ambiguity by requiring the parameter brackets tlo
be present, thus distinguishing the function call, and always giving the
function call a command interpretation. In such languages, of course,

the function can never be interpreted as data, which is an undesirable
resiriction.

Here is an illustration of a paramecterless function call. Assume

that T1 and T2 are the identifiers of two parameierless function procedures,
each procedure yielding an integer result.

SUM(CALL(T1),CALL(T2)) computes the sum of the results of executing

) T1 and T2.

SUM(T1,T2) is undefined because SUM is not defined for the data type
of the procedures T1 and T2 (distinct from the data type of their
results, which is integer).

CONCAT(T1,T2) is defined; the result of the string obtained by con-
catenating the string named T1 with the string named T2.

Most programming languages resolve this ambiguity by establishing

some arbitrary and restrictive rules. For example: a designator of a para-
meterless function procedure is indistinguishable from an identifier of a
data element. Grenoble ALGOL requires‘such a function procedure designator
to be enclosed in parentheses in order to force its exccution. FORTRAN
avoids the problem by requiring function names always to be followed by

a parameter list, even if it is a "dummy" list. PL/I determines if the
parameter is the name of a function, and, if so, executes it. None of

these languages, and in fact none of the languages with associated compilers,
permit a function definition to be refercnced as data, that is, as a string.

A second example is where a parameter consists of an identifier fol-—

lowed by a list of parameters enclosed in parentheses. This could be in—

terpreted either as a function call, in which case a command interpreta-

tion is probably wanted, or as a compound identifier such as an array ele—
ment name, in which case a data interpretation is probably wanted. ALGOL
avoids the problem of distinguishing these two uses by requiring that in
the second case, special subscript brackets (square brackets) be used.
FORTRAN and PL/I determine whether the parameter naties a function or a com—
pound data element and give the parameter a command interpretation or data

interpretation accordingly. As before, these interpretation rules are

T T )
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fixed and therefore do not permit executing a function procedure stored

- in an array of procedures, nor of treating a procedure as a data element.
It is often convenient 1o write a literal as a data reference. That

is, instead of writing a data reference we may wish to write instead an

l actual value-siring. If we wish Lhis feature, then the processor must

; be arranged to recognize when we have done so, create a storage cell for

the value-string, and create an identifier for it. The value of the para-

meter is the identifier thus created. A frequently-used conveniion is to

enclose the literal in quotation marks, and I adopt that convention.

E | To summarize, we can have the following forms of reference expressions:
: Forim - Meaning Intc-pretation ‘
k A identifier of data element data
A identifier of parameterless procedure command or data
} A(P,Q) function procedure designation with command or data* )
parameters
i A(P,Q) identifier of component data element data ;

Y within a composite, or a set of argu-
ments of a function represented as a
function table

; AN the value-string !"A" . data

Fid

* We might choose nct to define what this expression means.

Note that in general we want to be able to give any one of the five forms

PRSP P

of references. We would inot, in general, wish to resolve ambiguities by

giving the type of interpretation (data vs. command) in the parameter

. ma o eseT

treatment specification, because we want the flexibility of using these

types of parameters interchangeably. Hence the distinction between com-
mand references and data references must not be made on the basis of ;
parameter inspection alone. ;

One solution to the problem would be ito label each parameter as to

whelher it was a command reference or a data reference, such as CALL(Y)

or DATA(X), respectively. This is somewhat clumsy. What is worse, it

i.s technically inconsistent, as will become apparent in the later discus—

sion of the fact that the data referencing function cannot be an explicit

-

one. The remaining question is How to simplify this clumsy conveniion of

CALL(Y) and DATA (X). We could, for example, dispense with DATA ( ) and
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use sihply X for a data reference. Only if X had the form CALL (Y) would
we have it receive a command intierpretation instead.

So, for example, to compute the value of the formula (which we assume
appeared as an actual parameter)

A + random integer
where the random number is obtained by a parameterless function procedure,
we would write
CALL(PLUS(A,CALL(RANDOM) ) 5
If we allow ourselves the simplification of omiiting parentheses surround-
ing a one-member parameter list, or at least after the expression CALL,
we could write this more readibly as

. CALL PLUS(A,CALL RANDOM)j

Some users may regard as inconvenient the inclusion of the word CALL
in each parameter whose execution is invoked. Such users may choose in-
stead {t~ specify in the definition of a transformation a fixed interpre-
tation of the parameter: he can specify either "access" or "execute.

The price to be paid for this convenience is the lack of flexibility in
being able to have the mode of treatment deducible from the form of the
actual parameter.

As a notational convenience we could easily define the CALL state-
ment to accommodate muliiple parameters; that is, for example,

CALL A,B,C;
could be used to mean call A then call B then call C. Each call could
have a parameter list as wellj thus we might write
CALL A(X,Y),F(2);

I have suggested here one reasonable set of conventions for dis-
tinguishing command interpretations from data interpretations. It should
be possible for the user to change readily whatever conventions might be
established initially for a given processor.

Not all the possible complications have been resolved. For instance,
it could happen ihat bolh a parameter list and a subscript list occur in
the same paramzcter expression. For example:

T(A) (B,C)
might mean "select the function with index A in an array T of function
definitions and use the function with the parameter list (B,C)". If this

construction is to be allowed, then we nced to have a way of defining the
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convent® 1 to be used for inlerpreting it. Further we must keep in mind
that we might want a dala interpretation expressed simply

T(A)
in order to access the function definition as data. Hence whatever con-—
ventions are established should allow for the proper interpretation of
the latter expression.

The data referencing function—a necessarily implicit functlion.

Notice that obtaining the identifier of an element whose data reference
is given is iiself the performance of a function. It is, and necessarily
must be, a function which is not expressed explicitly but is rather im-
plied. Suppose a function of one argument:

f(a)
If we wanted to show the data referencing funcltion i explicitly, we might
write

£(i(a))
But in doing so we have not been consistent, in that ihe argument of the
function i is the "bare!" data reference a. We cannoi overcome this no
matter how many times we replace the inn?r a by the more explicit i(a).
We are forced to realize that an innermost’ parameter musi be interpreted
as a dala reference expression, of vhich we are usually to take the identi-
fier. If the data reference expression is a single identifier, then its
interpretation is simply that identifier.

This leads us to a related issue, that of indirect naming.

Indirect addressing or naming. I{ may on occasion be useful to refer

to a data element by an "indirect name'", that is, by giving an identifier
of an identifier of a data elemeni. This feature is often called "indirect
addressing" when speaking of an address of an address of a machine word.
Expliciti indication of indirecl naming in SNOBOL is given by the prefix-—
ing to a name the symbol $. This symbol can be taken to be the function
Mevaluate! in the conventional sense. Example: let "1' be the contents
of a simple data element identified by the string A. Let "A" be the
contents of a simple data element idgntified by the string B. If we
write as a parameter

F(a)
this will be interpreted as

F("i")

<«
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that‘is, the function F applied 1o the value "1Y¥, If we write as a para-
meter
F($(B)) or F(eval(B))

this will ¢ ls0 be interpreted as

F(“i").
In this Jarter case, the parameter is effectively being evaluated iwice
in succession. The firsi evaluation is called for by virtue of the func-
tion F calling for the normal evaluation of its parameter. An evaluation
of the result of the firsl{ evaluation is called for by the "evaluation
function'" designated by either cne of the devices exhibited above. SNOBOL
uses'the symbol $ as the -name of this function, so that

$A1
in SNOBOL means the data element whose identifier is the value of another
data element whosc identifier in turn is A1l. Such expressions can be
nested to any practical depth to -chieve multiple-level indirect naming,
for example

$(8A1)) $(8(8a1)))

Paraneter types. The matter of concern is the "types" of parameters

associated with transformations——both inpui parameters and an output
parameter or parameters. !"Type! requires some definition. VWhere a para-
meter stands for a simple data element, the parameter type is the name
of the domain of that element. Where a parameter stands for a composite
data element, the concept of parameter type embraces structure class names
(such as M"list", or "company") and perhaps also the domain nameé of its
components. Thus, a parameter type specification of a composite element
might be "list of integers", or "set of & x 4 arrays of integers", or
"set of arrays'".

Every transformation is necessarily defined only for some specific
choice of parameter iypes. That is, if a paramecter in a call is not of
a type specifically provided for by the iransformation definition, exe~

cution of the transformation will "fail!. What "failure" means is dis-

cussed elsewhere under "Invalid transformations!. To illustrate ihese

concepts, consider that a funclion "sum! could be defined for a variety
of parameter types: possibly any mixture of values from the domains of

integer, real, and fraction. It might be defined also for strings: in

this latier case it would probably mean ''concatenation". But the function
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would probably not be defined for a mixture of sirings and integers. To
repeat, a given transformation is necessarily defined for one or more
fixed combinations of parameter types. If the transformation rereives
as input any other combination of parameter types, it will not give a
correct result., In such a case ihe tiransformation must not give a result
vhich could be misleadingly interpreted as gorveclj that is, it musi
explicitly signal when such a failure occurs. Whether a transformalion
is to avoid the computation of invalid results ("garbage") or not is up
to 1lhe person who writes the transformation definition.

1t may happen that a parameter is not from a domain (or of a type)
specifically anticipated by the writer of a procedure. It may also hap-~
pen that the given parameter value has an equivalent in a domain which
is acceptable. Example: Let there be a procedure which computes area,
given dimensions in feet. VWhat should happen if a call to this procedure
has parameters given in inches? It would be desirable to have a convenient
mechanism whereby the writer of the procedure could ask to have, in such a
case, a search made automatically to find ihe corresponding values in feet
and use these converted values to proceeg with the computation. Note
that invoking such a mechanism should be at the writer's option; it would
be unnecessarily clumsy to always inve e such a scarch automatically.

The writer of a transformation definition (procedure) needs program
statements (calls to transformations, probably primitive ones) which en-
able him to determine ihe types of his input parameters, to check the
types to verify if they are acceptable, possibly to convert the values
to equivalents in an acceplable domain, and to signal whether the trans—
formailion has been successful (or, if not, what the nature of the failure
was).

Substitution of parameters. Having picked up an actual parameter

and treated it, we must next specify how and where the result is to be
substituled. It may be substituted for each appearance of a given charac—
ter (or subsiring) in the procedure body, which will require a full scan
of the procedure body. Or it may be substitulted as the "value" of a

named pari of the siructure which constitutes the procedure body. The
choice of these two subsiitution methods must be specified in the procedure
body, or in the call mechanism (that is, in the interpreter).

Invalid transformations. As mentioned earlier, it may happen that
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part way through the execcution of a transformation a parameter may be
found io be of the wrong type, or the argumenti specification may be in
- some other way not satisfied. Even if the arguments (parameters) are pro-
per, it might happen that the transformation cannol be correctly completed.
There arises the question of how to know the precise effect of the trans-
formation aliempted under such circumstances. Since side effecls can oc-—
cur, the effect of an invalid transformation must be known to the user
in order for him to be able to recover,
] There are two extreme choices for the effect of an invalid transfor-
mation: (1) no action, and (2) all possible actions up to the point of
invalidity. The no-action case might be preferablej in a sense it is a
- cleaner alternative. In some cases, however, it is extremely difficult
to achieve because it can mean having to remamber an arbitrary amount of
processing in order to put things back i1he way the, were before the trans-—
formation began. The all-possible~legal-actions case seems wasteful, in
that some unnecessary actions may be done, but it is much simpler to ex~
plain, comprehend, and remember.

Another choice is to let the user in general define how he wants in-

valid transformations handled by the way he defines a given transformation.

¢

¢ He can, for example, check to see that all arguments are legal before

transformational changes are executed.

Thc~e is a need for some standard error signal mechanism. Earlier
I discussed the use of a result value-string of "UNDEFINED!" as a way to
indicate failure of a function. We need a similar convenieni convention
to indicale the failure of a transformation which is not a function. Some
of the possibilities for such a convention are:

1. A success—failure flag to be set by each itransformation. If there

is only one such flag, however, confusion will arise in the cir-

cumstance of parallel execution.

2. A success—-failure first-in-first-out queue, on which is entered
a transformation name and success—failure flag (and perhaps other
- identifying information such as an identifier of a statement in-
voking the iransformation). This queue would be a standard data
.. eiement accessible by conventional referencing techniques. An
N alternative would be to have this queue maintained in the pro-
cessor in an undefined way, and {10 have it bt& able to be refer—

enced only through seme primitive function specifically designed
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for that purposec.
3. To pass success and failure return point identifiers ("labels")
as paranmeters to cach transformation.

Procedure call mechanism. We have discussed at lenglh the actions

and requirements of procedure calls. Now we must be more specific as to
how procedure calls are accomplished. Assume ihat contirol has been trans—
ferred to (a copy of) a desired procedure. The actions thal can occur
vhich are related to the calling process, as distinguished from the 'work"
the procedure is called upon io do, are:
1. Locate the call,
2., Select an actual parameter from the cali.
.3. Treat this parameter according to some prespecified method.
L, Optionally, check lhe type of the paramecter to varify that it is
acceptable to this procedure.
5. Optionally, if the type of the parameter is not acceptable, seek
an equivalent in a specified domain.
6. Substitute the resuli of ilhie parameter treatment into the procedure
body, according to some prespecified substitution rule.

7. Repeal steps 2 through 6 for all parameters required.

1

8. Upon cxit from the procedure, set an indicator to 'success" or
fajlure',

We now proceed to discuss these actions in more detail.

The need for locating a specific call secems at first unnecessary.
Why should it not always be the most recent call executed? The answer
is thatl ihe parameters need not be picked up, processed, and substituted
immediately upon entry to a procedure; in general we want to be able to
process them anytime during the execution of ithe body of a procedure, and
perhaps in some cases certain parameters will not be needed and therefere
nced not be processed at all. So we may find that in procedure A we exe-
cute first a call to procedure B, and then wish to process parameters of
the call to procedure A. Another possibility arises in a recursive pro-
cedure, where at some point we may wish to process a parameter in the cur-
rent call, and at another point we may wish to process a parameter in a
previous call.

Having located the desired éall, we next nced to be able io select

from it a desired parameter. It may be selected on Llhe basis of its j




position in the list of actual parameters, if it is a list of positional

parameiers, Or it may be selected on the basis of its name or keyword

accompanying it in the list of actual parvametiers. (Keyword parameters
can be considered a special case of a more gencral concept: that of pick-
; ing parameters on the basis of their partial contents. Thal is, we could
: select a parameter they begins KEY= , or one that ends in S, or one that
contains at least two asterisks, etc.) Naturally it can happen that the
sought—for parameter is absent, in which case provision must be made
for indicating this fact 1o the parameter—pickup mechanism (a function).
Next the parameter is interpreted. We have discussed earlier the
N ] standard interpretation methods. For flexibility, however, the user need
not be confined to these standard methods. He should be able to devise
his own.
A check of the "type" of a parameter means to inspect the parameter

H and delermine if it has the characteristics assumed by the procedure body.

If ihe parameter is expected to be a simple data element, then {lhe check
would probably be 1o verify that the parameter value was from the proper
domain, 1In case a parameter is expccted‘to be a composite element, a
variely of checks are possible: to check that the composite element has %
the desired structure, to check also that the wlues of simple components

are from specified domains, or to check ithat the element is of a given

class (has a given model name).

Suppose that a parameter has been selected and that the type check
reveals that the value is not from an acceptable domain. It would on

occasion be desirable to call for a search for an equivalent value in a

ity e MR

specified domain. For example, if a parameter delivered a value in feet

. for a procedure designed to expect inches, and if suitable equivalence
; tables or algorithms existed, a search could be expected to yield the
equivalent value in inches. It is not essential that such a search be
built into a system; the essential point is that the creation of such a

search routine and its invocation as part of the procedure call mechanism

; should be possible.

f ) Assuming that a parameter has been processed and found valid, the

] next step is substitulion of the treated form of the parameter into the
procedure body, replacing a formal "parameter!". This is a non-trivial

matier, however, in view of the earlier discussion about i1he alternative
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interpretations of formal paramecters. The subsititution operator must
specify the nature of the substitulion to be performed, according to the

assumed characteristics of the formal parameters. The substitution may

be for a given parameler in a procedure body, or for a given substiring,
for a given named component of a composite data element, or for some
other programmer-specified part of a procecdure body.

There should exist some simple way to indicate the successful com-
pletion of a transformation. In the case of a function, which returns
a value, the valuec "null" can often be taken‘as an indication of failure,
although noi always. In the case of a transformation which does not re-
turn.a single value, however, we nced some way to be able to determine
whether the transformation procedure comp]cteq its assigned task success-—
fully. I am not suggesting that this flag be set automatically, but rather
that primitives exist for setting and tesling such flags, and that the
setting and testing be done at the option of the user.

It should be obvious that whalever transformations are needed for
implementing this procedure call mechanism must be primitive. If they
were not, then these elemenis of the procedure call mechanism would them—
selves invoke ihe procedure call mechanism, ard a non-terminating recur—

sion would occur.

Remark on multiple entry points. Procedures can have multiple entry

points (though personally I think it is poor programming practice). Since
we treat declaralions as executable commands there is an important con-
scquence related to multiple entry points: that is, that the thread of
control from each entry point must "pass through" ihe "declarations' that
are going lo be needed in the body of the procedure. This can be done
fairly simply by packaging the sct of declaration statements as a sub-

procedure and calling it immediately after entry at any entry point.
CONTROL SEQUENCING

This secliion is concerned with how the processor is told the sequence

in which transformations are to be executed.

The ''thread of control! concept. Nearly all sequence controls in

current use arc based on a "thread of control!" concept, by which is mecant
thal the mas~rity of transformatiion calls have a successor defined by
convenlion. The advantage of this ilechnique is that contirol sequencing

can usually be expressed by physical arrangemeni of itransformation calls
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rather than by the successor of cach transformation call having to be
explicitly given. VWe therefore provide for this thread of control
concepl. The user is notl required to use it for user-defined transfor-
mations, however; he may instead define all his transformations with

a parameler which explicitly specifies the successor.

Some elaboration is in order concerning the physical arrangement
of transformation calls. Each transformation call is a data element
interpretable as a transformation name plus a set of actual parameters.
The standard form of a transformation call is a simple data elemeni whose
contents is a value-string. An alternate form which may be useful is a
composite, the first component of which is the transformation identifier
and the remaining componenis of wlich are the actual parameters. The
successor of any given transformalion is explicitly tied to thatl call by
a successor relationship.

A thread of control may splii, or "fork!, into two or morc threads,
which requires the creation by ihe processor of parallel asynchronous
paths of control. Several such lhreads of control can merge, or "join',
into onej control must reach the nerge point from all merging threads be-
fore control pioceeds forward from that pointi. Every thread of control
eventually terminales, either in a join, or at some transformation which
stops further processing of ihat thread.

Since the successor relationship as used here is nol a transitive
one, loops are not prohibited. Hence in the most general case, the paths
of control may form a netlwork, which I will henceforth refer to as a'con-
irol network", or a M"network of controlt:.

The sequence control mechanism. Our concept of the sequence control

mechanism is that of a processor, defined as a primitive, which receive:
its commands via primiiive transformations. Ii provides for parallel
asynchronous ihreads of contrel as well as for the initiation of execu-
tion sequences whenever specified conditions become true.

Part of the sequence control mechanism is a set of control listis,
wvhich arefordinary"” data elements with known identifiers. These data
elementis are createcd as needed, cne for each thread of rontrol, and des-
troyed when no longer needed. Each such data element is a compositie;
it is in effect a pushdown list which stores a list of jdentifiers of
retlurn locations. Since these data clements are ordinary ones, the user

has access to them and can inspect or modify them as he wishes. In order

1
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for the user 1o know the identifiers of these control lists, they musti
be idenlified by some standard naming scheme. In order for ibe user to
know the identifier of a control list of a particular thread of contirol,
a primitive itransformation THREAD-IDENT executed in that thread of con-
trol will yield the identifier of the associated control list.

Arbitrary complex sequencing. Successor relationships, iteration

controls, and branch instiruclions will provide for the majority of se-—
quencing needs. When more complex sequence controls are necded, how-
ever, they can be written as procedures. Thé general form of such a pro-
cedure is a loop. I' the first part of the loop is determined the identi-
fier of the transformation to be executed next. In the second pari of
this loop, this identifier is subsiituted in a call expression and the
specified transformation is thus invoked. The thread of control usually
returns to the beginning of ihis control procedure, though on occasion
it may terminate. This technique of programming sequence control rules
may find applicabilily in applying various priority control algorithms
[see Gorn, 1959]. It can also be used in controlling iterations, and in
following explicit "chains" of identifiers, where the successor relation-
ships have bcen expressed belween elemenls which contain identifiers of
trhnsformation calls rather than the calls themselves. It is interesting
to note, and it may be of considerable usefulness, that a user program
can have all the transformatlion calls which "do useful work" written as
individual and independeni data elements wilhoul successor relationships
between them, while all the sequencing of execution can be controlled by
a separate procedure.

Transformations of sequence control. Transformations which are con-

cerned with control sequencing are presented in the next chapler along

wvith the other types of transformations.
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CHAPTER 6. BASTC TRANSFORMATIONS

What follows is a list of manipulatlions and functiions which illus—

trates the nature and variety of transformations which are needed in the

system being developed here. This lisl may not be complete, as it has
simply been 'thoughi up' and has not been iried out in real-life situa-
tions.

BASIC TRANSFORMATIONS AS DATA

Having developed a theory of data elemenis and values, and having

discussed the framework of {iransformations, we are now in a position to
define a sel of basic tiransformations of data. To the extent ihat do-

mains are defined by enumeration, transformations of domain will also

turn out to be transformations of data. As we have just seen in Chapter

5, transformalions of sequence conlrol are largely transformations of
data.

Transformations of dala can be divided into two broad classes which

may overlap slighlly:

1. Transformations which perform creation, destroying, selection,
and testing of identifiers, cetls, and compositles.

' 2. Functions which tlake value-sirings as arguments and have a value-

string as resulti. A special sub-class of such funciions consists

of those which operate on the strings which are transformation
calls.

The description of a transformation will follow the general format.

1. Name of ithe transformation or function, including parameier list.

2. fect of the transformation.

3. Bkxit—value resuliing when ithe transformation appears as a para-

metor of another iransformation. The exit-value is always an

jdentifier. i1 is either an identifier of a valid result (which

is a data element), or an identifier of a ceil containing the
value-siring UNDEFINED or NULL.

L, Tllustration, if usecful.

5. Comment, if applicable, including a meniion of when a transforma-

tion is readily definable in terms of other iransformations.

Create a cell.

Name: CREATE~CELL, or CREATE-CELL(1)
Effect: To generate a new cell and associate with it an identifier. If

I specifies or references an identifier, then that identifier will
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be associated with the new cell. If no such identifier is given,
then the processor will gencrate one.
Exit-value: The generaled or specified identifier of the new cell.

Illustration: The result can be diagramued:

identifior .

Comment: CREATE-CELL(I) can be defined in terms of CREATE-CELL and ASSOCI-
ATE-IDENTI™ (ER (to be defined later), thus:
CALL ASSOCIATE-IDENTIFIER(I,CALL'CREATE—CELL);

Copy a cell.
This is a case of COPY ELEMENT, which see.

Assign contents of a cell.

Name: ASSIGN-CONTENTS(I,E)

Effecti: Replaces conlents of cell or cells referenced by I by a copy of
the contents of the cell referenced by E.
Exit—~value: An identifier of ihe result cell. If I is an identifier, then
the exit-value is precisely I.
Illustration: Consider the transformation call:
CALL ASSIGN—CONTENTS(B,A)

Before execution After execution

identifier ) ( identifier

identifier = ; . = .
B %nmm:‘) UNDEFINED ) ( B ddontifien ‘)}

Commenti: This iransformation corresponds closely to the familiar "assign-

mentl stlatement I = E or I Guewmaw [,
Desirov a cell.

This is a case of DESTROY-ELEMENT, which sce.

Associale an identifier.

Namec: ASSOCIATE-IDENTIFIER(E,I), or ASSOCIATE-IDENTIFIER(E)

Effect: To associale the identifier referenced by I, with a data element
referenced by E. If the second form is uscd, where ilhe user does
nol specify the identifier, then the processor will generate one.
If the identifier to be associaled is not already in the identifier

list, the processor will put it in the listi. .

Exit—valuc: The identifier associated witlh the referenced data element.




-~ 2 T g EhEoL Y LN Ay S RS -
o e o 2 ot Do Ao A Y S AT L - e e S R T P PR e S N s st il s REELIRIRERES S S e -

163

g Illustiration: To create a cell with an identifier of WX1M:
CALL ASSOCIATE IDENTIFIER (CALL CREATE-CELL, "X1i")

Comment: While a separate transformation could be defined to create an

identifier therc secems to be no need for it, since ASSOCIATE-1DENTI-

FIER creates an idenlifier at ihc same iime a dala element is created.

Dissociate idenlifier.

Name: DISSOCIATE-IDENTIFIER(1), or DISSOCIATE-IDENTIFIER(I,:)

Effect: To destroy the identifier relaiiovnship between the identifier
referenced by I and the data element referenced by E. 1If no E is
referenced, then all identifier relationships belween the identi-
fier (referenced by I) and all data elements are destroyed. If this
‘transformation desiroys all identifier relatlionships associated with
the referenced identifier, then the identifier is automatically re—
moved from ihe identifier list.

Exit—value: Null.

Destroy identifier.

)
i
|
I
|

A separate transformation to destroy an identifier is unnecessary in view
of the actions performed by DISSOCIATE-IDENTIFIER. i
Associatc components to create compositic.

Name: CREATE-EXPLICIT-SET(E1,E2,E3,...)

Effect: To create a composite whose components are the referenced ele-—
ments E1,E2, etc._

Exit—value: The generated identificer of the composite.

Illustration: ‘

= Before After

( ) identi, prm—— =
A (W a %‘:‘ ” ident. ‘g a \

\ A } 4 )
N\ ident.
b

f R, ident. (“‘m"“‘j
A , émnnm!: b
(midont, = { dont ::i :

Associate components to create implicit sel.

Name: CREATE-IMPLICIT-SET(Q,R,A,B,...)

Effeclt: To sel up binary relationships QRA,QRD, ectc.

-

Exit-value: Null.

F - . X - - RRCSET . _ WP at
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Illustration:

Before After

= e Yy, 3 1i fion g
idenif? LA Sk D . :
e ; SR e W g
SaATIM 5 "]K
¢ A A
2
T Sy \
()

. ey . TR
=== \Cq’“:&lumc"tvs A )
- L s
> soamrse

Comment: This {ransformation is definable in terms of CREATE-EXPLICIT-

N

SET, where each invocation creatles one relationship(composite), thus:

CALL ASSOCIATE-IDENTIFIER("R",CALL CREATE-EXPLICIT-SET(Q,A))
CALL ASSOCIATE-IDENTIFIER("R",CALL CREATE~EXPLICIT-SET(Q,B))

Dissociate conponents of a compositc.

To dissociale all components and destroy them, use DESTROY-ELEMENT, which
see. To dissociate one or more individual coumponenis of a composite, use
REMOVE-COMPONENT, which see. To dissociate all componenis of a composite

wilhout destroying them, use REMOVE-COMPONENT in an iteration over all

conponents, thus:

I'<d

CALL ITERATE-OVER-EXPLICIT-SET)I,J,CALL REMOVE—COMPONENT(I,J))
Destroy an element.

Name: DESTROY-ELEMENT(I)

Effect: Deslroys the referenced cell or composite and all associations
and relationships attaczhad "he components themselves are not
destroyed. If ithere are ider f{iers uniquely associated with com-
penentis of the elementi, thesc identifiers are destiroyed also.

Exit—value: Identifier I of elemeni destroyed.

Add a component.

Name: ADD-COMPONENT(I,C) or ADD-COMPONENT(X,C,N)
Effect: To include the elemant referenced by C as a new component of
ihe composite referenced by I. If the parameter N is given, the

new componeni is enierecd in the composite atl ordinal position N.

Exit-value: Null.

Select a componenti by name.

Name: SELECT-COMPONENT-BY-PART-IDENTIFIER(I,P)
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Effect: In composite referenced by I selecls the component having the

part-identificer referenced by P.

Exit-valuec: An identlifiecr, generated if necessary, of ithe indicated com~
ponent. If there is no such component, the result is undefined.
Select a component by position.

Name: SELECT-COMPONENT—BY-POSITION(I,N) -

Effecl: In composite referenced by I selects the component having ordi-
nal position referenced by N.
Exit—value: An idenlifier generated if necessary, of the indicailed component.

If there is no such componeni the resull is undefined.

.Determine component -position.

Name: COMPONENT-POSITION(T,P)

Effect: In composite referenced by I, searches for the component having
the part-identifier referenced by P.

Exit—value: A generated identifier of N, the ordinal position of the speci-
fied component. If there is no such component, the resuli is undefined.

Remcve component by name.

Name: DELETE-COMPONENT-BY-PART-IDENTIF1ER(I,P)

Effect: In composite referenced by [, selects the component having the
pari-identifier rclerenced by P and deletes the componeni from mem--
bership in ihe composite. The component itself is not destroyed.

Exit-value: Null.

Remove component by position.

Name: DELETE-COMPONENT-BY-POSITION(I,N)

Effect: In composite referenced by I, selects ithe componeni having ordi-—
nal position referenced by N, and deletes this component from mem-—
bership in the composite. The component itself is not destroyed.

Exit-value: Null.

Copy an clement.

Name: COPY(E) or COPY(E,I)

Effect: Make a completle copy of the element referenced by E, except that
a new main identifier referenced by I is assignec instead of copy-
ing the original identifier.

Exit—value: The identifier assigned io the copy.

Replace an element.

Name: REPLACE-ELEMENT(E,T)

T T e et e M e e e,
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Effecl: PFirsi, destlroy any data elements referenced by I. Seccond, make

a complete copy of the element referenced by E and associate it

wilh the identifier refercnced by I.

fied S

Commentl: Note the distinction between ASSOCTATE-IDENTIFIER, COPY, and RE-
PLACE. ASSOCIATE—IDENTIFIER simply creates an identifier relation-~

[T ]

ship between a specified identifier and a specified data element.

COPY makes a copy of the specified data element and associates it

with a specified identifier. REPLACE, which is analogous to ASSIGN-
CONTENTS, is like COPY except thal any, dala elements previously associ-
aled with the specified ident fier arc destroyed. It should there—
fore be obvious that REPLACE-ELEMENT is definable in terms of DES-
.TROY—ELEMENT and COPY-LLEMENT, thus

CALL COPY-ELEMENT (E,CALL DESTROY-ELEMENT(I))

o

Cardinality of composiic (of explicit sei or sequence).

Name: CARDINALITY-OF--COMPOSITE(I)

Effect: To determine ihe number of componenis, N, in the composite

Kol S

referenced by I.
Exit—-value: The number N. If there are zero components, the result is
zero. If ihe composile does not exist, the result is UNDEFINED.
Illustiration: Boih of {the following data elemenis have a cardinalitly of

3, because identifiers and meladata do not count as components:

C":“‘:j ident. N
el Lo Yettesa T
Fan Ty

Comment: If the composite is linear {that is, one~dimensional), then this

function yields ihe lengih of ihe composite.

[+ icialb apnt 4 1 4

Cardinalily of reclationships (of implicit set).

Namec: CARDINALITY-OF-RELATION(I,R)

¢ g

AT
—

Effect: To determine the number of elements, N, which stand in the rela-—

tionship R to the element referenced by I.

Exit—value: The number of elemenisz, N. If there are none, the result is

ZCro.

- e 1~
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Illustration: The cardinalily of the implicit set M below is 3.
My, ddentifier o g,
TERTIXTVEYVETY Y

’)\ﬂm-:m-m’ v
CN 7 ry

Comment: CARDINALITY-OF-RELATION could be defined in terms of cardinality

of composile which results from applying the transformation CONSTRUCT~-

EXPLICIT-FROM-IMPLICIT and then taking CARDINALITY-OF-COMPOSITE.

Construct implicit set from explicit set.

Name: CONSTRUCT—IMPLICIT-FROM-EXPLICIT(Q,R,I)

Effeci: To set up binary relalionships QRA, QRB, etc., where A,B, elc.

are componenis of a composite referenced by I. Q references the

identifier of the left member of ithe relationship. R references

the identifier of the relationship itiself.

Exit—value: Null. "

Illustration:

EXPLICIT FORM IMPLICIT FORM

ident.
P = CHIT O

.,>

G 1 Dt
\)Q‘;, ;.]
Lo

=

Comment: This iransformalion is definable in terms of iteration over the

components of the composite referenced by I, thus:

CALL ITERATION-OVER-EXPLICIT-SET(I,C,CALL CREATE-IMPLICIT-SET(Q,R,C))

Construct explicit set from impliciti set.

Name: CONSTRUCT-EXPLICIT-FROM-IMPLICIT(R)

Effect: To creaie an explicit sel from the right-hand members of a re-~

lation R.




Y R T TR TR VIS e YIS T E TR A T SR T S TR TR H

= e oy R TTIT
SR Foan T p i R TRY S

L CWWATR gt e - o TR LN o S AR TR e s

3
H

4 168

i Exit—value: The generated identifier of the composite.

Illustration:
i : IMPLICIT FFORM EXPLICIT FORM
ke T l
N ident. . X £é££;£$
! W e

,ident. Jk’,}ﬁ TN\ pident. /"“" —)
.( } ) E ?w
‘ \ -t A
C } 1dont.< } J;,:»( \).Cige,g;t,::s(‘ B )
L = =

Convert value-—string to composite.

\2\

Name: CONVERT-VALUE-STRING-TO-COMPOSITE(V)
Effect: Creates a composite in which the components arec individual ¢ells
each containing a character of the value-string referenced by Y.
Fxit-value: An identifier of the created composite.
Convert composite to value-siring.

Name: CONVERT-COMPOSITE~TO-VALUE-STRING(C)

Effect: Creates a value-string corresponding to a composite, referenced

i by C, which has a linear sequence of componentis, each component of
which is a cell containing a single character.

Exit—value: An idenlifier of a cell containing the created value-siring.

If the composite is not linear, the result is UNDEFINED.

BASIC TRANSFORMATIONS OF TRANSIFORMATION CALLS

Transformation calls are ihemselves data, and they can therefore be
operated on by transformations of data. Because they are both complica-
ted data stiructures, by virtue of being complex 3irings, and because manipu~—

lations on them are frequeni, it turns out to be worthwhile to define

separate transformations for this purpose.
Conditional selection.

Name: CONDITIONAL-SELECT(c1,r1,¢2,1r2,¢3,r3,...)

e o s T L o e i i ks A R

Effect: To seciect a paramecter based on which member of a sequence of con~
ditions is salisfied. That is, if cl1 is true, select parametler
ri, or if ¢2 is irue, pick parameter r2, etc. c¢1,¢2, etc., are

references lo data elements (they can be either command references

IR

e o t——




or data references). "If ¢l is lruc!, means "if ¢l is a reference
to a dala clement having the value—siring 'true''.

Exit—value: The seclected parameler, a substring presumably interpretable
as an identifier. If none of the conditions are true, then the
exil—value is an identifier of a cell containing "UNDEFINED!.

Comment: The references ci,c2, etlc., traditionally are functions having
the possible values of Mirue" and "false". Examples of such func-
tions arc ''grealer than', "less than', "eqral to!" and their nega-—
tives applied to domains of numbers, of Boolean values, and strings.
This function corresponds in spiril to McCarthy's conditional expres-—
sion but nol in the details of ils definilion.

Select a specified parameter.

Name: SELECT(N,A,B,C,...)

Effect: Selects the nth elemenl of the sequence A,B,C......

Exit-value: A, B, or C, elc.

Comment: This is like the "casc expression' iniroduced by McKeeman in his
""An Approach to Compuler Language Design'. It could be defined in
terms of a string scanning funclijon which scans the transformation
call and picks the (n + 1)st substring, where pareniheses and com-
mas are substring demarcators.

Test existence of a daia element.

Name: EXIST(I)

Effect: Tests the exislence of a data element referenced by I.
Exit-value: An identifier of a cell containing an ideniifier of the data
element referenced by I, or, if no such data elcment exisis, the
value—~string UNDEFINED.
Tesl membership of a data element in a composite.

Name: MEMBER(T,E) or MEMBER(I,E,N)

Effect: Test the exisience of data element 1-ferenced by E in compositle
referenced by I. If the parameicr N is given, then testi the exist-—
ence of the dala element as the nth component, where n is the quant-—
ity referenced by N.

Exit-value: Idenlifier of a cell whosc contents arc:

1. If the data eclement referenced by E is a component (or the nth
componert, if N is specified) of the composile referenced Ly I,

then the cell contents is an identifier of the data element

- . ——— ey
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referenced by E.

2. If the data eclement referenced by E is not a component of the com-
posite referenced by I, ithen the cell contents is the value-string
UNDEFINED.

Test if iwo dala clements stand in a specific relation.

Name: RELATION(A,R,B)

Effect: To test if two data clements, referenced by A and B respectively,
stand in a binary rclationship (composite), which composite is, in
turn, a component of a larger compositg (relation) referenced by R.

Exit~value: If the test yields "Lrue®, then the exit value is an identi-
fier of a cell whose contents is an identifier of the relationship
'in which A and B are components. If the test yields "false', then
ihe exit-value is an identifier of a cell containing the value-string
UNDEFINED.

Comment: This funclion is definable in terms of a search based on the func-
tion MEMBER.

Indirecti reference.

Name: INDIRECT(I)

Effect: Assumes thal the contens of the cell referenced by I is a value-
siring to be interpreied as an identifier.

Exit—value: An identifier which is the contents of the cell referenced
by I.

FUNCTIONS DEFINED ON DOMAINS OF VALUE-STRINGS

The user can define domains as he chooses, and then define an un-
limited number of functions on these domains. As discussed earlier un—

der Representiatlion of Functions, any function can be represented either

by enumeration (plus a search algorithm) or by some algorithm based on
computation rather than scarch. The representation of a funciion may be
based on other funclions. The ultiimate definition must be in terms of
primitive funclions and/or those represented by enumeration.

The user can, by these available function definition methods, define
all the functlions he wishes. The most common types of functions are those
which yield identifiers of simple dala elements: in this category belong

all ithe conventional functions such as are illustiraled below:

Aritithmetic Logical String
add and concatenate
subtract or deconcatenate

multiiply exor extract subsiring
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! Arithmetic (continued) lLogical (continued) String (continued)

: aAritamerrc pgreat =2Lrng

; divide not string substitution

3 root neither

: exponentiate equivalent

sin identical
cos

The string functions are somewhat messy to define becausc a siring must
be converted to a composite dala element and perhaps back again. It is
much more convenienlt 1o have the siring functions given as primitive.

One of the more complicated useful funciions thal can be defined is that
of lexicographic sum or difference of itwo linear ordered composites whose
components are from ordered drmains.

BASIC TRANSFFORMATIONS OF SEQUENCE CONTROL

Transformalions of sequence conirol are those transformations wvhich
affect the sequence in which other transformations get executed. The
common transformations of this type are: iteration, condilional execu-
tion, and chronic execution. Since tlhe sequence controls are themselves
datla elements, any ordinary transformation which modifies a data clement

which is part of the sequence control will necessarily affect the sequence

of exccution. Such transformations of data could thus be classified as
transformations of sequence contirol.
Identifying a control list.

Name: THREAD-IDENT

Effect: Determines the identifier of the control list associated with
ihe thread of control in which the call occurs.

Exit—value: Identifier of the associaled control list. If there is no
such control list, ithe result is UNDEFINED.
Initiate control ihread.

Name: START(T) .

Effect: To start a thread of control at the transformation call whose

dentifier is T.

[T

Terminate control thread.

Name: STOP

Effect: To stop further excculivon of the ihread in which the transiorma-
iion STOP occurs.,
Branch, or jump.

Name: JUMP(T)

Effect: To stop further execution of the thread in which the transformation
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JUMP occurs and to start a thread of control at the itransformation
vhose identifier is 7T,

Comment: It is obviouc tihat this transformation is simply definable iu
terms of the combination of STOP and START(T).
Conditional execution. .

Name: CONDITIONAL(F,T)

Effect: If the data element referenced by F (which may include paramoters)
has a value-siring of "true", ithen execute the transformation refer-
enced by T.

Example: Consider the ALGOL statement if A=B ihen S=T. Tliis would be
represented in terms of our conditional as
' CONDITIONAL(CALL GR(A,B), "AS(S,T)")

Nole that if F was an identifier of ihe apression CALL GR(A,B) and if T

was an identifier of the expression AS(S,T), ihen the conditional could

have been written as CONDITIONAL(F,T)
Chronic execution.

Name: WHENEVER(F,T)

Effecl: This is like CONDITIAONAL except ihal the referenced transformation
is executed each lime the condition is satisfied.

Comment: The execulion of a chronic statement at the proper moment depends
on having the test made whenever any of tileelemenis involved in the
test might change. To implement this is a non—trivial problem whose
solution I do not altempt here. It should be obvious that execution
of the specified transformalion should disturb the condition, other-
wise the condition will always be satisfied and the transformaiion
will be execuled contlinually without pause.

Shaw of SDC has proposed an interesting variation on "chronic
execution'”, that of "delayed execulion. Delayed execution is simi-
lar 1o chronic, except that exccution occurs only once. Delayed
execution can be defined in terms of chronic by disabling the trans-—
formation call after one execulion. Similarly, by use of a counter,
the chronic repetition can be limited to some predetermined number
of times. '

Iteration over members of an explicil sect.

Name: ITERATION-OVER-EXPLICIT-SET(S,M,T)
Effect: Executes transformation referenced by T once for each componendi

of explicit set (composite) referenced by S, where the parameter

e a———
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M in {he transformation T references a different componenti of S on
cach execution of T. TIi is important to note thal the parametler

M in T can be at any depth of nesling, and may occur morec ithan once
al the same depih or different depilhs.

Iteration over members of an implicit set.

This transformation is readily definable in terms of constructing an ex—
plicitl sel from the implicil one and then invoking the iransformation
ITERATION-OVER-EXPLICIT-SET, which scc.

TRANSIFORMATIONS OF BCMAIN

Enumeratled dorains are in the form of ordinary dala elemenis, so that
such domains can be crealed, modified, and destroyed by ithe ordinary trans-—
formation of data. In the casc of domains described by algorithm, these
algorithms are themselves expressed as data elements. Hence they, tloo,
can be created, modified, and deslroyed by means of iransformailions of
data, but at the price of considerable more efforti.

BASIC TRANSFORMATION OF PROCESSOR ACTION

These are the transformations which guide the behavior of the proces—
sor. Except for explicit special ilransformations which may be provided,
the user is not able 1o alter or to add tov the aclions of the processor.
This is a logical consequence of the processor being defined outside the
language that it is designed Lo process.

Remote call.

Name: EXECUTE(T)

Effecl: Invokes execution of the iransformation vwhose identifier is T.

Commeni: Il is imporiant to note the distlinction between this transfor—
mation and CALL. Following the word Call is ihe actual transforma—
tion name possibly followed by parameters. Following EXECUTE is an
idenlifier which names a lransformation call. Consider the follow-
ing example. Let K be an identifier of a transformation which has
no parameiers. Further, let L be an identifier of a data element
wvhich contains the string CALL K. Then K can be invoked e¢ither by
executing CALL K, or by executing EXECUTE L. Boilh CALL and EXECUTE
imply a return to the point of callj; this can be made to happen
antomatically, as is done wilh the COBOL verb PERFORM. Note that

CALL is a special casc of EXECUTE which in effect supplies the

quotes. CALL K and EXECUTE ¥YK" arc equivalent.




- mm: ~

I
]
]

EIE I

mtm——

174

CHAPTER 7. REALIZATION OFF A PROCESSOR

This chapler is concerncd wilh some of ihe basic considerations of
implemenling & processor for ilhe system I have been developing. The
principal challenge is data stlorage, for that is the arca in which these
developmenis are most unlike current practices. In the discussion thatl
follows, I intend only to show how the problems of realizatlion may be al-
tacked. I am not concerned with eff ciency and make no claim that I have
illusirated the best way to accomplish certain objectives.

Data siorage. The datla elemen’s and structures which have been des-
cribed earlier do not fit readily inlo any conventional concept of machine
storége. My aim here is to describe a storage concept which is at least
plausible in relation to what has already been built in hardware.

The first requircment is that ilhere be a place 1o storc and search
a set of strings (of arbitrary length up to some fixed limit) which are
used as identifiers. Thatl is, they stand in an idenlifier relalionship
io other data elements. Such an identifier list could be stored in an
associalive memory. Each cell of ihis associative memory would have to
be N+P characiers long, vhere N i the maximum length of a pointer, which
is a machine address or a quantily analogous io it. Such a pointer points
{0 a memory position conilaining the initial element of an association
list or the initial character of a value-siring which is the contentis of
some simple dala element. Both of these latter concepts are about to be
explained below. 7The identifier list as described could be represented

pictorially as follows:

Identifiers Pointiers
: ; =
11 I 1
J
I2 I2
¥
I p
3 ! 3
II, pl:
T ¥ o P
5 i 5
P
] o [ %
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lhc second requirement is to be able to have, as ihe contents of any
simple data element, a value~siring of arbitrary length. This implies
thai we neced a memory in which character positions are individually addres-
sable. Value-strings would be referred to by giving ihe address of ihe
initial character position. The end of each value-siring would be marked
by some meta~character known only to the processor. Value-string storage

could be piclorially represented as follows:

separators N
::!”/ et ’gnnr\n BT S AR ST u ; MITAR
*g value-string-1 *E valuc-string-2 * valuc-string-3 g1 *
- ST IXLTS, < AT T 5T : PO SR LN e e g e, R o8 L
iy 'l (‘I
address of address of address of
valuc-string-1 value-siring-2 value-string-3

Replacement of a given value-string by a siring longer or shortier than
the one replaced places on the processor a burden of moving strings and
collection of the spaces which become unused as a resuli of rearrangement.
This burden is a nuisance but requires no sophistication for its proper
handling.

How valuc—strings are actually slored internally is the implementior's
choice and responsibility. There must be an exact correspondence between
external (as seen by the user) and internal (as seen by the processor)
representations. The use of approximations resulting from tiruncation,
roundoff, conversicn firom one number base to another, etc., will lead lo
trouble.

The third recquiremenl is to be able .o associale iwo or more data
elements into a compositie data element where ithe componentis of this
composite can be either a simple or a compusiie data elemeni. This as—
sociation, or composiie, can be realized by a conseculive set of entiries,
which I term an "associalion list'", in an associalive memory. Each entry
in an association list contains a pointer to (that is, a machine address
of) a componeni. If the component is a simple data elemenl, the pointer
poinits lo the initial characier of a value-string in value-string storage.
If the component is itself a composite, the pointer points 1o another as—
sociation lisi, in a way which indicates that the pointi refers to ihe

associalion list as a whole.
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Bach component of a composite, then, has a corresponding entry in
an associalion list which poinis lo ithat component. Each such component
eniry can have identifiers related to it; such identifiers are part-identi-
fiers. As just mentioned, there is also a nced for a place in an associ-
ation list which can be pointed Lo in order to refer to the associalion
list as a whole. This is accomplished by having an extra entry, which
we lerm a "base entry', which is distinguishable from the eniries which
represent components.

Given a component entry, found by asking the associalive memory for
those enlries which point to a specified data element (that is, to a
specific machine address), we musi be able to readily locale the base
eniry associated with that component entry. A simple technique for tiying
a base entry and the components of a single composite together is to as-
sign serial numbers, 0,1,2,3, elc., to ihe successive entries. The base
entry (of every association lisi) is thus distinguishable by having a serial
number of 0. Each component entry has a serial number, s, which corres—
ponds to its ordinal number. VWhen a component entry is found by the as-
sociation mechanism, the machine address of the associated base enilry
can be found by subiracting ihe serial number of that eniry from the
machine address of ilhat eniry. A pictorial representation of a composite

should clarify this discussion:

SERTAL POINTER

=V

base entiry 0

pointer to
first component

. zssociation list
component pointer to s ¢

. or
entries T

second component .
~ one composite

pointer to
third component

\j i /J

As with valuc—-string storage, lhe replacement of an association listi

by onec longer or shorter places on the processor a burden of handling in-
sertions and of collecting unused entiries. As menlioned before, this
burden is a nuisance bul requires no special techniques.

Transformation exccufion. In earlier discussion I suggested that

the task of syntaclic analysis of program statements could be rendered

s . s eman——— o -




177
unnecessary by the use of a canonic form for the expression of all irans—
formations. That form is the familiar function notation

T(A,B,C)
where T stands for the name of i1he desired transformalion, «nd A,B,C slands
for the list of actual parameters, if any. LEvery part cf a program which
is intended for execution can be put in this form. 7This form requires no
syntaclic analysis, since its syniax is known by convention.

The processer's job of handling transformations in canonic form is
essentially trivial. FEach transformation is a call to a procedure. In
the cases of primitive transformations, which are writtlen in machine lan-
guage, the processor merely looks up the procedurc's machine address and
branches to it. The primitive procedurc is responsible for handling its
own parameters. '

In ithe case of transformations defined within the system (that is,
are nol primitive), the processor looks up ihe specified iransformation,
bul does not branch to it. Rather, the processor continues to find and
irace through the various levels of procedures which may be called, exe-
cuting any primitive procedures which it encounters in this way. This
technique of execution is a stlandard one, most clecarly illustrated in
J.VW, Carr's "growing machine" discussed in Ostirand, 1567. Whai is non-
standard, and what I think is new here, is the concept that a called
procedure is responsible for handling ils own parameters rather than having
it done by an external device (sometimes called "the interpreter). rhis
parameter-handling must obviously be done by primitive procedures, other-—
wise a logical infinite recursion exists. Furthermore, since the para-—
meter-handling is done by explicit tiransformations, the parameter-handling
transformation musi be able to reference the call of the transformation
al the nexti-higher level. That is, given a transformalion T1, one of the
iransformations within T1 must be able to pick up and process the para-
meters in at least the curreni call to Ti. Il would be useful if this

same parameicer-handling transformatlion could access eatlier calls o Ti

Garbage collection. It may happen that a user does nol destroy

data which he no longer needs. There are two reasons why it is desirable

to have garbage colleclion performed periodically to reclaim this uscless
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data:
1. To be able Lo reuse the storage area,
2. To avoid ambiguous situations which might arise from a scarch
yielding some forgoiien and therefore unexpected datla.
Such garbage colleclion should be carried oui automatically by ihe
processor, without the knowledge of the user. Ii has alrcady been pointed

out that techniques of garbage colleciion and storage reorganization are

well-known and not difficult {o implement so the subject will not be elabor-

ated herc. '
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CHAPTER 8. CONCLUSTON

Hopefualy this work has made a useful coniribution to the analysis
of programming languages in ycneral and has suggestcd some useful ways
of extending conventional programming language concepts. There is no
need Lo repeat here as a summary what was presenied as an overview in
Chapter 3. However, Chapter 3 should now have nore meaning to ithe reader.

It hardly needs to be pointed out thai this research projecti has
been a paper study. An obvious next slep is to test out the ideas in
practice. This would involve writing a processor and testing it. Afier
that. it should be made available, witlh a suitable user's manual, to a
selecled set of users, to let them provide some realistic lesting of its
usefulness. These users should preferably be ones wilh non-standard
and sometimes ill-siructured neceds.

In the philosophy developed in this report, every statement in every
programming language can be regarded as a call to a transformation. This
seems lo be a usefu coucept in analyzing programming languages. It would
be worihwhile 1o see a tho. ugh analysis of current languages based on
this approach.

' The most significant demand on machine design which arises from the
developments of this research project is that much more freedom of storage
organizalion is needed than is provided by conventional machines. The
restriction of addressing mechanisms to that of sequentially-numbered
slorage localions has been a seriovs one. Accessing such storage has
been largely confined to either knowing the storage address or being able
to compuie it with a simple algorithm (this is the basis for using index
registers). Vhen this is not possible, then laborious linear searches,
and sometimes binary searches, musl be resorted to. Often data not in
sequence must first be sorted by a relatively time-consuming technique.
With the availabilily of a parallel-access itechnique (an associative
memory), the labor of searching and sorting is eliminated. A further
consequence of the lack of freedom of siorage organization has been the
relarding of the development of elaborate data struclures, because of the
difficully of accessing paris of the structure when it is an irregular
one {and therefore difficult to computc the location of the desired part

by means of a simple algorithm). Again the utilizalion of an associative
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miemory avoids this accessing difficuliy and makes aliractive the use of
g

complex and irrecgular data siructures,
1

This report suggests a way that

arge—scale associative memories could be uscd to provide some of the

needed flexibility. One hopes for solutions even "neater" than those

. L]
: ! provided by associative memories, but there are no other obvious ones

é within the framework of current technology.
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DBIBLIOGRAPHY ON PROGRAMMING LANGUAGE, CONCEPTS, AND DESIGN

This bibliography is one man's altempi {o list publications relevani

AN s

io programming language description, concepls, and design. This list
é should be helpful {o researchers concerned with this specific topic.
]

The reader may wonder why the lisi lacks any consequential mention
) q

o of compilers and compiler techniques. This lack reflecls a personal con—

. viction that compilers and compiler techniques are not pertinent to the
‘ question of how 1o design belter programming languages.

I regret to say that I have not read all the material cited here.
Some.of it is entered because it intuitively satisfied my criteria of
probable relevance, based usually on a glance at ihec document but based
sometimes only upon consideration of ihe title.

A brief annotation of each citation would be helpful. To provide
such annotations is a non-—trivial iask, however, which time did not allow.
Hopefully on the nexi revision of this bibliography those annotations

can be provided, whether by me or by somecone else.
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