
T 0 S 
CH 

~/ ORC 68-23 
~ SEPTEMIER 1968 

U IVE SITY OF CALIFORNIA • BERKELEY 



fr 

1 

00 
Oi 
00 
CD 

SOME RESULTS FOR INFINITE SERVER POISSON QUEUES 

by 

Sheldon M.   Ross 
Department of  Industrial Engineering 

and Operations Research 
University of California,  Berkeley 

and 

Mark Brown 
Department of Operations Research 

Cornell University 
Ithaca, New York 

September 1968 ORC 68-23 

This research has been partially supported by the U.S.  Army Research 
Office-Durham under Contract DA-31-12A-ARO-D-331 and the National 
Science foundation under Grant GP-8695 with the University of 
California.    Reproduction in whole or in part is permitted for any 
purpose of the United States Government. 



wmmmK3mf^mmm^ 

.vmi'i'tiifmw, 

ABSTRACT 

A generalization of the M/G/« queueing system with 

batch arrivals to one with time dependent arrival rates, 

service times, and batch size distributions is considered. 

It is shown that both W(t) , the number of people being 

served at t , and S(t) , the number of people who have 

completed service by t , are distributed as compound Poisson 

laws. The distributions of the traffic time average 

-1 T 

T  y* U(t)dt and Che occupation time 0(t)  (the amount of 
0 

tine past t until the system becomes empty, under the 

assumption that no new customers are served after t) are 

also derived. 

The limiting proportion of busy time and the asymptotic 

behavior of the traffic tine average are also discussed in 

the time homogeneous case. 
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SOMF. RESULTS FOR  INFINITE SERVER POISSON QUEUES 

by 

Sheldon M. Ross 
Mark Brown 

0.  Introduction and Summary 

We consider a queuelng model in which arrivals occur according to a 

nonhomogeneous Poisson Process in batches of varying size, and in which a 

customer is served immediately upon arrival by one of an infinite number of 

servers. 

We allow for the possibility that both the batch size and service time 

distributions might depend on the arrival time and thus denote by P (r) , the 

probability that a batch arriving at time t will contain r customers 

(r > 1) , and by G () , the service time distribution of a customer arriving 

at time  t .  We also let m(t) denote the mean value function of the Poisson 

Process of arrivals.  This system is thus the generalization of M/G/00 with 

batch arrivals to time dependent arrival rates, service times and baiih size 

distributions. 

In the first section we show that both W(t) , the number of customers being 

served at time t , and S(t) , the number of customers who have completed 

service by time t , are distributed as compound Poisson laws. In the second 

section we derive, in the time homogeneous case  (GO - G() , P () - P() , 

m(t) ■ Xt) , the limitiig proportion of time that the system is nonempty. 

In the third section we derive the distribution of the occupation time 

0(t) ; where 0(t) is defined as the amount of time past  t until the system 

becomes empty, under the assumption that no new customers are served after time t 

In the fourth section we derive the distribution of the traffic time average 

-1 T 

T   S   W(t)dt , and its asymptotic behavior is discussed in the time homogeneous 
0 

case. 



In [7] Shanbag considered a special case of the above model, G - G , 

Pt() " P() i and by solving a differential equation, derived the joint generating 

function of W(t) and S(t) . His method, however, does not seem applicable to 

the present model unless some conditions (such as t-continuity) are placed on 

Pt() and Gt() . 

Benes (rf. [6], p. 123) has previously obtained the distribution of the 

traffic time average for the case M/M/» , and in a more recent paper [5] Rao 

has generalized this to the case CG.I/G/» where CG.I stands for any stationary 

stream of random jumps (batch arrivals) for which the times between successive 

jumps are independent and identically distributed. His results thus include 

M/G/" with batch arrivals as a special case. The method employed in the present 

paper differs from those used in the above papers. 
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1.  Distribution of W(t) and S(t) 

Throughout this paper we shall assume P (r)  Is a measurable function of 

x for all r end that G (t - x) Is a measurable function of x for all t . 

We shall suppose that the process first begins at t ■ 0 , and we let 
B(t) 

B(t) be the number of batches which have arrived by time t . Then W(t) ■ ][  y , 
i-1  1 

where y  denotes the number of arrivals from the 1   batch that are being 

served at time t . Thus 

n-0        '"    ll 
P{W(t) - k) - I e-m(t)  -^j1^ Pil yj - k | BOO - nj . (1) 

Now conditional on B(t) « n , the (unordered) arrival times of the batches 

are distributed as a sample of Independent and identically distributed (i.i.d.) 

random variables with a distribution given by F(x) « . -  . 

B(t) 
Thus conditional on B(t) - n , ^  y^ is distributed as the sum of n i.i.d, 

1       1 

random variables    Z.,   ..., Z      each having probability distribution 

P{Z1 ' 3} "   ^ ^(O    I    Px(l)(j)(1 " Gx(t ~ X))j   (Gx(t " ^)r"Jdni(x) (2) 

Thus, 

P{W(t) - k) - I e~m(t) <nto?n P{Z1 + ... + Zn - k) (3) 
n 

and so W(t) has a compound Polsson distribution with Polsson parameter m(t) 
B(t) 

and with jumps distributed according to (2) ~ i.e., W(t) - J,  Zi where 

Z  arc i.i.d. according to (2) and are Independent of B(t) . The probability 
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f 
W(t), generating function    *w(t) (s)  = E(8WU;)     is given by 

t    » 
♦w(t)(.)  - exp    lQ  (s^ - 1)/^  Px(r)(J

r)(l - Gx(t - x))J(Gx(t - x))^dm(x) J-i. (A) 

A similar analysis may be done to show that S(t) has a compound Poisson 

distribution with Poisson parameter m(t) and Jump distribution V where 

,;v ■ J' -'shy jj "x^HJ)««*' - it»J t1 - s" - x))r-Jd.(x), j i o. (5) 
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2. Limiting Proportion of Busy Time (Homogeneous Case) 

In this section we suppose that m(t) ■ Xt , G - G , and P - P 

From (2) and (3) it follows that 

P{W(t) - 0} - exp j-X/[ (1 - Gr(x)) P(r)dxj -*■ e"AM as t - » , where  (6) 

M -/ ^ (1 - Gr(x)) P(r)dx .+ 

0 r 

Now as time passes, there will be periods of time at which the queue Is empty 

which wlxl alternate with periods at which the queue Is busy. Let A.  be the 

length of the 1   empty period and D.  the length of the 1   busy periods. 

CD flD 

The sequences {A.}  and {D.}  are Independent renewal sequences, and thus 
1 1       1 1 

the sequence {A, ,D1,A-,D2, ...} Is an alternating renewal sequence. Then It 

is known (see [4]) that P{Queue Is empty at t} -»■     -  /    as t -»■ « , 

and thus from (6) we have that 

XM .  . . ^v  e -1 tt ,-v 
ED - —-— . (7) 

Let    C    ■ A. + D.   ,  then    {C.}    is a renewal sequence.    Let    N(t)    denote the 

number of C-renewals up Co time    t .    Since 

N£tia.8. JL _ . 
t       *     EC      Ae 

-XM 

If r denotes a random batch size, and Y., ..., Y  the service times then 

M - E[Max(Y1, .... Y )1 and this is finite if / (1 - G(y)dy) and  JrP(r) are 
1 r 0 

finite. 

Equation (7) was derived by a different method in [7]. 

■* *fcMM«tM««<-««MbH 
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and 

t   *  Xe'AM (8ee f2J) I*  follows from the 

strong law of large numbers that 

N(t) 
a.s. 

e   as t > <* , (8) t f  Al ^ 1 

and from Wald's Fundamental Equation of Sequential Analysis th«t 

'   N(t)  "I 
5 1/t I      A1 - 

1    . 

-AM 
e   fJ t > » . (9) 

Now let A(t) - amount of time the queue is empty up to time t 

D(t) • amount of lime the queue is busy up to time t . 

Now | A(t) - Z  A1  < Aj,^^ , and since 1/t El^^j^] ■*  0 and 

1/t AN^tj+1 ■*  0 with problem 1 as t -•■ » we have by (8) and (9) that 

A(tl a.s. -XM st r 
^   -^  *   as c 

and 

jACt)]   -AM 
E r  | * e    as t -* • . It    J 

Also since D(t) - t - L(t) we have that 

Dfctia.s. ,   -XM 

and 

jfDÜi" - 1 - e-XM 

(10) 

(11) 



1 
» 

It can also be shown that A(t) and D(t)  (suitably normalized) both 

having limiting normal distribution (see [8]). 
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3. Occupation Time 

The occupation time 0(t)  Is defined as the amount of time past  t until 

the system becomes empty when no new customers are served after time t . 

We say that a batch is served when all members of that batch have been 

served. Now the time points at which batches being served at time t arrived 

may be shown (sec [3],p. A97 or [l],p.A) to form a nonhomogeneous Polsson Process 

y 
with mean value function    m(y)  -   jf    (1 - G (t - x)dm(x)   , y <  t   , where 

0 X 

G (a) ■ ^ P  (r)G  (a)   ;  and thus given that there are    n    batches being served 
r 

at    t    their  (unordered) arrival times have the same distribution as an i.i.d. 

sample from 

F(y) -   /    (1 - G  (t - x)dm(x)/   /   (1 - Gv(t - x)dm(x)        y < t 
0 X 0 x 

and so 

0t(x)  i P{0(t) < x} 

/t G  (t + x- y) -G  (t - y) \n 
- I P{W(t) - n}!/-2 * dF(y) 

n \ 0 1 - Gv(t - y) / (12) 

" ♦w(t) ( y (G (t + x - y) - GCt - y)) dm(y)/ / (1 - G(t - y)dm(y)|   . 
\o     y y 0 y / 

MHt^MMM^MH^B 
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4. Traffic Time Average 

1 T 

In order to obtain the distribution of W ■ — y W(t)dt we first note 
T  T 0 

that 

T B(T)  ri 
/ W(t)dt 'I        l    Min  (x., , T - T.) 
0 1-1 j=l      1J       1 

(13) 

where 

T. ■ arrival time of 1   batch 

r. - number in i   batch 

x.. ■ service time of j   member of  i ' batch 

and thus 

T B(T) 
/ W(t)dt - I      L| 
0 1-1  1 

(14) 

T th 
where L.  is the sum at T of all the service times of members of the i 

batch. It thus follows as in Section 1 that 

T B(T) 
y* W(t)dt ~    I      R. , where R  are i.i.d. independent of B(T) 
0 i-1  1 

(15) 

and where 

p{Ri «'i- {^mi px(r)Gx!T(a)dn(x) (16) 

where 

♦ 



and 

G       (a)   . jGx(a) a<T-x     . 

G    T(a)     is  the r-fold convolution. 

Letting    4 m   f   e 
uadG    _(a)   ,  we have  that 

GX,T(U) 0 X'T 

10 

>- (u)  =  E(e UWT) 

IT 
(17) 

^,':.. 
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5.  Homogeneous Case 

We suppose that G « G , P = P , and M(t) = Xt   ; also g  =Jrr(r) , 

2 2 
p » ■= Yr P(r) , u_ -/xc'G(x) , and v   „ ^ /* x dG(x)  are .ill assumed finite. 

h2       L G G2 

Let L  be the sum of the service times of members of ttie  i ' batch, and 

2       2 I 2 2    \ 
let uL •= UB UG , and ^ 2 ^ UB 0G "*" ^ 2 PG '  '0', = ^ ^x " U^  dG(x)l .  Let 

L B 
.  (o2 =y (x - WG)

2dG(x)J 

r-   I B(T) T      \ sT - /F ^I/T I L\ - xpLj 

/ B(T)        \ 
/r \in   I L1 - APLJ . ST 

Now, Var (s* - sj - X^ - ELM + x[a2 - Var L^ 1 ^ 0 as T -»■ • .  Also 

EIS» - S j -► 0 .  Thus, S  converging in distribution implies that  S  also 

converges in distribution to the same limit law. Now 

♦ *(t) '  exp jxT(^L(t//f) - 1) - it /f vA   , 

and 

.-^ ♦L(t//r)  - 1 + it ^/v^ - tZ u 2/2T + od"
1) 

L 

Implying that 

2 
4» s(t) * exp -Au , t /2j as T -► » . (19) 
ST        (   L     ) 

Thus, 
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* 

ft   (WT - XpL) i Normn] (0 . Ap  ) . (20) 
L 

Now, let  N(a,b)  be the number of customers arriving In  (a,b) , and let 

N(t) ■= N(0,t) . 

Lemma 1: 

W(t)/N(t) a.;S- 0 as  t - » 

Proof; 

W(t)/N(t) < N(t - n,t)/N(t) + W(t,n)/N(t - n) , where W^.n) denotes the 

number of customers arriving in (0,t - n] whose service time Is greater than 

n .  Thus, 

lim W(t)/N(t) < 1 - G(n)  a.s.  for all n . 
t-H» 

Q.E.D. 

Theorem 1: 

T 
1/T / W(t)dt V XwT  as T -^ « 

0 L 

Proof; 

Suppose first that service times are bounded, i.e., G(M) ■ 1 for some 

M < " , and let {X. , i - 1 W(T)} be the service times of customers being 

served at T .  Then 

B(T) B(T) W(T) 
1/N(T)  [  Li - 1/N(T) I      Lj <  ^y J  Xi * 0 by 
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Lemma 1.  Thus, 

i/i / v(tut.aei^TLl'^v 

and so the result follows In the bounded case. 

Now suppose only that p  and  p  arc finite.  Let  w (t) denote the 

number of customers being served at  t whose ser ice time at  t is less than 

M .  Also, let N(t) denote the number of batches arriving in  (0,t) having 

a member whose service time is greater than or equal to M , and let L  be 

the sum of the service times of the  1   such batch.  Then 

T T N(T) 
1/T / W(t)dt - 1/T / WM(t)dt < 1/T "  L (21) 

0 0 i   1 

a.s, 

T-H» 
AELJI - I  P(r)Gr(M)j , (22) 

where the convergence follows from the fact that N(t) is a Poisson Process with 

mean value function    At[l - J P(r)Gr(M)]   .    Now 

E^ - I P(r)/(y1 + ...  + yr)dG(y1)   ... dG(yr)/l -  I P(r)Gr(M) (23) 
r * 

M 

* 
where    M    - (Max   (y.,   ...,  y )  > M), 

Thus, combining (22) and (23) we arrive at 

T 
1/T f (W(t) - WM(t))dt < \l  P(r)/ (y , .... yr)dG(y ) ... dG(y ) a.s. 

0 r     * 
M (24) 
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as T -••'«' .  However, the rlgut-hand side of (24) goes to zero as M ► " (since 

gB and  ^G are flnite^» and so the result follows from the bounded case.  If 

either U- and  u   Is infinite, the result follows from truncation. 

' 

Q.E.D. 



15 

REFERENCES 

[1]     Brown, M.,  "An  Invariance Property of  Poisson ProcesLies Arising  in Traffic 
Flow Theory,"  Stanford University Technical  Report,   (1968). 

(2]     Feller,  W., AN  INTRODUCTION TO PROBABILITY THEORY AND  ITS APPLICATIONS, 
Vol.   II,  Wiley,   (1966). 

[3]     Karlin,  S.,  A FIRST COURSE  IN STOCHASTIC PROCESSES,  Academic  Press,   (1966). 

[A]     Pyke,  R.,  "On Renewal Processes Related  to Type  I  and Type  II Counter Models," 
Annals of Mathematical  Statistics.   Vol.   29,   No.   3,  pp.   737-754,   (1958). 

[5]     Rao,  Sudarsana J.,   "An Application of   Stationary Point Processes  to  Queucing 
and Textile Research," Journal  of Applied  Probability.  Vol.   3, 
pp.  231-246,   (1966). 

[6]     Rlordan,  J.,   STOCHASTIC   SERVICE SYSTEMS,  Wiley,   (1962). 

[7]     Shanbag, D.  N. ,  "On Finite Server Queues with  Batch Arrivals," Journal  of 
Applied Probability.   Vol.   3,  pp.   274-279,   (1966). 

[8]     Takacs,  L.,  "On Certain Sojourn Time Problems  In the Theory of  Stochastic 
Processes." Acta.Math.Acad.Sei.Hungary.  pp.   169-191,   (1957). 



Und asRl f fed 

Securitv Classification 

DOCUMENT CONTROL DATA ■ R&D 
fSmnjnly c lm»»i ticmti^n ot Uli»    h.,Jv nt «^^ffrt. l  «nrf IM f~iiri£ vrwtuffl frort rrinf  b# rntmreri rt+trn   (b#  ov*fttll rrp^tl 11  i .'n    .r/rü.f) 

1   OHir.iNA UNO *C r i vi ' r rCi>rp.>/«(» tnihrt) 

University  of   California,   Berkeley 

] a    ■ t P o » T   » I c u H i r Y    c  i A "1111  t r   ■, 11 r) f 

Unclassifled 
26     SROuP 

3    «tPOHT   TITLE 

SOME   RESULTS   FOR  INFINITE  SERVER PÜISSChN  DUEUES 

4    OeSCRIPTtVE   NOTES  ITVD*  ol imp-irl und incUitli/m dmln) 

Research  Report 
5   AO • HOH(S) iLm,l nmf*    tlr\l rmmm.  inilimll 

ROSS,  Sheldon M.   and 
BROVrtJ,  Mark 

•   HEPOBT D*TE 

September  1968 
• •     CONTHACT    OR   CMANT   NO 

DA-31-124-ARO-D-331 
•L  pmojsc T NO 

2001A501B14C 
c. 

7« TOTAL NO or   PAsr« 

15 

76 NO or Hers 

8 
• •     ^RICINA TOR'J   REPORT   NUMBER'Sj 

ORC 68-23 

16   OTMCR REPORT  NOCS;  (Any othtt numbar» Ihml mmy h» mimtnti 
thl» rmporl) 

tO   * V* IL ABILITT/LIMITATION  NOTICES 

This document has been approved for public release and sale; its distribution 
Is unlimited. 

n »uPPLtMENTARy NOTES Also supported by 

the National Science Foundation under 
Grant GP-8695. 

12   SPONSORING MILITARY ACTIVITY 

U.S.  Army Research Office-Durham 
Box CM,  Duke Station 
Durham, North Carolina 27706 

IS. ABSTRACT 

SEE ABSTRACT. 

DD ^ 1473 Unclassified 
Security Classification 

m—m 



Unclassif i ed 
----..,s=-~ ~ ~~~~ ific.: :Jt-ion _____ _ 

.----....;-.... ----~--------· ·· -- ----- -- ----------.---- --- ---· . '~"-
LI N :< A LIN K B LI N'< C 

1--R- O_ L-=.I..:.,:.--W- T--j--R-O- L E W T -,;-0-L-E-.,.---W-;:--KE 'f WORD S 

-·-------- ---------------------+------ --- ---- --- ·- --

Infit.ite Ser ver 

Nonhom?g neous Poisson Pro c~. s 

Occupation Time 

Traffic Time Aver age 

I 
~---------------------------------------L----~--~--~----~--~--~ INSTRUCTIO NS 

1. O~IGINATING ACTIVITY: Enter the n .. me and 11:!dress 
or the contr~ctor , subc ontractor, gran tee, Depnrt mer:t of De­
fense activity or othc1 organization (corporat e au thor) issuing 
the report. 

2a. REPO~T SECURITY CLASSIFICATION: Enter thP over· 
all security classific atio n of the report. Indic ate wliether 
"R.,stricted Data" is incl uded. Markin& is to be in ac cord­
ance with appropriate security regul a tions. 

'lb. GROUP: Autom at ic downgrad ing Is specified in DoD Di· 
re.:tive 5200. 10 and Armed F orce s Indus trial ~l.l nual. Ent er 
the group number. Also, w~n appl i.:abl e, show tha t vptiona l 
markings h.w e been usrd for Group 3 and Group 4 as luthor­
ized . 

3. REPORT TITLE: Enter the complete report titlr in all 
c11pital letters. T itl es in all c11ses should be unclas slfird. 
U a mt:aningful title c annot be s elected without class ifica­
tiun, show title class ification in all capitals in pare nt hesis 
imn.cdtate ly following the title. 

4. IJJ::SCRlPTIVE NOTES: If appropriate, e nter the type of 
r"po:t, e.g., interim, progress, s ummary, an "lu.tl, or final. 
Give (he inclusive da te s when a specific reportin& period is 
cover~1. 

5. AUTHOR(S): Enter the name(s) of author{s) as shown on 
or in th" " 'Port. Ente1 last name, first name, middle initial. 
If :r.ilitary, .,how rani< oitl -:1 branch of s~v i ce. The name of 
the principal • " lnor i>~ an ,;~solute minimum requir(.rnent. 

6. REPORT OAT!:: Enter the dat_., of the report as day, 
month, year; or month, year. If more than one date appears 
on the report , use date of publicatior .. 

7a. TOTAL NUMBER OF PAGES: The total pace count 
should follow narmol pagina~ion pro"edurPs, i.e., enter the 
number of pa~~:es contait>in& il\formalton. 

7b . NUMBER OF REFE!'U:NCES: Enter the total number of 
references cited in the report. 

h. CONTRACT OR GRANT NUMBER: If appropriate, enter 
the applicable number of the contract or &rant under which 
the report was WTitten. 

8b, L, & &d. PROJECT NUMBER: Enter the appropriate 
military department identification, such as project number, 
subproject number, system numbers, task nur.'lber, etc:. 

9a. ORIGINATOR'S REPORT NUMBER(S): Enter the offi­
cial report number by which thf! document will be !dent ilied 
and controlled by the oriainatin& activity. Thia number muat 
be unique to this report. 

9b. OTIIER REPORT NUMSER(S): If the report has b-.. 
as&icned any other report numbers (either by the orllinator 
or by the 8pon.<or), also enter true numb~s). 

10. AVAILABILITY/ LIMITATION NOTICES: Enter any It. 
itations on further dissemination of the report, other than those 

D.D 'OAM 
I JAN •• 1473 <BACK> 

imposed by sec urit)' cla ss ifica t io n, usi ng standord sta tement s 
sut·h a s: 

(1) "Qualifi ed reque sters ma y obtain copies o f thi ,; 
r eport from DOC.'' 

(2) "Foreigr annol·ncement a nd d issemination o f t h1s 
report by DOC is not autho ri zed." 

(3) "U. S. Govern ment agencie s may obtain copie s o f 
this report d irec tl y from OJ C . Oth er quallfie DOC 
u s ers shall requPst through 

(4) "U. S. nu litary ag.,nci e s ma y obtain copi es o r th is 
report d irec tly fro m DOC. Other quali fi ed u sers 
shall request through 

--------------------------------------
(5) "All d ist ribution of this report is controlled. Qual­

ified DOC users shall requ esl through 

If the report has bren furnished to the Office of Tec hnic al 
Services, Department of Commerce, for sale to the public, ind i· 
cate this fact and enter the price, if known. 

1L SUPPLE.'IENTARY NOTES: Use for additional expl ana­
tory notea. 

12. SPONSORING MILITARY ACTIVITY: Enter th.., name of 
the departmental project office or laboratory sponsoring ( pay­
inl lor) the research and development. Include addre ss. 

13. ABSTRACT: Enter an abstract a:ivina a brie f and factua I 
summary of the document indicative of the report , even though 
it may also appear elsewhere in the body of the technical re ­
port . If addi tional space is required, a continuation sheet shall 
be attached . 

It ia hi~~:hly desirable that the abstract of classifted " ' ports 
be unclas s iCi~ed . Each pa ragra ph of the abstract shall end with 
an ind ication of the military security classific ation of the in ­
format ion in the paraaraph, represent ed as ( TS ) , (S ) . ( C) . or ( U ) 

There is no limitation on the lenath of the abstract . How­
ever, the sua:g~ested length is fro m 150 t? 225 words . 

14. KEY WORDS: Key words are technically meaningfu l term" 
or short phrase s that characterize a report and may be used as 
index entrie!l (or catalo~~:ing the report . Key word s must be 
selected ao that no 5ecurity classif•cation is requ ired. lde ntJ ­
fiers , auch as equipment model de s ignation, trade nam~e , military 
project code name, ceographic location, may be us ed liS key 
word !I but will be foll owed by an Indication of tec hn1 c a I c on ­
text . The assi&nme nt of linll!l, roles, and we ight s is o pti onul. 

Unclassified 
Security Classificetion 


