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ABSTRACT

This paper presents a theory of verbal understanding based on
a formal model of conceptual structures that represent verbal meanings
expressed in English sentences. Verbal understanding is defined as the
capability for disambiguation, paraphrase, question answering, translation,
etc., with regard to natural language sentences. The model has been imple-
mented as Protosynthex III in LISP on the Q-32 time-shared system. BExperi-
mental results from the system include examples of the analysis of complex
sentences, disambiguation of multisensed words vie sentence contex:, question
answering via logical inference, and meaning-preserving paraphrase generation.
The authors conclude that sophisticated natural languege processing by
computers is a realistic goal that has been partly achieved. The rate of
progress toward complete achievement is seen to be proportional to the

amount of developmental support availsble.

pars



30 April 1968 3 SP-3132
(page 4 blank)

ACKNOWLEDGMENTS

The research reported in this paper results from & continued long-term
effort--the Synthex Research Project--begun at SDC in the summer of 1960,
financed by combinations of funds from SDC and, until recently, from ARPA.
During this period of eight years many languege processing systems and sub-
systems have been constructed including Protosynthex I, II and the Proto-
synthex 111 described in this paper. 1In developing these systems we are
indebted directly to dozuns of programmers and researchers who at one time
or another have contributed to the project. We are further indebted to many
colleagues at SDC and throughout the country who formally or informally have
served as consultants but most grateful of all to the stable, well-financed,
research environment and the psychological support provided for us by SDC

and its research management.



BLANK PAGE




30 April 1968 5 SP-3132

A Computational Model of Verbal Understanding
Robert /. Simmons

John F. Burger
Robert M. Schwarcz

I. Introduction and Background

The long-term goal for computational linguisiics is to increase our
understanding of linguistic and conceptual structures and to formally describe
them so that computers can deal effesctively with natural languasges in such
applications as question answering, stylistic and content analysis, essay
writing, eutomated translation, etc. The eventual realization of this goal
requires not only a satisfactory model of linguistic structures, but also
models for verbal understanding and verbal meaning. In this paper we ocutline
a theory and a model of verbal understanding and describe Protosynthex 1II,
an experimental implementation of the model in the form of a general-purpose
lerguage processing system. The effectiveness of the model in representing
the process of verbal understanding is demonstrated in terms of Protosynthex
II1's capability to disambiguate English sentences, to answer A range of
English questions and to derive and generate meaning-preserving parephrases.

Background: Computational linguistics is fortunately a field in which
there is no dearth of state-of-the-art surveys. Over the last three years,
Bobrow, Fraser and Guilliar. {1967], Kuno 1966, and Simmons _1966, have
independently reviewed recent relevant literature in structural linfuistics,

semantics, psycholinguistics and computer lanfuage yprocecsine. A eoriticnl
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survey is even now in press by Salton [1968] to cover most recent trends. A
survey of question-answering systems by Simmons [1965] describes the earlier
developments in that area.

Several very recent lines of research by Quillian ({1965, 1966), Colby
{1966, 1967}, Bohner- [1966], Abelson [1965], Green and Raphael [1967] and
Simmons, et al. (1966, 1967, 1968] have introduced ideas of deep logical
and/or conceptual structures to represent understanding of phrases and
sentences from natural language. Theoretical papers by Katz [1967],

Woods L1960 and Schwarcz [1967] and experimental work by Kellogg (1967a, b
have advanced our understanding of how to accomplish various forms of semantic
analysis. Recent papers by Kay [1966, 1967] have been of great value in expli-
cating an’ generalizing computational methods for syntactic analysis with
particular reference to various forms of transformations.

Tuese 3urveys and recent lines of research lead to the conclusions that
the field of computational linguistics is a very active one, developing
computational techniques at a rate that keeps pace with the advances in
structural linguistic theory. Unfortunately, excepting for the Abelson and
Colby models and cognitively oriented works by Miller et al. [1960J,

Deese L1967 aid Reitman [1965], there appears still to be & significant lack
ot psychological theory of verbal understanding to guide computational

experirmertation.
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II. A Representation of Deep Conceptual Structure

Such operations as semantic analysis, question answering, paraphrase
and mechanicel translation each require the explication or transformation
of concepts that are signaled or communicated by sentences in natural
language. The concepts being communiceted via languege are not the words nor
the phrases nor any other explicit structure of a discourse. Instead, what
is being communicated is some set of relations among cognitive structures
(i.e., ideas) that are held in common between a speaker and & hearer of the
language. The linguistic notion of deep syntactic structure is a partial
recognition of this fact, but for computers to demonstrate "verbal under-

standing” and manipulate ''verbal meanings," an even deeper level of conceptual
structure must be represented. This deep conceptual structure serves as a
partial model of verbal cognition, l.e., of how a human understands and
genersates neanings communicated by language. The effectiveness of a model

of verbal understanding can be evaluated in terms of how well it supports

such criterial operations as disambiguation, question answering, paraphrase,
verbal analogles, etc. Whether the model truly represents the operations

that humans actually use is another question and one iLo be studied by

psychological experiment.

We thus define verbal understanding as the capability of a system to

disambiguate, paraphrase, translate and answer questions in and from natural

languege expressions. Verbal meaning is defined as the set of interrelations

in the model among linguistic, semantic and conceptual elements that provides

this competence.
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Our general model of understanding derives from e theory of structure
proposed by Allport [1955] in the context of psychological theories of
perception. Our models also owe a conceptual debt to such widely varying
sources as Chomsky's [1965) theory of deep syntactic structure, Quillian's
{1966] semantic nets and most recently, to Fillmore [ 1966, 1967] who proposes
a significant variation t> the Chomsky deep structure.

The primitive elements of Our general model are concepts and relations.

A concept is defined elther as a primitive object in the system or as a
concept-relation-concept (C~R-C) triple. In the model of verbal understanding,
a concept that is a primitive object corresponds to a meaning or word sense
for a word. But even these "primitives'" can be defined es & structure of
C-R~C triples that can be trans{ormed to & verbal definition. A reletion can
8lso be either & primitive object or a C-R-C triple. Ideally, all relatiocns
should be primitive and well-defined by & set of properties such as transitivity,
reflexivity, etc. Since each property corresponds to a rule of deductive in-
ference, well-defined relstions are most useful in making the inferences
required for answering questions or solving verbal problems. Any relation,
primitive or complex, can be defined in extension by the set of pairs of
events that it connects. However, unless the relation is defineble inten-
sionally by a set of deductive properties, its use in inference procedures
is generally limnited to the substitution of equivalent alternate forms of
expression.

Any perception, fact or happening, no matter how complex, can be repre~

sented as a single concept that can be expanded into a nested structure of
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C-R-C triples.* The entire structure of a person's knowledge at the cognitive
or conceptual level can thus be expressed as a single concept or event; or at
the base of the nervous system, the excltation of two connected neurons may
also be conceived as an event that at deeper levels may be described as sets
of molecular events in relation to other molecular events.

Meaning in this system (as in Quillian's;, is defined as the complete set
of relaticns that link a concept to other concepts. Two concepts are exactly
equivalent in meaning only if they have exactly the same set of relational
connections to exactly the same set of concepts. From this definition it
is obvious that no two nodes of the concept structure are likely to have
precisely the same meaning. A concept 1s equivalent in meaning to another
if there exists a transformation rule with one concept as its left half and
the other as its right. The degree of similarity of two concepts can be
neasured in terms of the number of relations to other concepts that they
share in common. Two English statements are equivalent in meaning either
if their cognitive representation in concept structure is identicel, or if
one cen be transformed to the other by a set of meaning preserving transfor-
mations (i.e., inference rules) in the system.

Errlish sentences can be mapped onto the deep conceptual structure of
tiis model of verbal understanding by corncidering prepositions, coajunctions
and verbs as relational terms, and nouns, adjectives and adverbs as concep-
tual objects. Thus, & sentence such as "The angry pitcher struck the careless

batter" can be expressed in the following set of relational triples:

*From a logician's point of view, the C-R-C structure can be seen as a nested
set of binary relations of the form R(C,C); the referenced statement is a
claim that any event can be described in a formal lanuase of such triples.
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A. ({(pitcher MOD angry) TMD the) struck ((batter MOD careless) TMOD the))
As it stands, this 1s simply & form of syntactic diagramming of the sentence
(where MOD and TMOD are modifica*ional relations). However, by using the
semantic analysis procedure to be described in Section II1I, the selection of
word sense meanings is made explicit as follows (SUP means "has &s a semantic
superclass'):

B. ({(pitcher SUP player) MOD (engry SUP zmotion) TMOD the)

(struck SUP hit)
((vatter SUP player) MOD (careless SUP attitude) TMOD the)).
The particular sense of "pitcher" is the one that is "a kind of player"; the
sense of "strike" is "to hit" and the sense for "batter" is "player.”" The
complex element (struck SUP hit) is the relational term for the larger triple
((pitcher, etc.) (struck SUP hit) (batter, etc.)),

When the triple structure B 1s embedded in the conceptual model, it
can be roughly represented by the graph of Figure 1.

The result of embedding the sentence in the conceptual structure is to
make explicit many aspects of verbal meaning that were implicit in the
selection and ordering of words in the English sentence. Without any analysis
or context the example sentence would answer only the question "Is it true
that the angry pitcher «truck the careless batter?" With such & relational
aralysis and erbedding in the conceptual structure a whole range of new

questions can be answered--for example:

Is a pitche:r a person?

Is a batter a baseball player?

Did a baseball player hit a person?
Do persons have attitudes?

etc.
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However, Figure 1 is only an approximate representation of the actual
conceptual structure. The subscripts on each word in Figure 1 represent the
word sense and coacept selection appropriate to the sentence. In the actual
structure a concept number occurs for eacih word on the graph. Each unique
seuse of meaning for a word corresponds to exactly one concept number; but
each concept number may map onto more than one word sense and onto a defining
structure of concepts. For example, the words "young" and "youthful" share
a sense weaning in common, viz., "having the characteristics of youth." 1In
each case this sense meaning corresponds to a concept number, say C72. (72
might be defined by the structure (C72 EQUIV (CO Ch2 ©55)) which translates

into "C72 is equivalent to something having youth."

pitcher
U | mop
playery - angry,
SUP II«X) l GUP atruckl'1 o
person, baseball emotion, b 2
1 11tl“*“'
| sup
actl
batter
1
] SUP I MOD
player ) careless "—1————
. | MoD b e
attitudcl
basg
a Cballm—
game

1

Figure 1. A Graph of Cuieptual Stiucture
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What the conceptual structure does 1s to allow word meanings to be

represented by a single conceptual object but, at the same time, to allow a
conceptual object to be expressible in many different verbal forms. The
concertual level 1s necessary for paraphrase and transletion opérations. For
example, the English expressions "old man” and "ancient" and the French word
"vieux" can all be expressions of a single concept which we will label C37.
The structure (manc MOD oldc)--where the subscripted "c" meens the concept
number--is a defining term for C37 which is one of the word senses for "ancient"
and for the French word '"vieux." When the semantic analysis system produces
(manc MOD oldc) it tests to discover whether the triple can be expressed, as

in this case it can, as & single concept. 1In the generation system that
concept, C37, can be expressed by any of its mappings onto word senses and

thus onto words.

This particular version of a structure for verbal understanding is our
current nodel. It has shown itself strong enough to support many kinds of
verbal understanding operations, but in our experimentation with it, we have
round thet it is not as deep a structure as we would llke to have. In this
structure, for example, the equivalence of the two statements (a) "Mary bought
2 boat from John,"” and (b) "John sold a boat t> Mary" can only be discovered
by a transformation rule of the following form:

((X (ouy from 2) Y) EQUIV (Z (sell to X) ¥Y)) .

Using lexical data in this form would allow analysis of the example sentence, b

’

into sorething like the following deep conceptual structure:
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transfer x i
‘ 0BJ] ]OBJ
PROP, PROP,, 2
boat <umoney
goods>
possessiQn possession
I initial | final w initial ]final
John Mary Mary John

By changing the relative positions of Mary and John in the structure, the

transfer can be expressed as "buy" or "sell” and the identity of meaning for

the two expressions a and b is made explicit. The transfer concept could

"ot

equally well express ideas of "get," "take," "give," "exchange," "borrow,"
"steal," etc., as partially analyzed by Bendix (1966]. The additional advan-
tage of this kind of structure is that it suggests that all relations in the
cognitive model can indeed be well-defined by contrast to our present unsatis-
factory mix of well- and peoorly-defined relations. However, the detailed

det nition of such improved structures remains still to be done as a later
piece of research than the one reported here. It is mentioned in passing to
demonstrate that the deeper the conceptual structure used, the more explicit
become the meenings expressed in English sentences.

Assuming {-r the moment our assertion that the model we nhave first
described does support the criterial operations of verbal understanding, the
important questior. is: By what means can we transform English sentences into
such a conceptual s ructure? Section III immediately following, describes a
method of syntactic aid semantic analysis that accomplishes the transformation ,
Gection IV describes experiments to test the system's capabilities for dis-

ambisuation, paraphrase and juestion answering.
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Following a line of thought suggested by Fillmore [ 19677 » we believe & deeper

conceptual structure than we are now using might very well express the concepts

of "buy" and "sell" as examples of "transfer" somewhat as follows:

bwy SUP property, object, property, 1 object,
<moaey
<object> goods>
transfer possession , possession
initial | finel initia11 final
dative agant agent dative
sell lSUP ' property, 7 objectl property2 I ob‘jec‘c2
<mon<eiy
>
t f ossession possession oods> |
renster » Iinitial final Fnitiall finel
agent dative dative agent
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III. Analytic Method

The representation of the underlying deep conceptual structure described
in the preceding section makes possible various meaning-preserving operations
on the concepts that are communicated by natural lenguage.statements. The
problem of transforming from English statements ard questions into that
structure requires both syntactic and semantic analysis. In an earlier paper
[ Simmons and Burger, 1968) we described a method of semantic analysis that
worked well for fairly uncomplicated sentences but, for lack of powerful
transformational rules, was weak with regard to certain complicated structures.
The method described here introduces transformational machinery thzt has
proved adequate for the most diffiomlt sentence structures that we have
experimented with.

The method of analysis requires a lexicon, a grammar that includes trans-
formatiocns, a set of semantic event forms (SEFs)}, and a modified Cocke
algorithm to actually carry out the analysis. In brief, the method finds
immediate constituents of the surface structure of the sentence, transforms
these into the form of deep conceptual triples and tests each such triple for
semantic well-formedness. The resulting analysis is a bracketed structure
of triples with each element marked for its selection of word sense meaning
or concept. /ll analyses that are allowed by the grammer and SEFs are produced.
A person operating the system is given the opportunity to select any one or

several interpretations to be stored in the conceptual model.
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The Lexicon: The lexicon is composed cf word and concept entries. With
each English word entry, & set of word sense meanings is associated; each word
sense, in turn, is associated with a syntactic class, a set of syntactic
features, & chain of semantic word classes and a concept. For each concept
entry, there ma; be a pointer to one or more word senses that may be used
to express that concept verbally and an equivalence relation to one or more
concept structures that represent its meaning. Some concepts, however, are
not expressible as single word senses and are only verbally expressible by
deriving the word senses for a concept structure to which they are equivalent.
In addition to these elements, each concept entry has pointers to its tokens
in the data structures where it has been used.

The semantic word classes that characterize each word are a chain of
concepts that are in a linguistic superset relation. To explain by example,
the word "pitcher" is characterized by two word senses and thus two different
chains of semantic classes as follows:

pitcher ... N, player, person, mammel

.+« N, container, physical object, sbject
The first superset chain (or SUP-chain) means that "pitcher is a kind of player is
a kind of person is a kind of mammal.” This is usuelly expressed as "pitcher

5UP player SUP person....' Actually in place of the words for semantic classes,
the lexicon contains concept numbers that usually refer to particular word
senses. A more complete example of dictjionary structure is presented in

Figure 2.
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SENSE SYNTACTIC SYNTACTIC SEMANTIC CONCEPT
NBR CLASS FEATURES CLASSES NBR
BOYCOTT L1 N SING 123,200 53
L2 v PL, PR 123,200 53
DISCOVERY 55 N SING 98 67
DISCOVER 56 v PL, PR 98 67
FIID 3k N SING -—- 98
35 v PL, PR —— 98
REBEL 150 v PL, PR -—-- 123
151 N SING -—-- 124
STRIKE 207 N SING 67, 98 100
208 v PL, PR 53, 123 55
ABBREVIATIONS: SING = Singular
PL = Plural
PR = Present Tense

Figure 2. A Fragment of Lexical Structure

A concept is created for the system for each new word sense and for each
occasion when an equivalence relation occurs. Since every word sense can be
defined by a dictionary definition that can be substituted in contexts where
the word in that sense is used, it follows that every word sense concept is
in an equivalence relation to some other concept structure that expresses its
meaning. In the actual system, not every concept need be so defined, althousth
the power of the system for verbal understanding obviously increases with the

number of concepts that are defined.
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The concept entry for the second sense of "strike" in Figure 2, i.e.,
concept number 55, would appear as follows:

Concept Word Senses Meaning Used/in

55 208 (co c89 c251) Gh2, G4S ... etc.
This example shows that CS55 may be expressed verbally by sense 208 that corre-
sponds to the singular, present tense, verb "strike." By looking up CO, C89
and €251, it can be discovered that the meaning of C55 can also be expressed
by the words "to stop work." The list of G-prefixed numbers in the Used/in
column are simply pointers to data structures in which the concept CS55 has
been used to meke factual statements.

The aim of this form of lexical structure is to distinguish clearly
between linguistic and conceptual information. Syntactic classes and features*
are defined as those elements which are required by the gremmar and are cleerly
linguistic in nature. Semantic classes are expressed as concepts and are in
a borderline area between the linsuistic structure and the deep conceptual
structure. Semantic classes are elements of the semantic event forms, but
are also concepts that can occur anywhere in the deep conceptual structure.

The Grammar: For discovering immediate syntactic constituents for a
sentence and transforming them directly into the conceptual structure, we use
a form of rule that combines phrase structure rewrite rules with a transfor-
nation. The form of this grammar can be understood by a simple example.

(a) ad) + noun —> (B MDD A) NP = (NP (noun MOD adj))

*
Although the lexical and conceptual structures provide for treatment of tense
and afreement based on features, the analysis, geueration and question-answering
algorithms do not yet use this Informetion.
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The phrase structure component states that an adjective followed by & noun cen
be rewritten as a Noun Phrase. The transf: uation requires that the Bth or
second element of the left side be written first followed by the term MOD
followed by the Ath or first element.
A more complex example to account for a certain type of discontinuity is
iljustrated below.
(b) edv+S —> (BA (BB MOD A) BC) S
= (s {Subject (verb phrase MOD adverb) object))
The transformation of (b) states that the BAth element of the left side is to
be written first. The Bth element is S; S always breaks down into a triple
vhose Ath element 1s a noun phrase, whose Bth element is a verb phrase, and
vhose Cth element is an obJect noun phrase or an explicit null symbol. Thus
the BAth element is the Ath element of the Bth element, or the subject of the
S term. Similarly the BBth element is the verb phrase and the BCth element is
vhatever is in the object position.
A simple grammar to account for the sentence "the angry pitcher hit the
careless batter" is presented in (c) below:
(¢) adj + noun —> (B MOD A) NP
art + NP —> (B TMOD A) NP
verb + NP —> (D A B) VP
NP+ VP —> (ABBBC)S
The string of syntactic word classes corresponding to these words is as follows:

art + adj + noun + verb + art + adj + noun
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The analysis that results from this grammer is as follows:

(s ({(noun MOD adj) TMODart) verdb ((noun MOD adj) TMOD art)))

In a previous paper [ Simmons and Burger, 1968] we showed that this type of
structure can be obtained by applying transformations to the elements of a
phrase structure analysis of a sentence. That is precisely what the combined
phrase structure and transformation rules of this type of grammar accomplish
as each constituent of the sentence is discovered.

There is no theoretical limit to the depths to which the transformational
notation can refer; strings such as ABBBCAB can be written to refer to the
first, second, or third element of the nth level of depth of structure.
Certain elements of the transformations such as MOD, D (an explicit dummy marker)
and the brackets are taken literally; only combinations of the terms A, B, and
C refer to the structure of the left-hand side. The elements in a rule can be
semantic classes on vwhich the transformation can operate, and the resulting
constituent can be a composition funetion of the semantic classes. For example,
a rule aizht be written to analyze the phrases "park bench" and "wooden bench"
as follows:

place + furniture —> (B LOC A) furniture-10C
and material + furniture —> (B TYPE A) furniture- TYPE
Compositions such as furniture-LOC imply a controlled combination of the SUP-
chains for the two elements in a menner such as that described by Katz {1967
or used by Kellogg | 1967al.

Rules of this kind would eliminate the set of SEFs and the separate check

for semantic acceptability. The disadvantege would be an enormous increase in

L oo L a aamman o e e e e it e s asliBRReesaRRG
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the number of rules. Consequently, we have so far preferred to keep separate
the syntactic and semantic components of the system.

We have understood the transformational component of these ruies as a
progran that operates sn interpreter whose data is the structure identified
by the names of the two constituents on the left-hand side. Recently, a
paper by Kimball [1967] has proved that a certain modified form of Chomsky's
transformations can completely imitate the operation of a Turing machine.
Because of the limit to two elements on the left side, our form of transfor-
mation is less powerful than this.

In epplying this form of grammar to & surface string of syntactic infor-
mation we make the assumption that just the information cued by syntactic word
classes, and by syntactic and s-nantic features,is sufficient to allow transfor-
mation to the underlylng deep conceptual structure. It has so far been possible
to write transformations that account for very complex sentences (as will be
seen in Section IV), but owr only defeu. - ~gainst counterexamples is to atterp'
1o demonstrate that a grammar can be built to es:count for each challenge.

Semantic Event Forms: A5 each constituent is discovered and transformed

according to the grammar, the result of the transformation is tested for semantin
- 1l1-formedness. The SUF-chain of sementic clesses and a set of semantic event
form (SEF) triples whose elements are semantic class terms are required for
raxing this test. By considering our example sentence again, the elemen:s and
method of this test can be explained.

A. The angry pitsher hit the careless batter.

When "pitcher" was looked up in the lexicon, two word senses were discovered

and Lot of hese were nouns; for "angry' there was only one. Thus, ‘wo
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constituents of the form "ad) + noun" were discovered to represent "angry
pitcher." The SUP-chain of semantic classes that represented each sense of

the words was then called into use to form the following pair of complex triples:

pitcher MOD angry
player emotion
person feeling
animal sense
mammal
and

pitcher MOD angry
container emotion
physical obj feeling
object sense

Thus a complex triple is one whose elements are SUP-chains of the elements in
a simple triple. From the total set of SEFs, the possibly relevant ones are
those which contain one or more elements that are included in any of the complex
triples of the sentence. This subset of SEFs include among others the following:
( ANIMAL MOD EMOTION) ¢
(PERSON MOD ATTITUDE)
(PHYSOBJ MOD QUALITY)
{(PERSON HIT PERSON)
(OBJECT HIT PERSON)
(PERSON BOYCOTT ORGANIZATION)
ETC.

The test for semantic well-formedness is to discover whether any triple of
elements, selected one from each SUP-chein in a complex triple, corresponds to
an 3EF. In the present example, the combination {animal MOD emotion) from the
first complex triple does correspond to r . SEF in the list. No combination of
elements from the second complex triple corresponds to an SEF, so the sense

of "pitcher' as a "container” does not apply to the constituent (N MOD Adj)

for that sense and it 1s rejected. For the acceptable sense, "pitcher"” as
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"person,” the constituent is kept and eisewhere it is stored &e ((pitcher SUP
player) MOD (angry SUP emotion)). In subsequent constituents using this complex
constituent, the SUP-chain of semantic classes for the head element "pitcher
SUP person’ 1s used to stand for the entire constituent.

The result of these semantic tests is to reject many syntactic constituents
that would otherwise lead to rmultiple interpretations of the sentence. For

non

example, if we consider the number of common meanings for "pitcher,” "struck,"
and "batter" to be respectively 2, 3, and 2 there would be 12 possible interpre-
tations of the sentence. By use of the three SEFs (ANIMAL MOD EMOTION) (PERSOI
MOD ATTITUDE) and (PERSON HIT PERSON) only the one interpretation presented
below survives tne analysis process.

({(pitcher . person) MOD (angry . emotion)) (struck . hit)

((batter . person) MOD (careless . attitude)))
The dot pairs are used for conciseness in representing (concept SUP concept).

A whole series of questions arises at this point: What is an SEF? How
many will be required to deel with a larse subset of English? How does one
select the level at which to write them? These and others are questions that
we have considered at lensth and we will try to summarize our present unaer-
standing.

It appears to us that an SEF is an abstraction of some element of lexical
information that should (in & mor: sophisticated system) be directly a part of
the lexicon. It appears to be an abstraction expressed in terms of semantic
classes of the set of features that characterize a word's combinatorial NOssi-

bilities in ordinary usage in the language. For example, the SEF (ANIMAL MOD

— — s
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SENSE) indicetes the relationship expresced by linguists in terms of a restric-
tion on sensory verbs and adjectives to co-occurence with subjects marked by

"

the feature " + animate.” We believe, for the present state of computational
linguistics, we can better represent such linguistic data in the form of
acceptable combinations of semantic classes for words--i.e., SEFs--and later,
from the useful SEFs work out underlying features.

We have no answer to the question of how many SEFs would be required to
cover a large subset of English. A related device, the semantic message
forms (Wilks,1968] are based on approximately fifty semantic classes and
believed by CIRU* researchers to allow sufficient combinations to account for
all English forms. We are currently tending toward the belief that although
the separate SEF set provides adequate machinery for relatively small subsets
of English, this information must eventually become an integral part of the
lexicon to avoid very large space and time requirements in semantic analysis
of large sets of English.

Selecting the level at which to write an SEF is hardly more easily dealt
with. Considering each SEF as a rule of semantic combination, the task is very
rmuch like that of preparing a grammar. One attempts to obtain the minimal
number of SEF rules that will distinguish acceptable and nonacceptable combi-
nations of word senses. The elements of each rule are selected at the highest
level of "semantic abstraction that will successfully distinguish all word senses
that are in a superset relation to--i.e., subclasses of--those elements. Thus,
in coinimg the SEF (ANIMAL MOD EMOTION) we are stating our understanding that

the nature of these concepts is such that anything that is an emotion is

*
Cambridge Lanruage Research Unit, Cambridge, Fngland
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restricted to modifying only those things that are animals. Similarly in
(PERSON BOYCOTT ORGANIZATION) we restrict the concepts that are kinds of
"boycott" to co-occurrence with things that are persons as subjects end things
that are organizations to receive the action.

In favor of the SEF approach, we have found them simple tc build and use
and of the same functional utility as the semantic markers and selection
restrictions of Katz's [1967} current semantic theory. Something approaching
the functior of his projection rules can be seen in our use of the semantic
class of the head of a construction to stand for the semantic classes cf the
whole. However, we claim only that the SEF aprroach is a first approximation
to expressing semantic information that should be an integral part of a lexical
entry for a word sense.

The Analysis Algorithm: After several experiments in producing various

forms of recognition algorithms, we finally concluded that the Cocke algoritim
was superior in respect to conciseness, completeness and efficiency of corpu-
tation. This algorithm has been presented in ALGOL and described in detail by
Kay L1967,. Our modifications have been only to add more tests on each
constituent for egreement and semantic well-formedness and to introduce :rans-
formations into the operation of the grammar.

The essential operation of the algorithm is to test--exhaustively, but
efficiently--each adjacent pair of elements in & sentence structure to discover
if they form constituents acceptable to the grarmar. If they do, the pair of
constituents are rewritten according to the gramrmar rule. The process continues
until all elements of the sentence are encompassed by at least one single cor.-
stituent usually named S. All interpretations acceptable “o the grarmmar are so

formed.
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IV. Results

The complete language processing system thet has heen described has been
programmed as Protosynthex III in LISP 1.5 for the SDC Q-32 time-shared computer.
The semantic analysis system has also been programmed in JOVIAL and used to
prepare the examples on pp. 33, 34. It includes the capsbility to syn-
tactically and semantically analyze single sentences into the formal language
of the conceptual structure. From the resulting conceptual structure, the
system is able to answer & range of English questions using logical inference
procedures based on properties associated with the well-defined relations.
It is also able to paraphrase by finding equivalence relations among concepts
and to generate English sentences in accordance with a generation grammar.
In this paper a limited set of examples of these operations will be presented;
additional computer vrintouts of examples have been collected as a special
supplement that is available on regquest from the authors.

Syntactic and Semantic Analysis: The grammar reproduced in Figure 3 has

proved sufficient to account for the analysis of the sentences in the following

parasgraph aebout physioclogical psychology of the eye.

The eye is the orgen of sight. The retina ia the light sensitive
surface of the eye. Cones and rods are the special sensors in the
retina. Cones and rods react to light. When we see anything, we
see light reflected from the objects we look at. Reflected light
passes through the lens ond falls on the retina of the eye. Seeing
an object actually means seeing the reaction of our retina.

The senternces corprising this paragraph were selected to represent a

range of fairly difficult structures including various kinds of embeddings.
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(C(RPP QRFAJ) [(BA BR (RL Ak ALY]) &)
((DVBE ADJ) (AC MCD B) whkEAJ)
CCVBFO NP) [BA BB BC) NP)
CONNE LDVBE)Y ((AA BEwulV BCY AB LAC BuLiV BLII
C(viio $)Y (BA BB BC) S)
(Cvbo 1) (BA BbE HC) 5)
CCUNEC S)Y [BA Bb aAAa) S)
CCENDC S1)Y (BA Fk AAY S
((UN [VBE) (BC EwULIV A) 5
(OGN vOQ)Y (A R ) eNUO)
((WAVEDC S)Y [RA (BB MOD AA) HBLY S
((gav vDCY (A B [y wayvho)
(CADY PP) (A BR EKC)Y Al W)
(CADJ NP)Y (B MOD A) NFD
CIVOOMP PRTIVECMP)Y (A KR KC) LONJVLOMP)
CCCONJ NP) ([ A B) NCOMP)
CCCOND vEOMP)Y (D A B) PkTVCONME)
(CPREP WN)Y (D A R) PP)
((PREP DNP)Y (D A BY P
(CPREF NP) (L A B) FP)
((RFLAVB CONJS)Y (FA A BC) S)
(S CONJSPRT)Y (A BB RKC) CONJUS)
CCCOM sl (L A B) CONJSHPKRT)D
(CCOM S5) (L A B)Y CONJISHFKRT)
CCVED NF)Y (B SY0L (*ChJbltl » Bl wNE)
COVED FPY (A RH BC) VLCMPEL)
CCART NP) (K TMOD A) NP)
CONP NCOMP)Y (A BB RC) NANP)
C(NP V) (A R *%x%xx) §)
CONPE VEONE) (A H sxx%) &)
C(NP PRED) (A BN K(CY )
CCNF VPREP) (A B x%%2] SPREP)
CINP SPRFP)Y (A SMOL (PA (FEA RFEE A) KLY NP)
CONP CONJVLOMP) [ [A KA 2x%2) bR (A HL *xxx))
(NP FP) (A EBR BC) NP)
CONF VOUOMPED) A SMOD (#0HJECT & AJ) Nt
COnP CONJSPRT) (A BB BC) CONJS)
CCV PE)Y (A HE RC)Y VOOME)
CCVv NF) (I & KH)Y PKFI D)
(Cv NFY (It A R) PKEL)
(CV FKEP) (A R 1) VPREF)
CCOUNP [LVHE)Y (A toulVv KCY o)
CCENKE BPrELD) (A HH K(O) S)
(CVFEE KELPE) (1 A H) VHEY)
CCVHE INPD) (1 A ) | VRE)
COVHE NFDY (DA 1) PKFLY)
CCHART NP)) (B MO AY M)
CCLPQUILV #%) (L & b)) Heskw)
((ax medtY) LA KK L) S))
NLL

Fi~ure 3. Recognition Grammar Rules
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Example 1, below, shows the manner of inputting the sentence and

dictionary data into the system.

ANALYSTS MJIDE 7/

READY -~
THE E:F IS THF JRGAN JF SIGHT . . RIDYPRT FUNCIIJUN VISION &
JRGAN EQulv BJIDYPKI .
(SUPS=- THE EYE IS THE JRGAN JF SIGHI)
DDET JRGAN EQUIV DDET RJDYPKRT FUNCTION VISIJUN
(5UPS- VISIJON FUNCTION RUDYPRT DDEl UKGAN DOET)
CIOGACT AS5JC JRJECT «TJIP BJUDYPRT 10P
(SUPS=- RJIDYPRT JBJECT ASSUC CIGACT)
JRJECT «T1JP «1JP ACI
($JPS- ACT JBRJECT)
DY «TIP
($JPS- D)
«10P
(WCS=- (SIGHT » vISIOw)
COF « FINCTIOND
CJRGAN « RIDYPRT)

(THE . DODET)Y (IS - EQJIV) CEYE - JINRGAN) (IHE « DODEI))
NP PREP NP DART VBE NP DAKT
1
P

LCCEYE « JONGAN) TMID (THF « DDET))
(EQJIV « PRIMITD)

CCCIRGAN o BJIDYPRIY (JF o FINCTILONY (SIGHIT

« vISTIv))
iMoo (THE . DULET)) )

Example 1.

A senterice is typed in followed by a period. Optionally a set of super-

sets for each word of the sentence can then be input followed by a period.

Followin - tnis second period, SEF triples can be given to the system as was

done in Example 1. The third period--i.e., the one following the SEFs--is
taken by the system to mean completion of input. At that point the system

looks up each word in the dictionary to obtain superset classes and syntactic
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word classes. If it does find these, it requests SUPS for each word that is
not in the dictionary. It reiterates this request for semantic word classes
until each word has developed a SUP-chain that terminates with the symbol,
*TOP. 1t then asks for syntuctic word-clesses with the request "WCS-"
identifying the word sense by using the dot pair (word . superclass). When
all these data are present--either already in the dictionary or having been
input with the sentence--the system computes its semantic analysis using the
grammar and SEFs availsble to it. 1In Example 1, the bracketed structure

shows the syntactic analysis and the selection of word senses for each word

in the sentence. This example shows that the system correctly transformed
"is" in the context "The NP is the NP" into the well-defined relation "EQUIV."
The relation "TMOD" is used by the system to alert it to the presence of an
article. If the article is definite it refers to a particular or already
existing token of data; if the article is indefinite or absent it i:s under-
stood to represent any token or instance of its concept.

The most cormplex sentence of the paragraph is presented as Example 2,
below. The analysis of this sentence shows four embedded sentences each of
which is surrounded by square brackets. The first of these, "We see light"
is in an IMPLY relation to the remainder. The expression "...light reflected
from..." gives rise to & noun phrase that is modified by the sentence "#0b ject

reflected ... light,” where "*object" stands for "something."' The phrase

1 "

"...from objects we look at " gives rise to the structure (object SMOD we
(look at objects) **) a noun modified by an intransitive sentence that
uses that noun as the object of a preposition. By followirg the syntactic
word class pairs through the grammar of Figure 3, the interested reader can

observe the application of relatively simple transformations to compute these

structures.
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RFADY ==

WHEN WE SEE ANYIMING »
WE LJJIX AT .« « CJGACT TJIWARD UBJECT » PEKRSJIN CJOGACT ssss,
THROWRACK SJJRCE OBRJECT» #)BJECT THRIOWBACK KRADIATIJIN,
PERSIN CJIGACT JBJECT » PERSIN CIGACT RADIATION"

PERSIN CIGACT JRJECT . PEKSIN CIGACT ENERGYs SEN CJUM SEN
SEN IMPLY SEN &

($JPS- WHEN WE SEE ANYTHING »
LYK Al

WE SEE LIGHT REFLECIED FrJIM IHE JBJECTS

WE SEE LIGHT REFLECTED FRJM JRJECTS WE

IMPLY PERSIN CJUGACT JBJECT CJUM PERSIUN CUGACT rADIATIJN THROWBACK

SOUJRCE JIBJECT PERSUN CIGACT TJIWARD

(SIPS- TOWARD PFERSIN SJJKRCE THRIWBACK
[MPLY)

DIRECTIJON ANIMAL LIC ACT ENEKRGY ANIMAL *[)JP ANIMAL *T10P

(SUPS- ANIMAL ANIMAL ENEKRGY LJIC ANIMAL DIRECTIJIN)

JRUECT JMJECT *TuP =TIP JBJECT LIC

(SJPS- LIO?

«TOP

(wCS~

RADIATIJUN PERSON

(AT « TJIWARD)
(LI « CIGACT)
(wE « PERSIN)
(JIBJECTS - JRJECT)
(FRJIM « SJIUJRCE)D
(REFLECTFD » THRJIWRACK)
(LIGHET « RADIATIOND
(SEE « CIGACT)
(WE « PERSJIN)
(o o CIM)
(ANYTHING .
PREP V NP NP
|

JRJFCT)
PREP VFD

CJIGACT) (wE « PERSUN)
NP V NP KELAVR

(SEE »
NP VvV NP CUM

(WHEN &

PRINT
(((WE -«
(WHEN .
((WF « PERSOIN)
(SEE « CJGACI)
CCLIGHT « KRADIATION)
SMJUD ((«JRJECT « PKRIMID)
((REFLECTED + THRJIWBACK)
(FRIOM « SOUKRCE)
CCCIRJECTS «» IBIECT)
SMID ((WE « PERSJN)
(CLJIIK « CIGACT) CAl .
(sese . PRIMITO D
IMJD (THE . DDEF)»)
(LIOGHT « RADIATIONY D) )2

PERSIN)
IMPLY)

(SEE « COGACT) C(ANYTHING . UBJECT)? )

TOWARD) (JRJECTS « JIBJECTI)

Exanple 2.

CIM PERSJIN

I[MPLY))
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Examples of the analysis of question structures are shown in Exsample 3,

below. In some cases the question word 1s deleted while in others the question

is transformed to declarative structure.

REA)Y--
DN Ag SEZ ANYTHING ?
|

]
T(WNE o PERSNON) (SER . £C03ACT)Y (ANYIHING o 08.0))
1
XeA)Y--
AHAT DO Wr SeE< 2
1
»

FewE o PERSON) (SKEw o CnGacl) (wraT
!

mx1T

« 03U

WHEN e Sk ANYTHING 5, wWral D0 ve Serw ?
(S IPS- WwhEN QRNYTHING 5

e lLA W 0sJ

LAY

(S IP>- CNndpa < lavs)

DICE ¢

(ACS = (, o (OMvA) (ANYTRHING o U3J) (wReN
COv N (mlAavi3

1

« HrLavs))

o]
PN o PrEISON)Y (SF o« CO5A0)Y anylrming
Curr N o X< LLAv~)
[N o Pr<STR) (Ser o COLatlF) Canal « 40)1))
1
<EANY -~
HO )N THE OS0C T <ok teC ! LYGwl 2
(S 1P5- HNA ) S <=k LECT)
MANNE~ 0 TrRpN*
MO NN DN TrLONSACK
(S 12 5 vafNNeR)
vV Ay
(NS - (REFteC] o« THXOWACW)Y (4 0m (]
v AP W0 Hav
|
»
FOENSECT o N3 TMiy (leme o - 1))
((REFLECT o THRONACK) wrh) (MW o dfANr~))

(LIGKT . <R4ap1aTiInNn) )
1

. N3]

o Ui 1Y (0N o Q) (rtla

Example 3,

« NMaAARpN- <))
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Disambiguation: An example deriving from Kaetz [1967] was chosen to
illustrate the system's ability to select correct word senses from a
potentially ambiguous situation. The exemple frame, "The men hit the
colorful ball" is varied by substituting '"gave," "attended" and "hit" in the
verb slot. The relevant dictionary, grammar and SEF entries are presented
in Figure 4. Since the dictionary provides two senses each for "colorful,"
"ball" and "geve,” in the worst case the frame using "gave" might provide
eight interpretations (as it in fact 4id without SEF checking). With the
use of the relevant SEFs, the system provided the interpretations shown in
Example 4. The two interpretations for "...gave a colorful ball" are
expected in that SEFs are allowed for "person present object" and "person
present event." In the remaining ceses of "hit and "attend" only one inter-
pretation was obtained.

Answering Questions: Our epproach to answering questions in this system

is described oriefly in Sirmons snd Silberman [1967]. A more detailed
description of the question-answering system and experiments with it is in
preparation _Schwarcz et al., 1968]. Briefly, the system attempts & direct
match with the concept structure of each triple resulting from the semantic
aralysis of a question. Failing to find a direct match, it generalizes each
element of a question triple to include all of its equivalences and subclass
elements. Thus a question triple with the element "bird" would generalize to
include "condors, robins, bluebirds, etc." This approach failing, the system
uses more complicated inferences based on combinations of relations into

compound and cormplex relational products.
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THE MAN GAVE A COLORF!UL BALL.

2 INTERPRETATIONS

1
[(MAN TMOD THE) <GAVE - PRES

ENT >

((<B3ALL - SPHERE> MOD <COLOxFIL - MJLTICOLORED>) TMOD A)]

NEXT /F INISHED /RULES/SEF *S 2
2
[(MAN TMOD THE) <GAVE - PRES
((<3ALL - DANCE> ™MOD <COLOR
NEXT /F INTSHED /RLES /7SKF * 52
The MaN ATTENOED A4 COLORFJL
] INTERPRETATION
1
((manN TMOD THE) ATTENDED
((<B3aLl - VANCE> MOV <COLOR
NEXT/ZF INISHED /R ILES /SEF 'S ?
THE MAN HIT A COLNRFIJL HALL.

1 INTERRPRETATINN

1
f(maN TvMO) THe) HIT

Ne XT

ENT >

FlL - GAY>) TmOw A)dl

FINTSHED

SAbl .

FJL - GAY>) TMmOu Q)

FINISHED

((<3AaLl - SPHERE> MO < (DLORFIL = MJLTICOLOReD>)Y TMOU 4a))

Example

L.

Disambiguation Example
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LOOK'}? ThZ mAN GAVvE ATTENJVED HIT A COLORFIL HALL.
THE : FINCTION WORD, 1 SENSE:

1 arT DET
MAN: FIINCTION WO<D, 1 SEANDE:
1 NP PERSON, ANIMAL, 0mJ
GAavik: FINCTION WDRO, 2 SENSES:
1 v PRESENT, OFre~r, ACT
2 v TRANSFER, MOve, ALT
ATTENDED: FINCTION WORD, 1 SeEANSE:
1 v GOTN, ™mMOve, aA(T
HIT: FINCTION wWORJ, 1| SKASE:
1 v CONTA (T, ACT
Az FIONCTION W0ORD, 1 SeENSE:
| ART e’
COLORF JL: FUNCTION WORD, 2 SEASES:
1 any MILTICOLORKU, BRIGHRT, w'jAL
2 40y GAY, LIveELY, wilapL
NN\3AaLb: FINCTION WORD, 2 SENSES:
1 NP SPHERE , 08
2 NP VDANCE, EVENT

"-(INF '(‘JL!;SO
aJJ [\ (3 ™0 A) NP
axT [\Nad (3 T~OD a) (e
v NP (D a4 =3) PRy
N PRED fa 33 3(3 S
0K

SKES,

(PRRISON PX=SENT wvENT)
(PERSNON &= senf 03.1)
(PERSON G0TO EveNT)
(PERSON CONMNTACT 041
(VENT mOD GaY)

(O3 MO mMILTICOLNRFD)

Figure 4. Dictionary, Grammar, and SEF
Entries for Disambiguation Example
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We believe the approach is very general and approximately equivalent
to that taken in the General Problem Solver _Newell et al., 1963,. A top-
down penerator is used to transform question triples according to possible
inference rules and various heuristics are followed to minimize tree search
amonis the resulting vest set of possibilities.

For examples we asked questions of the following sentences:

The eye is the organ of sight. The retina is the light-

sensitive surface of the eye. Cones and rods are the special

sore in the retina. Cones and rods react to light.

These sentences were analyzed with the grammar of Figure 3 and appropriate
SEFs to limit the interpretations to one per sentence. Questions were asked
and the system answered as in the following examples:

Example 5. What is the eye?

Eye is organ of sight.
Organ of sight.

Example 6. What is the function of the eye?
Sight.
Example 7. What is the surface of the eye?
Surface of eye pe light-sensitive surface.
Surface of eye be retina.
Light-sensitive surface of eye be retina.
fixample 6. To what is the retina sensitive?
Light-sensitive to light surface.
Example 9. What are the sensors in the eye?
Sensors in eye be sensors.

Gersors in eye be cones.
Sensors in eye be rods.
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Exarmple 10. Are there rods in the eye?

Sensors in eye. .

Example 11. Does the eye contain cones?

Retina inverse-of-in sensors.
Sensors in eye be sensors.
Sensors in eye be cones.
Sensors in eye be rods.

Example 12. How does the eye react to light?

Cones and rods in retina in eye react to light.
Rods react to light.
Cones and rods react to light.

Example 5 is a result of direct lookup. The correspondence of "function"
to "sight" in Example 6 results from the SUP-chain "sight-cogact-function"
showing that sight or any other cognitive act is a kind of a function. In
+this example also, the structure (eye EQUIV (organ ASSOC sight)) implies
(eye ASSOC sight) by right-collapsibility* of the "EQUIV" relation. The relation
"ASS0C" is defined as symmetric and thus the question transforms to
(eye ASSOC function) which is answered by (eye ASSOC sight).

Example 7 is essentially a direct lookup that is successful because of
the symmetiric r-operty of IQUIV that allows the reversal of the clauses.

The anower to Example 8 depends on an additional fact given to the system,
"light-sensitive means sensitive to light." With this added information the
quesiion which was analyzed to tne following structure:

(retina MOD {sensitive TO what))

is directly answered by the structure:

(retina EQUIV (surface MOD (sensitive TO light))) .

*
Tne proper*y ri-nt-collapsivls is5 defined ror Rl as follows:
(X1 Rl (X2 B2 X3)) IMPLIES (X1 R2 X3).
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Example 9 and Example 10 require a chain of inference depending on the
property transitive attached to (in . contained-in). Thus, "sensors contained-
in retine,” and "retina contained-in eye" imply "sensors contained-in eye."

In Example 11 a similar logic applies with the addition of the information
that "contained-in inverse contained."

Exemple 12 shows one method for treating simple "how" questions. By
enalyzing the question into the statement "eye reacts to light" the system
naturally returns relevant material, which ls one mein requirement of such
questions. + should be noticed, incidentally, that the transitivity of the
contained-in relation is used again in this example.

The question-answering system has two important weaknesses. Filrst, we
1o rot yet formally distinguish between the requested operation (i.e., count,
list, name, etc.) and the data-identifying portions of the question. This
lack partially accounts for the second weaskness--a certain degree of vacuenesc
in the generated answers, as can be seen in Examples 8 a~d 10, where appropriate
answers would have been "light" and "yes" respectively. Syntactic and semanti:
inadequacies in the generation of answers will be discussed in the following
section.

Syntactic Generation and Lexical Paraphrase: Our primary emphases in

developing a theory of verbal understanding have been to account for the
recognition of verbal meanings as communicated by sentences and to demousirate
unierstanding by the model's ability to answer English questions. Other
reasures of understanding include the capabilitlies for symtactic and lexical

raraphrase and for the generatior of new sentences thai are in cortrollanle
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relations to the data that have been stored as a consequence of understanding

meanin ;s from sentences that have been analyzed. It was our hypothesis that
the structure for recognitior and question answering would prove largely
sufficient for generation and paraphrase. In the main this hypothesis was
surportad and we added the generation grammar and the special machinery for
raraphrase *o the model in short order. However, it is apparent that gener-
ation and paraphrase f{ron deep conceptual structures require more theoretical
explanation than we are preparel to deal with in this paper. Particularly
required is an outline of correspondences with and contradictions of current
Tererative linguistic theories. At this point, having only scratched the
surface ir experimenting with the gzeneration area, we will present a brief
discussion of ocur method and save deiailed treatment for a later paper.

Gererating English phrases or sentences from the conceptual structure
is accorplished by <the use of transformational phrase structure rules

puse used ir the analysis phase. Since the structure is composed

ct

siciler 1o
of nes.ed <rinles, these rules have the form of a three-element left half
whizh i5 transformed lo a structure or a string as e right half. Example
riles for -~eneratin~ "the angry nitcher struck the careless batter" are
shown below:

(:P MOD ADJ) (B A) NP

(1 THMOD ART) (B A) P

(v iP)(ABC) S
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The rotation conventions are identical to those used in recognition rules
(see p.18 ). The generation algorithm, given a complex triple of concepts,
first discovers for each concept its mapping onto word-sense and associated
syntactic class and assoclates with each triple of concepls a triple ot
word-classes. Then, beginning with the most deeply nested triple and working
outward, it looks up each triple of syntactic word-classes in the set of
generation rules, and if found rewrites that triple by the phrase structure
name and applies the transformation to the associated concept triple. This
process is iterated until all elements in the nested structure have been
accounted for (whether or not they result in the terminal symbol S). If a
given triple can be rewritten in more than one way, the algorithm applies all
rules, nsenerating several syntactic paraphrases of the same structure. Thus,
for the triple (KP MOD ADJ) the two strings 'HP that is ADJ" and "ADJ WP
might result. At the end of lhe process the concepts are transformed inio
rrint inages.

Lexical paraphrase is accomplished by allowing the free substitution of
concepts that are in an equivalence relation. These concepts may map onto
words or phrases. Thus in the examples presented below, "eye" is concejiuall.
equivalent to "eyeball,” and "orrman of sight" is equivalent to "sensor tor
vizion." An equivalence class is established by the statement "X SEQUIV Y
which I5 semantically analyzed like any other sentence excep: that SEQUIV i

an operator used to construct an equivalence between concepts in the sysior.
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The following examples illustrate both syntactic and lexicual paraphrases
accomplished by the system:
Example 13. The eye is the organ of sight.
The eye is the sensor for vision.
The eyeball is the sensor for vision.
The eyeball is the organ of sight.
Example 14, The retina is the light-sensitive surface in the eye.
The retina is the surface that is light-~sensitive in the
eyeball.
The retina is the sensitive to light surface in the eye.
The retina is the light-sensitive surface in the eyeball.
Example 15. Light falls on sensitive retina.
Radiance falls on retina that is sensitive.
Radiance falls on sensitive retinsa.
Light falls con surface of eye that is retinal.
Light falls on retinal surface of eye.
Radiance falls on retinal surface of cranial orb.
lio stylistic controls have so far been established to select either
the generation transformation or the lexical item where several choices have
been offered, and in expressing answers to questions no method has yet been
developed for selecting a "best"” answer. Such controls offer an entire field
*
of swudy such as tnat currently in progress by Klein. Our generation pro-
cedure is also undeveloped with respect to choice of articles and the various
forms of agreement in tense, number, etc. 1In respect to such syntactic
features, *the system makes provision for recordins them, but we have not yet

used ther. in any of our recornition, question answering or generation

experiments.

*
Percoral cormunizatinn, 3. Klein, University of Wiscorsin, Computer SGeiences
Devartrent.
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V. Discussion and Conclusions

In the preceding sections we have described & theory and a model of
verbal understanding that is based on a formalization of conceptual structures
suff.cient to represent a wide range of the verbal meanings that are expressed
in English sentences. The model includes a linguistic component that is
composed of a lexicon, and syntactic and semantic systems which are togetner
sufficient to translate from a wide range of English sentences into the for.al
conceptual structure. The formal conceptual structure includes inference rule:,
a limited quantificational capability and a logicel structure of relations that
are definable by properties for use in inference procedures. These features
of the model support a range of question answering and verbal problem solvirng
capabilities.

The model has so far beer limited to representirn;; sinle serntance reari: -4,
although the conceptual structure naturally erbeds framentary meanincs in
their most relevant contexts. We do not believe, however, that a theory ot
sentence meanings isc broad enoush to encompass the comrmnications mediat-a oo
natural lanqueges. Related work in our laeboratory by Olney _1G{7; has lnwva. s -
raved anaphoric and discourse analysis to a degree that is sufficient ¢ Lhiow
us ui.at complete understanding of a sentence can only be rodnleq in the con-
tex” of its discourse structure. This line of research has also yroviaed
several worliable approaches to Iinding anteceaents for nronouns and ovier nin
of anaphoric structwes. An irportant next step in the development of the modol
will be o Incorporate this line of thowrht and ~xverirertasion mwd 5o o ..
Sromoa roael ol serterces unders andinT to One LAl reproscont s L iorotar

Lo~ oy tiscours:e sltrustures.
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In Section IV we have briefly shown and discussed examples of the
svstem's capability to produce syntactic and semantic analyses of sentences
and questions; to select appropriate word senses according to context; to
answer questions; to generate English sentences and to produce meaning-
preserving paraphrases. We believe (but have not shown) that only minor
modifications are required for the system to deal with a wide range of
verbal analogy problems and to accomplish sentence-for-sentence translation.
We clairm that these results support the theory of verbal understanding out-
lined in Section II and demonstrate that this theory is adequate as a first
approximation to account for how natural lsnguage sentences can communicate
verbal meanings from one person {(or system) to another.

Despite this strong claim for our model, we believe that it is only one
example of a family of models that are sufficient to support a theory of
verbal understanding. What appears to be common among members of this family
is a capability to represent textual information as & structure of unambiguous
concepts and well-defined relations. An ideal model would contain only well-
defined relations to connect concepts, each of which might in its turn reduce
to a structure of perceptuel features which themselves were well-defined
primitives. Such an ildeal may never be attainable, but the closer we approach
it, the more satisfactory will be our theories of verbal understanding and the
more powerful the languare processors that can be constructed.

A number of weaknesses in the model have become apparent as we have
strurnled with it. Our present treatment of the conceptual structure leaves

us too tiithtly bound to the subiect-verb-obiect order of English sentences and
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to the ordering of modifying phrases. By shifting to structures such as
those outlined on p.l3, the model can be simplified and the number of in-
completely defined relations can be reduced. The segregation of semantic
event forms into a separate neighborhood fram the lexicon is also intuitively
disturbing and probably economically unsupportable. Temporary weaknesses in
the implementation of the model include incomplete developments in the arecas
of translating from Engl.ish to logical quantification, the treatment of
irflections =~4 agreements, and at least minimal ~*;"1*-*7~ --r*r-" of the
sentence generation process. These are considered temporary weakresses
vecause in each case we have designed and are currently implementing
improvenents.

On the positive side we are very pleesed with the model's capabilities
for analyzing exceptionally complicated English sentences and obtaining one or
more interpretations consistent with the gramnar and the semantic system.

We were excited and pleased to find that after text and questions have boo,
semantically analyzed and so represented in a formal structure, a questlor-
ansverinfm system is essentially identical with a rjeneral problem solver. The
relative »ase with which syntactic and lexical paraphrases can be renernted
fror the deep conceptual structures supports our pelief tiiat ‘he Chomciiian
reneration model 1s unnecessarily complicated in its treatment of the Ir*or-
face betweer semantic interpretations and syntactic bvase siricturos.

The model's implementation as a LISP 1.9 program leaves rmuch to ve
decired. 1t is slow and cumbersome in its operation and sharply limited in

storae capability, having in its final version 11,000 words of free spaco.
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Yet only in LISP could we have tried so many variations of our original ideas
until we were able to formulaete them in terms of consistent workable programs.
So on the one hand the system owes its existence to the facility with which
coriplex ideas can be expressed in LISP while on the other, since sequential
computers so poorly fit the requirements of large associative networks that
LISP is well-suited to handle, the system is core-bound and painfully slow.

"Slow" means concretely that a typical sentence requires 90 seconds of
compute time to apaliyze while an equivalent question requiring no great
anount of inference may compute for three to four minutes. When these
compute times are translated to wait-times on the time-shared system,
analyzing and answering a question may taeke from fifteen to thirty minutes.
Expe rimenting with such a system is obviously only tolerable to the most
devoted believers in the eventual value of computer language processing.

In consequence a JOVIAL version of Protosynthex III, also for the Q-3
time-shared system, has been designed and already partly programmed.* So
far the semantic analysis and generation systems are oyerating. Thi- version
has access to eight million words of disc storage. Its computing time for
sentence analysis is gratifyingly reduced to tenths of seconds and its wait
times on the time-shared system are typically within the turnaround time of
»=-1, seconds. It is our current estimation that question answering with
relatively short chains of inference will be vastly shortened with respect

to the LISP version.

*
Detailed design and prograrmini; by William J. Schoene.
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Conclusions: We believe that the present system, Protosynthex III,
demonstrates beyond question that sophisticated natural language processing
by computers is & realistic goal and one that has been partly achieved here--
although so far only on a sentence-by-sentence basis. We believe we have
shown that with an appropriate lexicon, syntactic and semantic systerms, that
a wide range of English sentences can be translated with relative ease into
formal structures that support logical operations of deduction and inference.
It is further apparent to us that when a question and an answering text have
been translated into the formal concept structure, question answering fits
into the theorem proving and general problem - ' "ing models.

These conclusions mean to us that there is little mys-2ry at:acined to
the proolen of language processing by computers--only a great deal of work.
Before were were able to build Protosynthex III as a demonstration of o Tirg:
e .2ral-purpose language processor, dozens of language processors and hundred.
of men-years of research had to be ac .oxy .ished throv hout ithis ana other

countries. Many more ycars are required to move forward from thic

e

ro.i2ls <iat car deal with discourse structures, with lar:se bodies of tew un

with the subtleties of meaninug expressed by metaphor, by siylistic con-rel,

vWihat can be accomplished today is to construct limited svstens ihal
deal in a limited manner with limited bodies of text. OSulh systens,
prorrammed, require syntactic and semantic informa*ion in the form of dic-
tionary entries, reconnition ard reneration grammars, semantic event formi,

ard properties and rules of inference <o definre relations. All of *hegse
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mat:rials must be generated by skilled human users of the language and the
system. For a single article such as this one, thousands of lexical entries
and nundreds of syntactic and semantic rules would have to be produced. In
itself, this linguistic effort would require months for the first article and
years before any significant subset of a languesge had been so formelly
described.

One cich limited system is under construction for application to a
three-hour computer-aided instruction lesson and the linguistic effort
required for computer modeling of the lesson has been begun. The outcomes
of this study [Simmons and Silberman, 1967] should teach us :mch with regard
to the eventual practicality and economic feasibility of language processing.
In the closely related area of answering questions from data bases such as
census reports or airline guides, the CONVERSE system by Kellogg [1967 a,b]
has led to the similar conclusion that answering English questions from a
data base is an eminently feasible--though possibly expensive--operation
requirin: significant linguistic effort in defining and formalizing the subset
of English to be used.

We telieve that this and other papers have demonstrated that natural
langusse processing by computers is repidly aspproaching a developmental phase
in which the application of sign. icant amounts of time and money can lead to
enirently practical results. Significant improvements in automated translation,
data base query systems, information and text retrieval, stylistic and content

analysis can all be expected in the near future providing support is forthcoming
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for these efforts. This support will not only be required for the computer
programuing costs but also in equal or greater measure for the ancillary

linguistic effort to formalize appropriate subsets of natural language.
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