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ABSTRACT

LEARNING A NATURAL LANGUAGE IS TAKEN AS AN IMPROVEMENT IN A

SYSTEM!'S ABILITY TO EXPRESS SITUATIONS IN A NATURAL LANGUAGE.

THIS DISSERTATION DESCRIBES A COMPUTER PROGRAM, CALLED ZBIE,
WRITTEN IN IPL-V, WHICH ACCEPTS THE DESCRIPTION OF SITUATIONS IN
A UNIFORM, STRUCTURED ~UNCTJONAL LANGUAGE AND TRIES TO EXPRESS
THESE SITUATIONS IN A NATURAL LANGUAGE, EXAMPLES ARE GIVEN FOR

GERMAN AND, MOSTLY, RUSSIAN. ‘

AT RUN-TIME, ZBIE BUILDS SIMPLE MEMORY STRUCTURES. PATTERNS
AND SETS ARE BUILT ON THZ FUNCTIONAL LANGUAGE. THE TRANSLATION
RULES OF THE PATTERNS AND AN IN-CONTEXT VOCABULARY PROVIDE THE
TRANSITION TO THE NATURAL LANGUAGE. ZBIE 1S A CaUTINUS LEARNER,
AND AVOIDS ERRORS BY SEVEIAL MECHANISMS., ZBIE IS CAPABLE OF SOME
EVOLUTIONARY LEARNING.
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CHAPTER 1,

INTROOUCTION.

WORKERS IN ARTIFICIAL INTELLIGENCE HAVE, AS ONE OF THEIR
GOALS, THE WRITING OF SOPHISTICATED COMPUTER PROGRAMS WHICH WILL
PERFORM 'INTERESTING' AND 'DIFFICULT' TASKS., PROGRAMS CAN [MPROVE
THEIR SOPHISTICATION BY LEARNING, AND LEARNING !S5, [INDEED, A
CENTRAL PROBLEM OF ARTIFICIAL INTELLIGENCE,

ONE OF THE FIRST LEAINING TASKS THAT HUMAN BEINGS PERFORM IS

ACQUIRING A NATURAL LANGUAGE (ABBREVIATED NL). THROUGHOUT HISTORY
MEN HAVE USED NL'S FOR COMMUNICATING AMONG THEMSELVES AND
INVESTIGATING AND INTERACTING WITH THE WORLD, FOR THE PAST
DECADE, NATURAL LANGUAGZ COMMUNICATION OF HUMANS WITH COMPUTERS
HAS BEEN AN ACTIVE AREA OF INTEREST IN ARTIFICIAL INTELLIGENCE.

INTERESTS IN THE FIE.DS OF LEARNING AND NATURAL LANGUAGE ARE
COMBINED HERE IN A PRIGRAM CALLED ZBIE THAT ATTEMPTS TO LEARN
NATURAL LANGUAGES AT AN ELEMENTARY LEVEL., THE TASK IS CONSIDERED

WORTHY OF INVESTIGATION IN ]TS OWN RIGHY3 THE PROGRAM DOES NOT ~
TRY TO SIMULATE THE LEARNING BEMAVIOR OF HUMAN BREINGS,

NATURAL LANGUAGE LEARNING PROGRAMS MAVE BEEN FEW. TO THE
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RECENT WORK IN ARTIFICIAL INTELLIGENCE ¢SOLOHMONOFF 1966), ONLY
ONE WORK CAN QUALIFY ¢ UHR 1964, BY A PROCESS OF STRING MATCHING
AND STATISTICAL LEARNING, UHR'S PROGRAMS ATTEMPT YO TRANSLATE
STRINGS FROM ONE NL (NL1) INTO STRINGS OF ANOTHER NL (NL2). THE
PROGRAMS ARE INSUFFICIENTLY DOCUMENTED TO EXPLAIN THEIR STRUCTURE
IN DETAIL, BUT FROM THE OJTPUTS EXKIBITED, SEVERAL LIMITS APPEAR:
THE IDIOSYNCRASIES OF N.L1 GIVE DIFFICULTIES To THE PROGRAMS AND
THE LEARNING PROCESS SEEMS TO CYCLE.

A POSSIBLE CAUSE FOR THE LACK OF INTEREST IN NL LEARNING
PRCGRAMS IS THE FEELING, AMONG MANY LINGUISTS, THAT THE LANGUAGE
LEARNING TASK 1S EXTREMELY ARDUOUS. TWO OF THE FOREMOST
SCIENTISTS IN YWE FIELD OF MODERN LINGUISTICS STATED (CHOMSKY AND
MILLER, 1963)!

TO IMAGINE THAT AN ADEJUATE GRAMMAR COULD BE SELECTED FROM THE
INFINITUDZ OF CONCEIVA3LE ALTERNATIVES BY SOME PROCESS OF PURE
INDUCTION ON A FINIYE CORPUS OF UTTERANCES IS TO MISJUDGE
COMPLETELY THE MAGNITUDE OF THE PROBLEM.,

TWO RELATED AREAS HAVE RECEIVED MUCH MORE ATTENTION? THE
INDUCTION OF GRAMMARS QOF ABSTRACT LANGUAGES AND THE EXTRAPOLATION
OF SEQUENCES. SOLOMONOFF (1958) OFFERED A SKETCH FOR THE
MECHANIZATION OF LINGUISTIC LEARNING, WWICH DOES NOT APPEAR TO
HAVE BEEN PROGRAMMED, AND, LATER (1944), HIS FORMAL THEORY OF
INDUCTIVE INFERENCE PRESENTS VARIOUS MODELS FOR EXTRAPOLATING A
LONG SEQUENCE OF SYMBOLS CONTAINING ALL DATA TO BE USED IN THE
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PREDICTION. A PROBABILISTIC APPROACH IS USED. SIYON AND KOTOVSKY
(1963) DESCRIBE PROGRAMS THAT INDUCT RULES TO EXPLAIN THE
FORMATION OF GIVEN SERIAL ALPHABETIC PATTERNS, THE RULES CAN THEN
BE APPLIED TQ CONTINUE THE PATTEAN. PIVAR AND FINKELSTEIN (1964)
REPORTED ON A SIMILAR, PERFORMANCE-ORJENTED PROGRAM WHICH ALSO
HANDLES INTEGER STRINGS. (FOR A REVIEW OF RECENT RESEARCH, SEE
SOLOMONOFF, 1966). IN SITHER AREA, THE STRINGS CONSIDERED ARE
*EMPTY's THEY LACK THE CINTENT THAT NATURAL LANGUAGES POSSESS AS
WAYS OF EXPRESSING SITUATIONS OF OUR HUMAN ENVIRONMENT,

BEFORE TRYING TO DEFINE THE LEARNING TASK, LET yS CCNSIDER
THE TECHNIOUE FOR TEACHING LANGUAGES (T0 RUMANS) USED BY I. A.
RICHARDS AND HIS CO~-WORKERS (RICHARDS, 1941). IN THE LANGUAGE -
TRROUGH - PICTURES SERIES, PICTURES ARE ASSOCIATED WITH SENTENCES
IN AN NL TGO BE LEARNT, THE PICTURES ARE T0 ACT AS 4 GENERAL
REPRESENTATION FOR ALL +<UMAN BEINGS ('ENGLISH THROUGH PICTURES,
BOOK {' 1S PREFACED IN 41 LANGUAGES). THE STUDENT IS SUPPOSED TO
USE THE PICTURES AS CLUES TO THE MEANING OF THE SENTENCES AND, BY
SUCCESSIVE COMPARISONS OF THE SENTENCES, TO INFER THE VOCABULARY
AND GRAMMAR OF THE NL STUDIED.

THE STUDENT'S OWN MAIN OR MOTHER TONGUE IS BYPASSED, THEREBY
AVOIDING PROBLEMS OF TRANSLATION FROM ONE TONGUE INTO ANOTHER:
INSTEAD THE STUDENT LEARNS TO TRANSLATE SITUATIONS DIRECTLY FROM
'REALITY! INTO A NEW NL.

(AS AN ASIDE, THE AUTHOR MAY ADD THAT HE TRIED TO LEARN
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HEBREW, ABSOLUTELY UNKNOWN BEFOREHAND, FROM 'HEBREW THROUGH
PICTURES'. HE HAD THE ADVANTAGE OF WAVING HAD READ PREVIOQUSLY
SEVERAL  OTHER  'LANGUASE THROUGH PICTURES' BOOKS [IN KNOWN.
LANGUAGESS NEVERTHELESS HE HAD GREAT DIFFICULTIES IN TRYING TO
DETERMINE THE MEANINGS OF THE PICTURES OR THE CLUES TO BE DERIVED
FROM THEM, AND HWE FINALLY ABANDONED THE ENDEAVOUR, SEVERAL OTHER
PERSONS REPORTED IDENYICAL DIFFICULTIES.)

THE PHILOSOPHIES BEHIND 2ZBIE AND I. A. RICHARDS'S BOOKLETS
ARE SIMILAR, ZBIE USES A FUNCTIONAL LANGUAGE (ABBREVIATED FL) TO
REPRESENT SITUATIONS FL HAS THE SAME FUNCTION IN 2BlE AS THE
PICTURES IN RICHARDS. BY SUCCESSIVE COMPARISONS OF SITUATIONS, AS
REPRESENTED IN FL AND AS EXPRESSED IN AN NL, ZBIE TRIES TO LEARN
HOW TD EXPRESS OTHER SITUATIONS REPRESENTED IN FL AND, FAILING
THAT, TO WUSE ITS PREVIOUS XNOWLEDGE TO TRY TO LEARN HOW T0O
EXPRESS THE OTHER SITUATIONS. THE LEARNING SEQUENCE USED 1S TAKEN
FROM 'RUSSIAN THROUGH PICTURES' WITH SLIGHT MODIFICATIONS,

CHAPTER 11 IS DIVIDED INTO THREE PARTS,
IN PART A, WE DESCRISE FL SRIEFLY.

IN PART B, WE DESCRIBE THE INTERNAL REPRESENTATIONS USED BY
ZB1E PATTERNS, SETS, TRANSLATION RULES AND IN=-CONTEXT
VOCABULARY.

IN PART C, WE DESCRI3E THE ORGANIZATION OF ZBIE AND THE MAIN

PROGESSOR ROUTINES.




SINCE CHAPYER Il 1S RATHER DETAILED, TKE READER MAY WELL
WANT TO COME BACK TO IT ATTER READING THWE FULLOWING CHAPTER.

CRAPTER 11l COMMENTS OGN 2BIE'S LEARNING OF RUSSIAN.

CHAPTER [V COMPARES Z7BiE W!TH UHR*S PROGRAMS AND DISCUSSES
SOME OF ZBIE'S INADEQUACIES,

APPENDIX A SHOWS THE CODE USED TO TRANSLATE THE RUSSIAN
CYRILLIC ALPHABET INTO LATIN ALPHANUMERICS,

APPENDIX B GIVES A SIMPLE EXAMPLE, IN GERMAN, OF ZBIE'S
YEVOLUTIONARY LEARNING' CAPABILITIES.

281E 1S CODED IN I2L-V (NEWELL, 1964) AND HAS BEEN RUN ON
THE CARNEGIE-MELLON UNIVERSITY CDC G-21 COMPUTER. SINCE IPL-V
CODE IS TYPICALLY UNREADA3LE, THE PROGRAM IS NOT ENCLOSED, BUT IT
IS DESCRIBED SEMI-FORMALLY IN CHAPTER 1!, PART C.
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CHAPTER 11,

A, THE FUNCTIONAL LANGUAGE, FL,

THE PURPOSE OF FL IS TO REPRESENT SITUATIONS IN A FASHION
SOMEWHAT SIMILAR TO THE PICTURES (AND PICTURE LANGUAGE) USED IN
THE LANGUAGE - THROUGH - ?JCTURES SERIES, THE MAIN SPIRIT BEHMIND
FL MAY BE SUMMARIZED THUS ¢ 'SIMILAR SITUATIONS SHOULD HAVE
SIMILAR REPRESENTATIONS IN FL', WHERE AN INTUITIVE FEELING FOR
SIMILARITY 1S USED, FOR =XAMPLE THE SENTENCES 1

THIS 1S A HAT.

THIS IS HIS HAT. (REFSRRING TO A BOY)

TRIS 1S THE BOY'S HAT.
SHOULD HAVE SIMILAR REPRESENTATIONS IN FL. TO AVOID
IDIOSYNCRASIES OF NL'S, FL 1S NOT INFLECTED AND OMITS ARTICLES
T0 IMPROVE 17S DESCRIPTIVE POWER WE WAVE ADDED SOME SEMANTICS
FOR INSTANCE THE REFERENT OF PRONOUNS 1S SPECIFICALLY MENTIONED:
HEs(MAN) OR YOU=(SPOKEN B80Y) IF THE PERSON SPOKEN YO IS A BOY
(REMEMBER THE PICTURES).

FL IS NOT UNLIKE THE LANGUAGE DESCRIBED BY REICKENBACH
(1947) FOR HIS ANALYSIS OF ENGLISH, INSTEAD OF THE USUAL
FUNCTIONAL NOTATION F(X1, X2sv.e.s0 XN) WE USE A LISP-LIKE NOTATION
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(MCCARTHY 1963), (F X1 X2 ... XN) AND ALSO USE DESCRIPTION LISTS,
ENCLOSED IN SQUARE BRACKETS [ AND 1.

VERBS AND FUNCTION WORDS ARE TREATED AS N-PLACE FUNCTIONS.

A FEW EXAMPLES SHOULD MAKE SOME OF THE ELEMENTARY CONSTRUCTIOQONS

CLEAR,
FL ENGLISH EQUIVALENT |
(BE HAT) THIS IS5 A HAT
(BE HATI{OF BOY]) THIS 1S THE BOY'S HAT 5
(BE HAT{OF (BOY})) THIS IS HIS WAT
(¢ BE BOOK HERE) 1S THE BOOK HERE 0
(BE (ON HAT TABLE)) THE WAT IS ON THE TABLE i
(BE (ON TABLE HAT)) THE TABLE IS ON THE HAT
(BE (ON HAT(OF (BOY)! TA3LE)) HIS WAT 1S ON THE TABLE

(BE (IN (AND HAT BOOK) DRAWER))
THE HAT AND THE BOOK ARE IN THE DRAWER
(BE (IN (C(AND WAT BOOK)) (DRAWER))) THEY ARE IN IT

INPUT TO 2ZBIE IS IN THE FORM OF IPLV LISY STRUCTURES
EQUIVALENT TO THE ABOVE NITATION. THE MOST IMPORTANT FEATURES OF
FL SEEM TO BE ITS UNIFIORMITY AND STRUCTURE ¢ FL SENTENCES ARE
USUALLY TREES, NOT STRINGS.

TO MAKE EXPLICIT THE STRUCTURE OF THE TREES IN FL, IT IS ~
SUFFICIENT TO DEFINE A 3IECOGNIZER FOR THE TERMINAL NODES OF THE

TREES, THE FOLLOWING ARE TERMINAL NODES:




o ATy

- AN ATOMIC SYMBOL (I.E. AN lpL-V REGIONAL)
EXAMPLE: BE, TABLE, 30vY, 2.
- (CATOMIC SYMBOL>)
EXAMPLE! (BOY).
- (SPEAKING <ANY FL CONSTRUCT»)
EXAMPLE: (SPEAKING BJY).
- (SPOKEN <ANY FL CONSTRUCT>)
EXAMPLE: (SPOKEN BOY(NUMB 21]), WHERE NUMB = VUMBER.
- (CATOMIC SYMBOL>INUMB <ATOMIC SYMBOL>)?
EXAMPLE! (MANINUMB 21).
- CATOMIC SYMBOL>[NUMB 2LURJ, WHERE PLUR = PLURAL.
EXAHPLE: BOY(NUMB PLUR].

THE TERMINAL NODES IN FL ARE CALLED FL UNITS, ALL OTHER
CONSTRUCTS IN FL ARE FL COMPLEX SYRUCTURES. THE PROGRAM
'UNUERSTANDS' FL TO THE EXTENY THAT IT RECOGNIZES THE FL UNITS OF
AN FL STRUCTURE.

CIN THE IPL=-V IMPLEMENTATION, THE SQUARE~BRACKETED
DESCRIPTION LIST ACTUALLY OCCURS ABGOVE THE FL UNIT THAT Is
DESCRIBED, S0 THAT HATIOF BOY] LOOKS LIKE ((OF BOY) HAT) WHEN
CONSIDERED PURELY AS A LIST STRUCTURE. FOR AN EXAMPLE, SEE THE
IPL=V DESCRIPTION OF SENTENCE 3 IN APPENDIX B, THE ORDER
'DESCRIPTION LIST =~ DESCRIBED FL UNIT*, IS MAINTAINED IN THE
PATTERN STRUCTURES, TO BE DESCRIBED. FOR AN EXAMPLE, SEE CHAPTER
111, SENTENCE 12.)

e o




AT THIS STAGE FL IS A TOOL, TO BE MODIFIED IF NECESSARY. WE

MAKE NO CLAIM THAT IT IS 'THE' REPRESENTATION, OR THAT IT IS
UNIVERSAL, IT IS DOUBTFUL THAT THE PICTURE LANGUAGE 1§ UNIVERSAL. %
FOR INSTANCE, IN 'GERMAN THROUGW PICTURES', P, 239, A GERMAN BOY

v g g

PLAYS BASEBALL.
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8. THE PROGRAM'S INTERNAL REPRESENTATION,

AT RUN-TIME, ZBIE BUILDS AND THEN USES CERTAIN MEMORY
STRUCTURES WHICH WILL NOW BE DESCRIRED,

1 - THE PATTERN.

THE MAIN WORKING STRUCTURE IS THE PATTERN, WwHICW IS USED To
MATCH FL STRUCTURES, AND THEN, USING THE PATTERN'S TRANSLATION
RULE, TO TRANSLATE THE FL STRUCTURES INTO NL. THERE ARE TWO TYpPES
OF PATYERNS, DIFFERENTIATED BY A MARKER ON THE DESCRIPTION LIST
{b.L.} OF THE PATTERN. A TOP PATTERN IS USED TO MATCH FL
SENTENCESS A SUBPATTERN TO MATCH FL COMPLEX SUBSTRUCTURES. A
PATTERN IS AN ORDERED LIST OF PAIRSs EACH PAIR CONSISTS OF THE
NAME OF A SET AND AN EXTRACTOR. ON THE n.L., OF THE PATTERN 1S THE
TRANSLAT]ON RULE OF THE PATTERN, AND OTHER INFORMATION,

A MORE FORMAL DESCRIPTION OF A PATTERN CAN BE GIVEN IN

B.NQF.'
(PATTERN> $3z= <2~LIST>C<DESCRIPTION LIST>
KP=L1ST> tt= C(SET NAMED<CEXTRACTOR> |

<SET NAME>CEXTRACTOR><(P-LIST>
CDESCRIPTION LIST>tt= <ATTRIBUTE>CVALUE>I

CATTRIBUTEDCVALUEY<DESCRIPTION LIST>

e v
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<P2>
02
00
00
00

00

Ad
At
A3
Y2

TH
PA
L!
AN
Ll

-11.

<SET NAME> ttx ALIA2IA3 ..,ETC...

CEXTRACTOR> 1= YiIY21Y3 .. .ETC...

<ATTRIBUTE> t1= CIPL-V REGIONAL OR INTERNAL SYMBOLD>
SVALUE> t1= CIPL=-V LIST STRUCTURE>

IN IPL-V, A PATTERN IS A SIMPLE DESCRIBABLE LIST.

THE ELEMENTS OF A SET ARE FL UNITS OR (~«eCURSIVELY)
PATTERNS, WHICH ARE THEN REFERRED TO AS SUBPATTERNS., A SET CAN
ALSO BE EMPTY.

THE TRANSLATION <IULE OF A PATTERN IS A FUNCTION OF THE
EXTRACTORS OF THE PATTERN, EYAMPLE:

<9-1 = 26178> <9-2 = 26170> (9=3 = 24200>
i 04 0 04 0 04 0
00 TO 00 Y1 00 Y1
02 9-2 00 Y2 00 Y2
| 00 Di2
02 9-3
00 D13
04 26180
E EXAMPLES ARE TAKEN FIOM CHAPTER IIf, P2 IS THE NAME OF THE
TTERNS ITS P-LIST IS (A4 Y1 A3 Y2)3 ITS DESCRIPTION LIST IS THE
ST STRUCTURE 9-1., THE SETS ARE A4 AND A33 THE EXTRACTORS ARE Y1
D Y2. THE TRANSLATIOV RULE OF THE PATTERN IS To(P2)=9-2, THE
ST (Y1 Y2),
ALL OTHER ATTRIBUTE =~ VALUE PAIRS ON THE D.L. OF THE
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PATTERNS MAY BE D!SREGARDEZD AT THE PRESENT.

TO UNDERSTAND THE FUNCTION OF THE EXTRACTORS, LET US
DESCRIBE THE PROCESS WHIC-H HATCHES AN FL STRUCTURE TO A PATTERN.

2 - ELEMENTARY DESCRIPTION OF THE MATCHING ROUTINE.

LET US ASSUME THAT WE WANT TO MATCH THE FL SENTENCE (BE B80Y)
70 P2, WE GO DOWN THE SENTENCE AND THE P-LIST OF THE PATTERN IN
PARALLEL. WE CHECK WHETHER THE FIRST ELEMENT CF THE FL SENTENCE
(HERE, 'BE') 1S A MEMBSR OF THE FIRST SEY ON THE P.LIST OF THE
PATTERN (HERE, A4), IN JQUR CASE, 'BE' IS A MEMBER OF A4, AND WE
SAY THAT 'BE' WAS (SUCCESSFULLY) MATCHED TO A4, 'BE' IS THEN
PLACED ON THE DESCRIPTION LIST OF Y413 Y1 HAS 'EXTRACTED' THE
ELEMENT OF THE FL SENTENCZ WHICH WAS MATCHED TO A4. THE MATCHING
ROUTINE LOOPS BACK AND TESTS WHETHER THE SECOND ELEMENT OF THE FL
SENTENCE (HERE, '80Y') IS A MEMBER OF THE SECOND SET ON THE
P-LIST OF THE PATTERN (HEXE, A3), ETC...

WHEN WE WANT TO TRANSLATE THE MATCHED FL SENTENCE INTO NL,
WE USE THE TRANSLATION RULE OF THE PATTERN. THE TRANSLATION RULE
OF P2 IS TO(P2)= (Y1 Y2). THE MEANING OF THE TRANSLATION RULE IS
AS FOLLOWS? TAKE THE ELEMENT EXTRACTED BY Y1, 'BE', TRANSLATE IT
IN THE APPROPRIATE CONTEXT (HEREZ, THE CONTEXT CONSISTS OF THE SET
A4, OF WHICH 'BE' WAS A MEMBER, AND OF THE PATTERN P2), THEN
FOLLOW THIS TRANSLATION ('E2T0') BY THE TRANSLATION OF THE
ELEMENT EXTRACTED BY Y2, '80Y', IN THE PROPER CONTEXT (HERE, THE

SET A3 AND THE PATTERN P2). THE SECOND TRANSLATION IS 'MAL1YIK',
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SO THAT THE TOTAL TRANS_ATION IS 'E2T0 MAL1YIK', }F WE CANNOT
FIND A TRANSLATIGN FOR 'BOY', WE INSERT A 'Z' IN THE TOTAL
TRANSLATION, WHICH WOULD 3ECOME: 'E2T0 2%,

IT MAY HAPPEN THAT, FOR EXAMPLE, THE SECOND ELEMENT OF FL IS
NOT AN FL UNIT, (SEE SENTENCE 12, CHAPTER 1Il),  THE MATCHING
ROUTINE THEN TRIES, RECURSIVELY, TO FIND IN A3 A SUBPATTERN WHICH ;
CAN MATCH THE SECOND ELEMENT OF FL. |

THE MATCHING ROUTINE USES ONLY SET INCLUSION TESTS, BUT USES 5
THEM RECURSIVELY. IT IS SEZEN THAT A NECESSARY CONDITION FOR MATCH
1S THAT THE LENGTH OF THE FL STRUCTURE AY ITS TOP LEVEL BE EQUAL
TO THE NUMBER OF PAIRS (SEY, EXTRACTOR) IN THE PATTERN.  THE
MATCHING ROUTINE WILL BE CONSIDERED IN DETAIL IN CHARPTER 1l, PART
c.
3 - THE TRANSLATION RULE.

THE TRANSLATION RULE TO(PATTERNY IS A FUNCTION FROM THE
EXTRACTORS OF THE PATTERN INTO NL AUGMENTED BY Z'S, WHERE A 7
INDICATES THAT SOMETHINS WAS NOT TRANSLATED, A FEW EXAMPLES 3

FOLLOW?

A) LINEAR ARRANGEMENT OF THE EXTRACTORS!

<PI7> 9-1 = 26506> €9-2 = 27334> <9-3 = 2714 > -

02 9-1 04 0 04 0 04 N

00 A12 00 TO 00 Y96 00 Y96

00 Y97 02 9-2 00 Y97 00 Y97 ’

00 A2 00 D12 00 Y95 00 Y95
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00 Y96 02 9-3

00 A13 00 D13

06 Y95 04 27144

{P1>
02
0o
6o
00
00
00
00

00 D9
00 Al4
60 Vo

00 J4

THE TRANSLATION RULE OF P37 IS TO(P37) = (Y56 Y97 Y95), AND
IS TOo B8E READ AS FOLLOWSt LOOK UP IN THE VOCABULARY, IN THE
PROPER CONTEXT (HERE, OJF THE SET A2 AND THE PATTERN P37), THE
TRANSLATION OF THE PART OF THE FL STRUCTURE THAT WAS MATCHED To
A2) THEN FOLLOW THIS TRANSLATION By THE TRANSLATION, IN THE
PROPER CONTEXT, OF THE PART OF THE FL STRUCTURE THAT WAS HMATCHED
TO A12, ETC...

B)Y LINEAR ARRANGEMENT OF SOME OF THE EXTRACTORS,

<9-1 = 25418> {9-2 = 85752> <9-3 = 2522

9-1 04 0 04 0 04 0
Al 00 PO 00 Po 00 Y2
Y1 02 9-2 00 Y3
A2 00 YO
Y2 00 J3
A3 00 J4
Y3 00 J3

00 TO

02 9-3
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<PO> {9~1 = 25418> <9-2 =z 25228> <9=3 = 25594)
02 9-1 04 0 04 0 04 0

00 Al 00 TO 02 9-3 00 Y1

00 Y1 02 9-2 00 Y3 60 Y2

G0 A2

00 Y2

00 A3

00 Y3

THE TRANSLATION RULE OF P1 IS TotP1) = (Y2 Y3}, 1T IS 7O BE
READ A3 IN CASE A) ABOVE. NOTICE THAT THE EXTRACTOR Y1 IS MISSING
IN THE TRANSLATION RULE. SUCH A RULE CAN BE USED WHEN SOME FL
PART I8 NOT EXPRESSED IN NL.

C) GRQUPING OF SOME EXTRACTORS.

THE TRANSLATION RULZ IS TO BE READ AS FOLLOWS: TAKE THE FL
STRUCTURE THAT WAS MATCHED TO A1, FNLLOW THIS STRUCTURE BY THE FL
STRUCTURE THATY WAS MATCHED TO A2 THEN LOOK UP THIS FL COMPLEX
STRUCTURE IN THE VOCABULARY IN THE PRORER CONTEXT (HERE, OF THE
PATTERN PO, THE NL STRING OBTAINED IS FOLLOWED BY THE
TRANSLATION OF THE ELEMBNT EXTRACTED BY Y3, AS ABOVE, TO GIVE THE
TRANSLATION OF THE STRUCTURE MATCKED YO Po.

EXAMPLES (CHAPTER Ill, SENTENCE 1.) IF WE MATCH (BE (MaAN)
HERE) Y0 PO, WE SHALL LOOK U® THE FL COMPLEX (BE (MAN)) IN THE
VOCABULARY, AND FOLLOW THE TRANSLATION OF (BE (MAN)) BY THE
TRANSLATION OF 'HERE' (IN THE PROPER CONTEXT),

LA il




PrCRTPTY

L rhadade iy

v ~F
I e St ¥ ottt M1 4 405 1A

-16-

THE ABOVE THREE FUNCTIONS ARE NOW USED BY ZBIE. NOTE THAT
SINCE THE FL STRUCTURE MATCHED TO A1, SAY, CaN BE a COMPLEX FL
PART, A RECURSIVE TRANSLATION LOOK-UP 1% IMPLICIT IN THE
TRANSLATION RULES, FOR A DETAILED EXAMPLE, SEE CHAPTER 111,
SENTENCE 12,

THE TRANSLATION JULE FUNCTIONS CaN BE GENERALIZED
IMMEDIATELY. TW0 EXAMPLES OF DIFFERENT TRANSLATION RULES FOLLOW,
AND MANY MORE COULD BE DREAMED UP, (WE ASSUME A PATTERN WITH
EXTRACTORS Y20 AND Y21)!

D} INTRODUCTION OF CONSTANTS.
92 0
Y21
NLI
Y20 0
WHERE NLI IS SOME STRING [N NL. SUCH A RULE COULD BE USED WHEN
SOME EXPRESSION IN NL HAS [DIOMATIC FILLERS,

E) DISJOINT PARTS.
92 0
FIRST(Y21)
Y20
SECOND(Y21) 0
WHERE FIRST AND SECOND ARE FUNCTIONS (WHICH MUST BE DEFINED) ON
THE TRANSLATION OF THE FL STRUCTURE WWICH WAS EXTRACTED BY Y21.

SUCH A RULE COULD BE USED TO HANDLE SEPARABLE GERMAN VERSS,

T i A ey s A S G Y
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4 - THE IN-CONTEXT VOCABULARY.

THE VOCABULARY OF 2ZBIE HAS THE TWO FOLLOWING FORMS?

A) FL UNIT=FL(1), SET=ACJ), PATTERN=P(K), NL STRING=NL(L).
TO BE INTERPRETED: THE TRANSLATION OF THE FL UNIT FLCI) WHEN A

MEMBER OF THE SET A(J) AND IN THE CONTEXT OF THME PATTERN P(K) 1§
THE STRING OF NL WORDS NL(L).

B) FL COMPLEX=FL(!), PATTERN=P(J), NL STRING=NL(X)
TO BE INTERPRETED! THE TRANSLATION OF THWE FL COMPLEX FL(I) IN THE
CONTEXT OF YHE PATTERN P(J) 1S THE STRING NI(K) IN NL.

NOTE THAT WE CANNOT CONCLUDE THAYT SOME FL UNIT FL(1) HAS A
TRANSLATION IN THE CONTEXT A(J), P(K) FROM THE KNOWLEDGE THAT

FLEI) 1S A MEMBER OF A(J)., WE MAY HAVE A TRANSLATION IN THE

CONTEXT OF SOME OTHER PATTERN P(K'), OR, FOR THAT MATTER, NONE AT
ALL,

o boee S sra ad N2 abaaed Yus S Rak
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C. THE PROGRAM'S ORGANIZATION,

THE CONTROL STRUCTURE OF ZBIE CONSISTS OF TwO MODES. THERE
IS FIRST AN INITIALIZATION OF THE INTERNAL STRUCTURE, WHEN A
FIRST PAYTERN !S CONSTRUCTED. TME CONTROL THEN PASSES TO A SECOND
MODE WHEN SITUATIONS ARE 3ROUGHT IN ONE BY ONE AND PROCESSED.

MODE 1. INITIALIZATION,

TWO SITUATIONS ARE PRESENTED TO 2BIE, REPRESENTED IN FL AND
EXPRESSED IN NL. THE SITUATIONS MUST BE SUFFICIENTLY SIMILAR., SO
THAT BY COMPARING THEM 2BIE CAN DEDUCE TS FIRST PATTERN.

MORE PRECISELY, ZBIE EXPECTSt THAT THE TWwO FL SENTENCES WILL
BE OF DEPTH 0, !.E. HAVE NO FL COMPLEY SUBSTRUCTURE) THAT THEY
WILL HAVE EXACTLY ONE ELEMENT DIFFERENT AND IN THE SAME POSITION;
AND THAT THE TWO CORRESPONDING NL SENTENCES WILL HAVE EXACTLY ONE
ELEMENT DIFFERENT AND IN THE SAME POSITION, WHICH MUST BE AT THE
BEGINNING OR AT THE END OF (EITHER) NL SENTENCE, THE DISTINCT
ELEMENTS IN FL AND NL ARE THEN ASSUMED TO CORRESPOND TO EACH
OTHER3 THE COMMON PARTS IN FL AND NL ARE ALSO ASSUMED To
CORRESPOND TO EACH OTHER AND A FIRST PATTERN PO IS SET UP, WITH
ITS SETS AND TRANSLATION RULES} THE IN-CONTEXT VOCABULARY 1§

INITIATED,

P S——"




MODE 2. SINGLE SENTENCE ANALYSIS.

AFTER INITIALIZATION, Z?BIE OPERATES IN THE FOLLOWING MODE.
FIRST, THE PREVIOUSLY PROCESSED FL AND NL SENTENCES ARE ERASED.
THEN, THE DESCRIPTION IN FL OF A SITUATION IS READ IN, TOGETHER
WITH 1TS EXPRESSION IN NL WHICH IS STORED FOR LATER USE. THE FL
SENTENCE IS THEN PROCESSED FOLLOWING THE BASIC FLOW CHART BELOW
(WRITTEN IN AN ALGOL~-LIKE LANGUAGE, '<' AND '>' DELIMIT BLOCKS)!?

SINGLE SENTENCE PROCESSOR.
FOR ALL TOP PATTERNS (iLAST CREATED, FIRST CONSIDERED) DO
CMATCH FL YO TYOP PATTERV}
COMMENT! THE MATCHING RJIUTINE IS DESCRIRED IN PART 4 BELOWS
IF TOTAL MATCH THEN
C<TRANSLATE}
I TRANSLATION HAS NO UNKNOWNS THEN <COMPARE TO INPUT NL:
IF TRANSLATION = INPUT NL THEN CEXIT AND READ IN THE NEXT
SITUATION> ELSE GO TO ERROR RECOVERY>
ELSE IF TRANSLATION IS CONSISTENT WITH INPUT NL THEN STORE
PATTERN LIST IN PATTERN LIST HOLDER To PROCESS ELSE DO
NOTHING>
COMMENT! THE CONSISTENCY TEST IS DESCRIBED IN PARTY 23
ELSE STORE PATTERN LIST IN PATTERN LIST HOLDER>
PROCESS ELEMENTS ON THE PATTERN LIST HOLDER
COMMENTt PROCESSING THE PATTERN LISTS IS DESCRIBED IN PARY 3

<IF PROCESSING SUCCESSFUL THEN <EXIT AND READ IN THE NEXT

PUTCILE EUS T
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SITUATION>>
COMMENT ¢ EVERYTHING FAILED SO FAR}
CREATE A NEW TOP PATTERN FOR THE SITUATION,

COMMENTt THE PATTERN CREATING ROUTINE IS DESCRIBED IN PART 43

BEFORE DESCRIBING +0W THE PATTERN LISTS ARE PROCESSED, LET
US EXPLAIN SOME OF THE TE3IMS USED.

WE SAW [N CHAPTER 11, PART 3 WOW AN FL SENTENCE WAS MATCHED
TO A PATTERN. ONE OF THE MAIN ROUTINES OF ZBIE IS THE MATCHING
ROUTINE, WHICH OBTAINS ALL POSSIBLE TOTAL AND PARTIAL MATCHES OF

PATTERNS (AND SUBPATTERNS) TO AN FL SENTENCE. LET US CONSIDER THE
MATCHING MECHANISM AGAIN.

PART 1 - THE MATCHING ROUTINE,

AN FL SENTENCE IS A TREE STRUCTUREs THE TERMINAL NODES ARE
THE FL UNITS. THE SETS OF THE P-LIST OF A TOP PATTERN CAN BE
VIEWED AS THE ZERD-TH LEVEL OF A TREE, THE PATTERN TREE. THE SETS
THEMSELVES CAN CONTAIN (SUB)PATTERNS3 WE CAN THINK OF EACH
SUBPATTERN AS INITIATING A NEW BRANCH OF THE PATTERN TREE. AN
INSTANCE OF A SET WILL BE CONSIDERED AS A TERMINAL NODE OF THE
PATTERN TREE IF WE SELECT AN FL UNIT OF THE SET, IF WE SELECT A
SUBPATTERN OF THE SET, THE INSTANCE OF THE SET WILL BE CONSIDERED
AS A NON-TERMINAL NODE, AND THE SUBPATTERN WILL INITIATE A NEW
SUBTREE. SINCE A SUBPATTERN SP1 MAY HAVE ON ITS P-LIST THE NAME
OF A SET WHIEH CONTAINS A (SUB)PATTERN P2 SUCH THAT P2 IS AN

ANCESTOR OF SPi, A TOP PATTERN CAN BE CONSIDERED AS THE HEAD OF
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AN INFINITY OF TREES OF ARBITRARILY LARGE DEPTH, HOWEVER, SINCE
ANY FL SENTENCE IS A FINITE TREE, NO PATTERN TREES OF A DEPTH
SUPERIOR TO THE DEPTH OF THE FL SENTENCE NEED BE CONSIDERED.

THE PATTERN TREES FORMED BY THE PATTERNS RESEMBLE A
DISCRIMINATION NET,. A NET OF DEPTH N CANNOT DISTINGUISH BETWEEN
TWO TREES OF DEPTH LARGER THAN N WKICH ARE IDENTICAL UP TO AND
INCLUDING DEPTH N. HOWEVER, IN SOME CASES, N DIFFERENT PATTERNS
COULD DISTINGUISH TWO SUCH TREES THANKS TO THE RECURSIVE FEATURE
OF THE PATTERNS. THE PATTERN TREES ARE, THEREFORE, MORE POWERFUL

THAN A SIMPLE DISCRIMINATION NET.

WE CAN VIEW THE MATCHING PROCESS AS A TEST OF WHETHER A
PATTERN TREE IS CLOSE TO BEING ISOMORPHIC TO THE FL SENTENCE
TREE. AN FL SENTENCE TREE 1S ISOMORPHIC TO A PATTERN TREE IF THE
TREES CAN BE SUPERIMPOSED, AND THE TERMINAL NODES (FL UNITS) OF
THE FL SENTENCE ARE RESPECTIVELY IDENTICAL TO THE TERMINAL NODES
(FL UNITS OF TERMINAL SETS) OF THE PATTERN TREE. USUALLY WE SHALL
HAVE NO ISOMORPHISM3 WE THEN LOOK FOR AS GOOD A FIT OF A PATTERN

TREE TO THE FL SENTENCE AS WE CAN FIND,

DISREGARDING THE BOOXKEEPING CHORES INVOLVED IN BACKTRACKING
AND RECURSION, IT IS ENOUGH TO CONSIDER HOWw AN FL SUBTREE IS
MATCHED TO AN ELEMENT OF A SET, NODE OF THE PATTERN TREE. BY
CONSIDERING THE TOP PATTE3INS AS ELEMENTS OF A SET, NO GENERALITY
IS LOST. WE TREAT THE SPECIAL CASE CF AN EMPTY SET BY POSTULATING

AN EMPTY ELEMENT FOR SUCK A SET,
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PART 1.1 - OUTLINE OF THE MATCWING RQUTINE,

MATCH FL (SUB)TREE TO ELEMENT OF SET:

COMMENTS QUICK EXITS}

ELSET t= ELEMENT OF SET3

FLTREE:= FL SUBTREE}

(IF ELSET IS AN FL WHOLE OR IF ELSET IS EMPTY) THEN ¢'NO MATCH';
GO To EXIT>;

COMMENT! ELSET 1S A (SUB)PATTERN]
IF LENGTH (P-LIST OF ELSET) == 2 # LENGTW OF FLTREE
THEN <¥NO MATCH'3 GO TO EXIT>;
COMMENT! INITIALIZE LOOPS
MISTAKE COUNTER t= 03
COMMENT: THE MISTAKE COJNTER IS ASSOCIATED WITH THIS PARTICULAR
LEVEL, AS ARE THE OTHER IDENTIFIERS:

I 12 03
LOOP:
IF MISTAKE COUNTER > 1 THEN <'NO MATCH'3 GO TO EXIT>;
[ 13 1+13
IF I-TH SON OF FLTREE DOES NOT EXIST THEN GO TO ExIT;
IFLTREE t= ]-TH SON OF FLTREE!
IELSET $= 1-TH SET OF P-_.1ST OF ELSET:
IF IFLTREE IS AN FL WHOLE THEN
¢IF IFLTREE IS A MEMBER OF lELSET THEN

Go 70 LoOOP
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ELSE <MISTAKE COUNTER 1= MISTAKE COUNTER + 13 GO TO LOOP>
ELSE <MATCH [FLTREE TO THE ELEMENTS OF IELSET)
COMMENT! THE MATCH IS TRIED SUCCESSIVELY CN ALL THE ELEMENTS OF
JTELSET. THANKS TO THE HIDDEN BOOKKEEPING, WE ONLY HAVE TO
CONSIDER THE MATCH FOR JONE ELEMENT:

I¥ RETURN *NO MATCH' THEN
CMISTAKE COUNTER 1= MISTAKE COUNTER + 13 GO TO LOOP>
ELSE GO TO LOOP>

IT IS SEEN THAT, BASICALLY, UP YO ONE 'MISTAKE' (AS DEFINED
BY THE PROGRAM) IS ALLOWED AT A GIVEN LEVEL IN A SUBTREE.

PART 1.2 - USE OF THE MAYCHING ROUTIVE,

THE MATCHING ROUTINE FINDS PATTERN LISTS, WHICH 1T STORES IN
A PATTERN LIST HOLDER IN DECREASING ORDER OF MATCW-DEPTH, A
PATTERN LIST IS A LIST 0% PATTERNS, HFADED 8Y A TOP PATTERN AND
CONTAINING OTHER (OR POSSIBLY NO) SUBPATTERNS WHICH WERE MATCHED
TO SUBSTRUCTURES OF THE FL SENTENCE, WITH THE PATTERN LIST IS
ASSOCIATED A CORRESPONDING LIST OF FL COMPLEX STRUCTURES IN
ONE~TO-ONE CQRRESPONDENCE WITH THE SUBPATTERNS THEY MATCHED. THE
MATCHING ROUTINE ALSO RECORDS THKE DEEPEST LEVEL IN THE FL
SENTENCE TO WHICH THE MATCH WAS CARRIED, THE MATCH-DEPTH, aND
WHETHER THE MATCH WAS TOTAL OR 2ARTIAL. A MATCH IS PARTIAL IF AT
ANY POINT, DURING THE MATCH OF A PATTERN TREE TO THE FL SENTENCE,
A MISTAKE COUNTER WAS INCREMENTED. THE MATCH-DEPTH 1S A MEASURE

OF HOW GOOD THE MATCH OF THE FL SENTENCE TO THE PATTERN LIST HAS
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BEEN, AND ZBIE LOOKS AT T+E BEST MATCHES FIRST.

WHEN THE TRANSLATION OF A PATTERN LIST IS ATTEMPTED, IT MAY

HAPPEN THAT SOME FL. STRUCTURE CANNOY BE TRANSLATED. FOR EXAMPLE, .

THE STRUCTURE MAY BE AN FL UNIT WITH NO TRANSLATION IN THE
CONTEXT CONSIDERED, OR IT IS AN FL COMPLEX PART WHICH, FOR THE
PARTICULAR PATTERN LIST CONSIDERED, HAS NO CORRESPONDING
SUBPATTERN TO WHICH IT WAS MATCHED., WE THEN INSERT A Z (20, 21,
Z2, ,..) IN THE TRANSLATION. THE 2z Is CONSIDERED By 2BIE TO BE
THE RESULT OF AN UNFULFILLED EX®ECTATION, AND ZBIE CAPITALIZES ON
THESE EXPECTATIONS FOR LEARNING. 7B1E CHECKS WHETHER THE
TRANSLATION OBTAINED IS CONSISTENT WITH THE INPUT NL SENTENCE.

PART 2 - THE CONSISTENCY (EST,

WE CAN IMAGINE THAT THE TRANSLATION AND THE INPUT NL
SENTENCE ARE PUT SIDE BY SIDE. WE SHALL HAVE CONSISTENCY IF WE
CAN REPLACE THE 2'S OF THE TRANSLATION RY NON-EMPTY STRINGS IN NL
IN A UNIQUE NON-AMBIGUIUS WAY SO THAT THE TRANSLATION BECOMES
IDENTICAL TO THE INPUT. WHETHER THIS CAN BE DONE OR NOT 1S OFTEN
TRIVIAL IF NO TWO 2'S ARE ADJACENT, WHEN TwO OR MORE Z'S ARE
ADJACENT, ZB8IE DOES NOT GIVE UP BUT REPLACES THE FIRST Z BY AN
APPROPRIATE GOOD GUESS (IF AVAILABLE, SEE BELOW). THE VARIQUS
GUESSES THAT WILL BE TRIED ARE PRINTED. IF PROGRESS IS MADE
TOWARDS CONSISTENCY, THE GUESS IS ADOPTED (WE DO NOT HAVE
COMPLETE BACKTRACKING HERS), AND WE CONTINUE. OTHERWISE, GUESSES
ARE TRIED FOR THE SECIND Z. IF THIS LAST RESORT FAILS, THE

TRANSLATION AND THE INPUT NL SENTENCE ARE NOT CONSISTENT.

PR T
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HERE WE SEE AN EXAMPLE OF THE CAUTION ZB1E USES IN LEARNING,
IF ¥WE WANT Z 21 TO CORRESPOND TO THE NL STRING NL1 NL2 NL3, WE
CAN MAKE THE CORRESPONDENCE IN TWO WAYS (THE Z'S MUST BE MATCHED
TO NON-EMPTY STRINGS IN NL)1
Z*NL1, 21ieNL2 NL33
Z*NL1 NL2, Z1«NL3}
HOWEVER, IF IT IS A GOOD GUESS TO ASSUME THAT ZeNL1, THEN WE CAN

LET ZieNL2 NL3.

AN EXAMPLE FROM CHAPTER 11l (SENTENCE 4) WILL JLLUSTRATE THE
POINT, WE ARE TESTING THZ CONSISTENCY OF (Z 21) AND (712 ZDES1).
(Z 21) IS THE TRANSLATIOV OF (BE (SPOKEN BOY) HERE), 12t COMES
FROM THE UNKNOWN TRANSLATION OF tSPOKEN BOY) AND '71' FROM THE
UNKNOWN TRANSLATION OF '4ERE!'. WITH NO ADDITIONAL INFORMATION,
ZBIE REFUSES TO MAKE A CORRESPONDENCE RETWEEN THE Zz'S AND THE NL
WORDS, AND WOULD FIND THE SENTENCE '7T00 HARD'. (STRICTLY, WE
SHOULD LET Z«Tl2, Z1+«20ES1 &S 7'S CORRESPOND TGO NON-EMPTY
STRINGS, BUT ZBIE IS EVEN MORE CAUTIOUS.) HOWEVER, IT IS A 'GoOD
GUESS', IN THIS CONTEXT, TO ASSUME THAT THE TRANSLATION OF 'HERE'
IS 'ZDESL', SO THAT, AS A RESULT, ZeTIl2,

IF SOME PATTERN LIST COMPLETELY MATCHES AN FL SENTENCE AND
WE OBTAIN A TOTAL TRANSLATION (WITHOUT ANY Z'S) WHICH IS NOT
IDENTICAL TO THE INPUT NL, SEVERAL P20SSIBILITIES ARISE:
1) THERE WAS A MISTAKE IN THE INPUT (THAT HAS HAPPENED),

2) THE TRANSLATION AND THE [INPUT ARE TWO DIFFERENT WAYS OF

-
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EXPRESSING THE SAME SITUATION, HERE A TEACHER (AND PREFERABLY A
TIME SHARING SITUATION) IS NEEDED TO CONVEY THE INFORMATION TO
Z81E,

3) ZBIE MADE SOME ERROR SOMEWHERE AND SHOULD TRY TO RECOVER FROM
THIS ERROR. GOOD ERROR RECOVERY 1S A VERY MARD PROBLEM WHICH WILL
BE MENTIONED LATER, AT THIS STAGE, 1ZBIE POSSESSES NO ERROR
RECOVERY MECHANISM, IT WAS FELT THAT TRYIMG TO AVOID ERRORS IS A
MORE FRUITFUL APPROACH THAN TRYING TQ RECOVER FROM THEM. THE
ERROR AVOIDING MECHANISM IS POWERFUL ENOUGH SO THAT ZBIE ACTUALLY
MAKES NO ERRORS WHEN TESTED ON THE SIMPLE SENTENCES GIVEN AS
EXAMPLES.

PART 3 - PRICESSING THE PATTERN LISTS,

WE NOW RETURN TO THE BASIC FLOW-CHART. THE PROCESSING IS
SLIGHTLY DIFFERENT FOR FL SENTENCES WITH FL COMPLEY PARTS THAN
FOR LINEAR FL SENTENCES (JF DEPTH 0), LET US DESCRIBE PROCESSING

THE FORMER SENTENCES.

PART 3,1 - PATTERN LISTS OF FL SENTENCES WITH COMPLEX PARTS,
COMMENT & PROCESS PATTERN LISTS;
FOR ALL PATTERN LISTS OF THE DEEPEST LEVEL (THEN DEEPEST LEVEL -
1, ETC...) DO
CTRANSLATE PATTERN LISTS3
KEEP ONLY PATTERN LISTS WHICH HAVE A TRANSLATION CONSISTENT
WITH THE INPUT NL3

PROCESS PATTERN LISTS WITH CONSISTENT TRANSLATION, STARTING

e
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WITH THE PATTERN LISTS THAT HAVE A TRANSLATION WITH THE

GREATEST NUMBER OF COMMON ELEMENTS WITH THE INPUT NL SENTENCED

IN OTHER WORDS, ZBIE DOES A TRANSLATION "IN PARALLEL' OF ALL
PATTERN LISTS THAT MATCHED THE INPUT FL SENTENCE TO A GIVEN
DEPTH, STARTING WITH THE MAXIMUM DEPTH (BEST MATCHES) FIRST. ZBIE
THEN DISCARDS THE PATTERIN LISTS WHICH DID NOT GIVE A CONSISTENT
TRANSLATION AND STARTS PRICESSING THE PATTERN LISTS WITH THE BEST
FIT TO0O THE [INPUT, AS HEASURED 8BY A SET INTERSECTION WITH THE
INPUT NL SENTENCE.

30101 - PROCESSENG T”E Z'So

PROCESSING SUCKR A TRANSLATION Is FQUIVALENT TO PROCESSING
THE 2'S. EACH Z TAKES THE PLACE OF SOME UMTRANSLATED FL STRUCTURE
FLZ AND, THROUGH THE CONSISTENCY TEST (PART 2 ABOvVE), THE Z IS 1o
BE REPLACED BY A NON-EMPTY NL STRING NL7., FROM THE Z WE CAN ALSO
OBTAIN INFORMATION SUCH AS: TO WHICK SET, AZ, DID WE TRY TO MATCH
FLZ3} WHICh WAS THE PATTERN, PZ, TO0 WKICH THE FATHER OF FLZ (IN

THE FL SENTENCE TREE) WAS BEING MATCHED.

IF FLZ IS & UNIT, WE INSERT FLZ 1IN A7 AND SET UP THE
IN-CONTEXT VOCABULARY FLZ AZ PZ NLZ.

IF FLZ IS A COMPLEX FL, WE TRY T0 CREATE A LIST OF
SUBPATTERNS TO MATCH FLZ TO NLZ (SEE BELOWY. IF SUCCESSFUL, WE
WOULD LIXE TO INSERT THE TOP SUBPATTERN OF THE LIST AT THE TOP OF
AZ.
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BEFORE [INSERTING, WE CHECK TO MAKE SURE THAT THE SUBPATTERN
LIST WILL NOT CAUSE AM3IGUITIES. THIS CAN KAPPEN [F THERE IS
ALREADY IN AZ A SUBPATTZRN LIST SP1 OF WHICH THE NEW SUBRPATTERN
LIST sP2 IS A HOMOMORPHIC IMAGE, 1.E. SETS OF SP2 ARE SUBSETS OF
THE CORRESPONDING SET3 OF SP1 AND THE TRANSLATIONS OF THE
SUBPATTERNS I[N SP1 AND SP2 ARE APPROPRIATELY IDENTICAL, IF SUCH A
CONDITION IS SATISFIED (WITH SOME MINOR ADDITIONS), NO INSERTION
TAKES PLACE, 'NOT INSERTED' 1S PRINTED, AND PROCESSING OF THE
PATTERN LIST IS ENDED.

IF AN FL COMPLEX PART IS 7TO BE MATCHED TO A SET, THE
BACK-TRACKING MATCHING ROUTINE WILL SEARCH FOR ALL THE
SUBPATTERNS (OF THE SET) THAT WILL MATCH THE FL COMPLFX PART. IF
TWO SUBPATTERNS CAN TRANSLATE THE FL COMPLEX PART (IN DIFFERENT
WAYS), THEN A POTENTIAL AMBIGUITY IS INTRODUCED IN THE SYSTEM.
EXAMPLE: IN CHAPTER 1Il, SENTENCE 27, THE FL COMPLEY [MOD THIS)
IS TRANSLATED AS 'E2TOT' B8Y SUBPATTERN P33 AND AS 'E2TA' BY
SUBPATTERN P32. THE TWO SUBPATTERNS WILL CAUSE AMBIGUITY IF THEY
BELONG TO THE SAME SET.

HERE 1S ANOTHER EXAMPLE OF HOW ZRIE TRIES TO AvQOlD ERRORS
THE CONTEXT IN WHICH THE SUBPATTERNS WERE ORIGINALLY BUILT WAS
TOO sMaLb, AND POSSIBLY LATER, By WIDENING THE CONTEXT,
SUBPATTERNS CAN BE BUILT WITHOUT RISKING AMBIGUITIES AT A LATER
TIME,

NOTE THAT WE INSERT THE WEAD OF A SUBPATTERN LIST AT THE TOP
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DF AZ SO THAT IF THE SAME FL SENTENCE IS PRESENTED ONCE MORE
IMMEDIATELY AFTERWARDS, I wiLL BE MATCHED WITHOUT ANY

BACKTRACKING USING THE SUSPATTERN(S) JUST CREATED,

PART 3.2 - PATTE3N LISTS OF LINEAR FL SENTENCES.

WHEN PROCESSING LINZAR FL SENTENCES, WE ARE ONLY CONCERNED
WITH TOP PATTERNS. PRICESSING ALL ToOP PATTERNS WHICH GAVE A
PARTIAL MATCH WOULD BE WASTEFUL, SO WE PROCESS THEM AS A STACK:
LAST CREATED, FIRST CONSIDERED. HOWEVER IF A PATTERN 1S FIRST
CONSIDERED, AND ITS TRANSLATION IS JUST Z (NOTHING IN NL), THEN
'WAIT' IS PRINTED AND THE PATTERN IS INSERTED AT THKE BOTTOM OF
THE STACK FOR RECONSIDERATION LATER, IF NECESSARY, WE DO THIS
BECAUSE WE MAY WELL FIND ANOTHER PATTERN WITH A TRANSLATION THAT

CONTAINS SOME NL ELEMENTS AND IS CONSISTENT WITH THE INPUT.

PART 3.201 = MATCH"BACK.

THE MAJOR DIFFERENCE IN PROCESSING LINEAR OR NON-LINEAR FL
SENTENCES IS THAT IF WE UPDATE THE VOCARULARY BY TRANSLATING AN
FL COMPLEX PART IN THE CONTEXT OF A PATTERN ONLY, I.F. THE
TRANSLATION RULE OF THE PATTERN WeS OF TYPE C (SEE ABNVE, CHAPTER
I1-8), THEN WE TRY TO SPLIT THE TRANSLATION USING EXACTLY THE
SAME ROUTINES THAT WERZ USED FNR THFE INITIALIZATION OF THE
SYSTEM, IF SUCCESSFUL, WE CREATE A NEW PATTERN WHICH WILL HAVE
THE SAME SETS AND EXTRACTIRS AS THE PATTERN CONSIDERED, BUT WHICH

WILL HAVE A DIFFERENT (AND SIMPLER) TRANSUATION RULE, WE CalLL
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THIS PROCESS MATCH~-BACK. FOR AN EYAMPLE, SEE CHAPTER 11,

SENTENCE 33 PATTERN Pi IS OBTAINED FROM PATTERN PO BY MATCH-BACK,

SINCE WE TRY TO MATCH AN FiL SENTENCE TO PATTERNS IN THE
REVERSE ORDER IN WHICH THEY WERE CREATED (LAST PATTERN CREATED,
FIRST TRIED), AN FL SENTENCE CAN BE MATCHED AND TRANSLATED By A
PATTERN (OBTAINED BY MATCZH-BACKX) WKICH IS NEWER THAN THE PATTERN
THAT WOULD OTHERWISE HAVE MATCHED THE FL SENTENCE, AS A RESULT,
IT CAN HAPPEN THAT, EFFECTIVELY, SOME OF THE OLDER PATTERNS ARE
NEVER REACHED ANY MORE. THIS RESULT CAN RE BENEFICIAL AS SOME OF
THE EARLIER PATTERNS MAY HAVE [INCORPORATED MISTAKES WHICH,
THEREFORE, WILL NOT BE MADE ANY MORE, WE HAVE HERE A RATHER
ELEMENTARY EXAMPLE OF WHAT MAY BE CALLED 'EVOLUTIONARY LEARNING'.

AN BEXAMPLE IN GERMAN APPEARS IN APPENDIX B.

PART 3.2.2 = 'TRY LEARN MORE',

IF A LINEAR FL SENTENCE HAS BEEN TRANSLATED BY A PATTERN PI,
AND IF THE SENTENCE WAS COMPLETELY MATCHED By SO4E OTHER PATTERN
PJ WHICH HAD BEEN CREATED AFTER PI, THEN ZBIE TAKES THE FIRST
SUCH PATTERN PJ THAT WAS CONSIDERED AND TRIES TO LEARN FROM PJ,
AS IF THE SENTENCE HAD NOT BEEN TRANSLATED, 2BIE PRINTS fTRY
LEARN MORE' WHEN SUCH A CASE OCCURS. IT 1S THE SIMPLE 'TRY LEARN
MORE' PROCESS WHICH MAKES 'EVOLUTIONARY LEARNING' POSSISLE. WE
ONLY USE THIS PROCESS FIR LINEAR FL SENTENCES, FOR COMPLEX FL
SENTENCES, CONTEXT 1S ESSENTIAL, AND THE CONTEXT EXISTS MORE AY

THE LEVEL OF THE IN-CONTEXT TRANSLATION THAN AT THE LEVEL OF THE

o —
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SET INCLUSION TESTS.

PART 4 - THE PATTERN CREATING ROUTINE,

FINALLY, WE MUST CONSIDER ANOTHER VERY IMPORTANY ROUTINE 1IN
ZBJEt THE PATTEPN CREATING ROUTINE. DEPENDING oON AN INPUT
PARAMETER, THIS ROUTINE CREATES A TOP PATTERN OR A SUBPATTERN.
WE SAW ABOVE HOW THE NEED FOR NEW SUBPATTERNS ARISES. Z8lE
ATTEMPTS TO CREATE A TJOP PATTERN WHEN ALL PREVIOUSLY DESCRIBED
PROCESSING HAS FAILED.

THE PATTERN CREATINS ROUTINE IS ONE OF THE LONGEST AND MOST
COMPLICATED IN THE SYSTEM. ONLY ITS MAIN PARTS WlLL BE DESCRIBED.
IT TRIES TO CREATE A LIST OF PATTERNS WHICH WILL MATCH THE [INPUT
FL COMPLEX STRUCTURE FLI TOTALLY AND GIVE AS A TRANSLATION (AFTER
SUCH A MATCH) THE INPUT NL STRING NLI, MAKING USE OF ALREADY
KNOWN INFORMATION,

THE ROUTINE MAKES FROM ONE TO FOUR PASSES ON FL]., EACH PaSS

IS FIRST PERFORMED ON ALL APPROPRIATE ELEMENTS OF FLI BEFORE THE

NEXT PASS IS BEGUN, THE MAIN FEATURES OF EACH PASS ARE!

PART 4.1 ~ OUTLINE OF PATTERN CREATING ROUTINE,

1) FIND WHETKRER AN FL UNIT (NOT A VERB)Y IN FLI HAS A TRANSLATION
(IN SOME CONTEXT A, P) WHICH IS FOUND EXACTLY IN NLIL. IF THAT IS
THE CASE, AND FINALLY THE PATTER]NS ARE CREATED, THEN THE SAME SET
A WILL BE USED IN SAY SOME (SUB)PATTERN PJ, AND ON THE SET A WE

PUT THE INFORMATION: IF WE WANT THE TRANSLATION OF AN ELEMENT IN
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A IN THE CONTEXT P, IT IS A& GOOD GUESS TO ASSUME THAT THE
TRANSLATION IS THE SAME AS IN THE CONTEXT A, PJ AND VICE-VERSA.
THIS IS A CTASE OF THE 'GJ0D GUESS' MENTIONED WHEN DISCUSSING THE

CONSISTENCY OF A TRANSLATION WITH AN NL SENTENCE.

2) FIND WHETHER AN FL WHOLE (NOT A VERB) IN FLI HAS A TRANSLATION
WHICH rLOOKS LIKE* SOME STRING IN NLI. A TEST FOR SUCH A
SIMILARITY IS MADE USING THE FIRST FEW CHARACTERS OF THE PRINT
NAMES OF THE TRANSLATION AND OF THE ELEMENYS IN NLI. FOR
INSTANCE, 1IN RUSSIAN, THE GENITIVE OF BOY LOOKS LIKE THE
NOMINATIVE OF BOY, (REMEMBER THAT, BECAUSE OF THE FL STATEMENT,
WE EXPECT SOMETHING WHICH HAS TO DO wITH 'BOY"). SUCH A TEST
WOULD HAVE TO BE IMPROVED TO WORK FOR LANGUAGES (SUCH AS HEBREW)
WHERE PREFIXES ARE ADDED TO WORDS.

3) TREAT VERBS AS IN 1). (VERSS VARY TO0 MUCH TD BE RELIABLE AT

FIRST),

4) IF SOME FL WHOLE IN FLI HAD PREVIOUSLY BEEN FOUND NOT TO BE
TRANSLATED (WE HAD A PARTIAL TRANSLATICN RULE, OF TYPE B, FOR
INSTANCE), THEN ASSUME THAT AGAIN IT WILL NOT HAVE 70 BE
TRANSLATED.,

AFTER THE APPLICATION OF A PASS TO AN ELEMENT OF FLI, A
CHECK 1S MADE FOR CERTAIN TERMINATING CONDITIONS: ALL FL WHOLES
IN FLI USED UP, ALL NL ELEMENTS IN NL! USED UP,» OR ONLY ONE FL
WROLE LEFT UNACCOUNTED FOR. THE SYSTEM ALSO CHECKS FOR POSSIBLE

AMBIGUITIES. FOR EXAMPLE, SUPPOSE TWO DIFFERENT FL WHOLES IN FLI
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HAVE HAD IDENTICAL TRANSLATIGNS, TO BE FOUND IN NLI3 THERE IS NO
WAY TO HMAKE A CORRESPONDENCE, AND THE PATTERN CREATING ROUTINE

EXITS WITH 'TCO HARD!.

THE NEXT STEF IS TO BUILD TRANSLATION RULES FOR THE
SUBPATTERNS CREATED. AT THIS STAGE, ONLY TRANSLATION RULES OF
YYPES A) AND 8) ARE ALLOWED, THE RULES ARE BUILT BY CONSIDERING
THE NL STRING INPUT T3 THE ROUTINE AND MAKING SURE THAT THE

TRANSLATION OF THE PATTERNS BUILT WHEN MATCHED TO THE INPUT FL
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CHAPTER III.

LSARNING RUSSIAN.,

WE ARE PRESENTING HAERE THE OUTPUT OF A COMPUTER RUN DURING
WHICH 2ZBIE ATTEMPTS TO LEARN RUSSIAN, THE OUTPUT IS REPRODUCED AS
OBTAINED FROM THE PRINTER. INPUTS IN IPL-V FORM HAVE BEEN DELETED
EXCEPT IN ONE ILLUSTRATIVE CASE,

THE IMPQRTANT ATTRIBJUTES AND VALUES OF A PATTERN PJ HAVE THE
FOLLOWING MEANING:

TO(PJ) = TRANSLATION RULE (A LIST STRUCTURE]J.
PO(PJ) = A LIST OF PATTERNS WITH A P-LIST IDENTICaL TO PJ.
VO(PJY = J4 IF PJ IS A SUSBPATTERN.

THE OTHER ATTRIBUTES ARE USED FOR BOOKKEEPING AND MAY BE
DISREGARDED

COMMENTS ARE GIVEN AT THE RIGHT OF INPYTS, OR AT THE END OF
THE PROCESSING OF A SENTENCE.

LOOKING AT SENTENCE COMMENTS
(BE (MAN JHERE )
ON ZDES1

(BE (MAN )THERE )




-35-

ON TAM THE FIRST TWO SENTENCES

PROCESS START T START THE INITIALIZATION.

PUT INTO VOCABULARY BE 1S IN SET al1(WOMAN) IN SET A2.

(BE (MAN )) ;
ON ’
p CONTEXT VOCABULARY FOR FL COMPLEX

PUT INTO VOCABULARY

HERE IN~CONTEXT VOCABULARY FOR FL -
ZDES1 UNIT. THE FL UNIT (IN THIS CASE. i
A3 HERE} IS INSERTED IN THE SET (IN

p THIS CASE, 43). P=Pg.

PUT INTO VOCABULARY

THERE :
TAM 1
A3
P

NEW PATTERN

<PO> <9-1 = 25418> {(9-2 = 25228> <9-3

2565245
02 9-1 04 ¢ 04 0 04 9

00 Al 00 TO 92 9-3 00 Y1
00 Y1 02 9-2 00 Y3 00 Y?
00 A2
00 Y2
00 A3

00 Y3




TR

cpidCa ]

YT

L L

TN O s
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COMMENT: THE INITIALIZATION PHASE IS OVER, FOR THE NEXT
SENTENCE., WE SHOW THE IPL-V INPUT,

COMMENT: 'PUT INTO VOCABULARY' HAS THREE OR FOUR ARGUMENTS
EXAMPLES OF BOTH CASES ARZ ILLUSTRATED ABOVE!

1) THREE ARGUMENTS, THE FIRST ARGUMENT IS AN FL COMPLEXs THE
SECOND ARGUMENT 1S AN NL STRING, THE TWIRD ARGUMENT 1S & PATTERN
GIVING THE CONTEXT. THE TRANSLATION OF THE F| COMPLEX IN THE

CONTEXT OF THE PATTERN IS THE NL STRING, EXAMPLE: (BE(MAN)), CON,
P(=R0).

2) FOUR ARGUMENTS, THE FIRST ARGUMENT IS AN FL UNIT; THE SECOND,
AN NL STRING; THE THIRD, A SET AND THE FOURTH, A PATTERN. THE FL
UNi7 IS FIRST INSERTED IN THE SET (THE UNIT MAY ALREADY BE IN THE
SET). THE TRANSLATION 0% THE FL UNIT AS A MEMBER OF THE SET, IN
THE CONTEXT OF THE PATTERN, IS THE NL STRING. WE REFER TO THE
PAIR (SET, PATTERN) AS THKE CONTEXT IN WHICH THE TRANSLATION OF
THE FL UNIT IS THE NL STRING., EXAMPLESt1 HERE, 7DES1, A3, P(=Pp):
THERE, TAM, A3, P(=P0).

ALL ADDITIONS TO THE VOCABULARY ARE PRINTED AS DESCRIBED
ABOVE.

IP INPUT DATA 5 01
X4 95 0
95 0

IP BE Eo

IP (SPEAKING MAN) 91

AU Wit aTetibesin

.

4 SV PUE L IS SV

e st o e .
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IP HERE €3 0
IP 91 0

IP SPEAKING E1

IP MAN E2 0
ip X3 95 0
1P 95 0

Ip Ag R1

IP ZDEeSs1 R2 0
1P 5 Jo

H2 3 2357 CELLS 00200206

LOOKING AT SENTENCE 3

(BE (SPEAKING MAN )HERE )

Al ZDES1 THE INPUTS ARE FIRST PRINTED
PROCESS START THEN ZBIE STARTS PROCESSING.
TRY PATTERN

P

NOT MATCHED, (SPEAKING MAN)Y IS NOT IN a2,
TRY LEARN FROM PATTERN

P
(Z ZDES1 ) Z STANDS FOR THE UNTRANSLATED
PUT INTO VOCABULARY (BE(SPEAKING MAN)) FL COMPLEX,

(BE (SPEAKING MAN ))

Al THE RUSSIAN LETTER (=1),
P
PUT INTO VOCABULARY PATTERN P14 1S BEING BylLT,

(SPEAKING MAN )




e puintap i

Eyticn 3

RARF PPN < Mg nnsnbun-s Salh (AU DA VI

e AN e R S AR

o drudimacd

00
00

00

~38~
Al THE RUSSIAN LETTER (=1).
A2 A SET NANE.
P1
NEW PATTERN
€9-1 = 25418> <9-2 1 25752> <9=3 = 2522~>

9-1 04 J 04 0 04 0
Al 00 PO 00 Po 00 Y2
Y1 02 9-2 00 Y3
A2 00 YO
Y2 00 J3
AJ 00 J4
Y3 00 J3

00 TO

02 9-3

COMMENT: PATTERN P1 HAS A P-LIST IDENTICAL YO THWE P-LIST OF
Pa. HOWEVER, THE TRANSLATION RULES ARE DIFFERENT, ZBIE USED
(BE(MAN)) « ON, AND (BE (SPEAKING MAN})) = A1, BOTH TRANSLATIGNS
IN THE CONTEXT OF THE PATTERN Po, FOR MATCH BACK. THE COMPARISON
OF THE NON~COMMON PARTS IN FL AND NL GAVE (SPEAKING MAN) -+ A1l (IN
THE CONTEXT A2, P1). SINCE THE NL STRINGS USED FOR MATCH-BACK
HAVE NOTHING IN COMMON, '3E' IS ASSUMED NOGY TO BE TRANSLATED, AND
THE EXTRACTOR Y1 OF THE SET A1 (WHICH CONTAINS '8BE') IS NOT USED
IN THE TRANSLATION RULE TO0(P1). IT IS WELL WORTH COMPARING THIS
PATTERN P1 TO THE PATTE3IN P1 CREATED BY ZBIE WHEN LEARNING SOME

GERMAN (SEE APPENDIX B).

EOVEEN

a2

PR
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ZBIE ALSO NOTES THAT IT IS A 'GOGD GUESS' TO ASSUME THAT THE
TRANSLATIONS OF A MEMBER OF A3 IN THE CONTEXTS (A3,P0) AND (A3,

P1) ARE THE SAME,

LOOKING AT SENTENCE 4
(BE (SPOKEN BOY MHERE )
T12 ZDESY

PROCESS START

TRY PATTERN

Pi

NOT MATCHED.

TRY PATTERN

p

NOT MATCHED.

TRY LEARN FRQOM PATTERN

P1
(z 1) (SPOKEN B80Y) IS NOT Iy SET a2,

GUESS "KERE' 1S NOT KNOWN IN THE CONTEXT

21 (k3,P1), BUT 1S GUESSED To BE

ZDES1 THE SAME AS IN THE CONTEXT (A3,P0).

PUT INTO VOCABULARY THE TRANSLATION 1S CONSISTENT. ]

(SPCKEN BOY )
T12
A2

P1




o e

PUT INTO VOCABULARY
NERE

ZDES1

A3

P1

LOOXING AT SENTENCE 5
{(BE (MAN )HERE )

ON ZDEest

PROCESS START

TRY PATTERN

P1

PATTERN MATCHED. RESULT!
(7 IDEgs1 )

TRY PATTERN

P

PATTERN MATCHED. RESULT:
(ON ZDEvn1

TRY LEARN MORE

TRY LEARN FROM PATTERN
P1

{(Z IDESL )

P'T INTO VOCABULARY

(MAN )

on

A2

~40-

NOW 'HERE' 1S ALSO KNOWN [N

THE CONTEXT (A3,P1),

THE FIRST SENTENCE AGalN,

(MAN) IS NOT KNOWN [N

THE CONTEXT (a2, P1).

PATTERN P1 WAS MATCHED ENTIRELY.

THE SENTENCF WwILL BE TRANSLATED

Pror N,



P1

LOOKING AT SENTENCE 6

(BE (SPEAKING MAN )MAN )

AL MUGYNA
PROCESS START

TRY PATTERN

P1

NOT MATCHED.

TRY PATTERN

p

NOT MATCHED.

TRY LEARN FROM PATTERN
P1

(A1 Z )

PUT INTOC VOCABULARY
MAN

MUGYINA

A3

P1

LOOXING AY SENTENCE 7
{BE (MAN IMAN )

ON MUGYINA

PROCESS START

TRY PATTERN

P1

-41«

BY THE PATTERN P1 FRO¥ NOW ON.

'MAN' IS NOT IN THE SET aAx,
SINCE P0 HAS THE SAME P-{1ST AS
P1, THE MATCH ON PO 1S NOT

ATTEMPTED.,

A NZW SENTENCE,

el NI K

b



PATTERY MATCHED. RESULT?

(ON MyUGYINA ) TRANSLATED COMPLETELY.

LOOKING AT SENTENCE %
(BE (SPOKEN 80Y )BOY )
T12 MAL1YIK

PROCESS START

TRY PATTERN

P1

NOT MATCHED.

TRY PATTERN

P

NOT MATCHED.

TRY LEARN FROM PATTERN
P1

(7112 2 )

PUT INTO VOCABULARY
BOY BUILDING UP THE VOCABULARY,
MALLYIK

Ad

P1

LOOKING AT SENTENCE 9

(RE (SPQKEN GIRL JIGIRL )

T12 DEVOYKA

PROCESS START (SPIKEN GIRL) IS NOT [N SET A?,

TRY PATTERN '6laL! IS NOT IN SET a3,
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Pl

NOT MAYCHED.

TRY PATTERN
P
NOT MATCHED.

TOO HARD

TWO MISTAKES AT OVE LEVEL WERE OBTAINED DURING PATTERN
MATCHING, S0 TWAT NO PATTERN IS CLOSE' TO THE Fi{ SENTENCE. THE E
TWO FL UNITS (SPOKEN GIRL) AND 'SIRL' CANNOT BE TRANSLATED IN ANY ‘
CONTYEXT (AT THIS STAGE), AND NO NEW PATTERN CAN BE BUILT TO :
TRANSLATE THE SENTENCE. NOTE THAT IF ZRIE HAD USED SOME OF THE y

SEMANTICS BUILT INTO FL TO GUESS THAT (SPOKEN GIRL) MaY WELL HAVE

A TRANSLATION IDENTICAL TO (SPO0XKEN BOY), IN THE SAME CONTEXTS, ‘Q
THEN THE SENTENCE COULD 4AVE BEEN PROCESSED SUCCESSFuLLY AT THIS
STAGE. THE GUESSED TRANS.ATION WOULD HAVE BEEN 'TI2 7', wHICH IS

CONSISTENT WITH THE INPUT.

WE SHAL| HEREAFTER LZAVE 0JT THE MONOTONOUS *'TRY PATTERN ..

PJ [ B AN} NOT MATCHED .oa'g

LOOKING AT SENTENCE 190

(BE BOY ) THIS SENTENCE MATCHES NO

e eade

¢

E270 MALLYIK PREVIOUS PATTERNS,

PUT INTO VOCABULARY CREATING PATTERN P2,
BE
E270




<P2>

02

00

00

00

00

-84~

A4 A NEW SET,
pe

PUT INTO VOCABULARY

BQY

MALLYIK

A3 THE SAME TRANSLATION aS
P2 IN THE CONTEXT (A3,P1).

NEW PATTERN

<9-1 = 261782 <9-2 = 26170> {9-3 = 2A20">

9-1 04 0 04 0 04 0
A4 00 YO 00 Y1 00 Y1
Y1 02 9-2 00 Y2 00 Y2
A3 00 D12
Y2 02 9-3

00 D13

04 26187

COMMENTS: THE SENTENCE IN FL HAS & LENGTH OF Twn, PREVIQUS
PATTERNS EXPECT AN FL SENTENCE OF LENGTH THREE. 710 BUILD THE NEW
PATTERN, ZBIE TRIED TO FIND TRANSLATIONS, FOR THE FL UNITS IN THE
FL SENTENCE, WHICH WERE IDENTICAL OR CLOSE TO NL STRINGS IN THE
INPUT NL, 'BE' HAD N TRANSLATION; HOWEVER, '80Y' HAD A
TRANSLATION 'MAL1YIK', IV THE CONTEXT (A3, P1} (SEE SENTENCE 8),
WHICH IS FOUND IN THE INPJT. THE FL UNIT 'BE' WHICH HAD NOT BEEN
ACCOUNTED FOR IS MATCHED To THE REMAINING PARTS OF THE NL INPYT,

NAMELY 'E2TO'. 781E ALSI MAKES A NOTE THAT IT IS A *GOOD GUESS'

¥
]
§

-ls -
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TO ASSUME THAT THE TRANSLATIONS OF AN FL UNIT IN THE CONTEXTS

(A3,P2) AND (A3,P1) ARE IDENTICAL,

LOOKING AT SENTENCE 11
(3E FOOT )

E270 NOG1A BUILDING UP THE VOCABULARY,
PROCESS START

YRY LEARN FROM PATTERN
P2

(E2T0 Z )

PUT INTO VOCABULARY
FooT

NOG1A

A3

P2

LOOKING AT SENTENCF 17
(BE FOOT [OF BOY 1) NOT A LINEAR FL SENTENCE,
E2T0 NOG1A MAL1YIKA

PROCESS START

TRANSLATE

P2

RESULT! 7 STANDS FOR THE TRANSLATION OF

(E2T0 Z ) THE FL COMPLEX FOOT{O¥ BOY), AND, -
TRY BY THE CONSISTENCY TEST, 7 1S TO BE

p2 REPLACED BY 'NOG1A MAL1YIKA'.




-46~

PUT INTO VOCABULARY BUILDING SUBPATTERNS P39 AND P3H. :
BOY f 3
MALLYIKA E
Ab A DIFFERPENT TRANSLATION, ]
P38 USING A DIFFERENT SET, |
PUT INTO VOCABULARY . g
FooT | i
NOG1A 5
A3 THE SAME TRANSLATION &S [N

P39 THE CONTEXT (A3,P2),

PUT INTO SET

P38 THE SUBPATTERN P38 IS INSERTED
A7 AT THE TOP OF THE SET A7,
NEW PATTERN

<P38> <9-1 = 26474> €9-2 = 26766 <9~3 = 24h40d :
02 9-1 04 0 na ¢ 04 0
00 a5 00 TO 00 Y100 00 Y100
00 vio 02 9-2 ]
00 Ab 00 D12
00 Y100 02 9-3
E 00 D13
04 26646 ]
00 D9
00 47
00 VO ]

00 J4

A
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<P39> (%-1 = 26454> <9-2 = P6788> <9=3 = 2AAH9D)
02 9-1 04 0 04 0 04 0
00 A7 00 TO 00 Y98 0o Y98
00 Y99 02 9-2 00 Y99 00 Y99
00 A3 00 D12
00 Y98 02 9-3
o¢ D13
04 26678
00 VO
00 J4

PUT INTO SET
P39

A3

COMMENTSt LET US CAREFULLY GO OVER OUR FIRST ENCOUNTER WITH

A NON-LINEAR FL SENTENCE, AT THE TOP LEVEL, THE FL SENTENCE
MATCHES PARTLY THE PATTERN P21t 'BE' IS AN ELEMENT OF A4, BUT THE
SET A3 HAS NO SUBFATTERN MEMBERS. CONSEQUENTLY, THE FL COMPLEX

FOOT(OF BOY) CANNOT BE MATCHED.

THE TRANSLATIONS IN SARALLEL OF PATTERN LISTS HAVING MATCHED
THE FLL SENTENCE TO THE DEZPEST YATCH-DEPTH ARE TRIED, THIS ACTION
FOLLOWS 'TRANSLATE'. HERE, ONLY ONE PATTERN, P2, IS FOUND. THEN,
THE PATTERN LISTS WITH A CONSISTENT TRANSLATION ARE TRIED. THIS
ACTION FOLLOWS 'TRY'., WERE WE ONLY *TRY' THE PATTERN P2, BY THE
CONSISTENCY TEST, THE FL COMPLEX FNOTIOF BOY] CORRESPONDS TO TKE

NL STRING ‘'NOG1A MAL1YIKA', AND THE PATTERN CREATING ROUTINE

ALK o




’ " AR
e ptie o e e s b e A ;o i

LN i Pl ey
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MANAGES TO BUILD SUBPATTEINS TO MAYCH THE FL COMPLEX, NOTE THAT
PREVIOUS FKNOWLEDGE HAS BEEN USED TO AVOID BUILDING A WHOLE NEW

TUP PATTERN.

WHEN BUILDING THE SU3PATTE3INS, THE TRANSLATION OF 'fF0OOT' IN
THE CONTEXT (a3,P2) 1S USED. THE PREVIOUSLY ENCOUNTERED
TRANSLATION OF *30Y*, *MAL1YIK', 1S NOT FOUND IN THE NL STRING
HOWEVER, 'MALiYIK' IS VERY CLOSE TO tMALAYIKA&®, SO THAT THE
TRANSLATION OF 'BOY', IN A NEW CONTEXT, IS ASSUMED TO BE
'MALL1YIKA'. SINCE ALL THE WORDS IN THE NL STRING 'NOGYA MAL1YIKA!

HAVE BEEN ACCOUNTED FOR, 'OF*' IS ASSUMED NOT TO BE TRANSLATED.

THE P~LIST OF THE SU3SPATTERN P30 CONTAINS TWO SETS. THE SET
A3 CONTAINS FOOT (AND MANY OTHZR FL UNITS); THE SET A7 CONTAINS
THE SUBPATTERN P38, P38 MATCHES THE FL COMPLEX STRUCTURE [OF
BOYl, SINCE 'OF' IS A MEMBER OF THE SET A5 AND '30Y', OF THE SET

A6,

LET US VISUALIZE THE SAME SENTENCE BEING MATCHED AGAIN TO
THE PATTERN LIST (P2 23¢ P38). A MATCH OF THE FL COMPLEX
STRUCTURE FOOTIOF 30Y) IS ATTEMPTED AGAINST THE SUBPATTERN P39,
MEMBER OF A3, A MATCH OF THZ FL COMPLEX STRUCTURE (OF BOY) IS
ATTEMPTED AGAINST THE SUBPATTERN P3A, MEMRER OF A3, ALL MATCHES
SUCCEED, THE TRANSLATION RULE JF P> CALLS FOR THE TRANSLATION OF
THE STRUCTURE FOOT(OF BOY) MATCHED AGAINST P39. THE TRANSLATION
RULE OF P39 CALLS FOR THE TRANSLATION OF THE ELEMENT MATCHED 70

A3, YFOOT', IN THE CONTEXT (A3Z,P39), WHICH IS 'NOGLA' (Y98),
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FOLLOWED BY THE TRANSLATION QF THE FI COMPLEX {(OF BOY) MATCHED TO
P38s (Y99). THE TRANSLATION RULE OF P38 CALLS FOR THE TRANSLATION
OF THE ELEMERNT MATCHED TO A6, 'BOY!', IN THE CONTEXT (A6,P38),
NAMELY 'MAL1YIKA', (Y120}, THE TRANSLATION ROUTINF {S SEEN TQ
CALL ON ITSELF RECURSIVELY.

NOTE THAT WHILE THZ PATTERN P39 1S A MEMBER CF THE SET A3,
THE P=-LIST OF P39 CONTAINS THE SAME SET A3, SO THAT AN INFINITELY
RECURSIVE PATTERN-TREE IS ALREADY POSSIBLE. WHEN USING MORE THAN
ONE TOKEN OF THE SAME PATTERN, CARE MUST BE TAKEN To USE, ALSO,

TOKENS QF THE EXTRACTORS.

PATTERN P38, WHICH MATCHES (OF BOY), IS A MEMBER OF THE SET
A7, A7 OCCURS ABOVE THE SET A3 (WHICH CONTAINS 'BOY') IN THE
P-LIST OF THE PATTERN P39, THIS PECULTARITY [S DUE TO TRHE IPL-V
IMPLEMENTATION OF THE SQUARE-BRACKETED DESCRIPTION LIST [N FL, A4S
DESCRIBED IN CHAPTER Il, PART A,

LOOKING AT SENTENCE 13
(BE HAND (OF BOY 1)
E2T0 RUKA MALIYIKA
PROCESS START

TRANSLATE

P2 THE PATTERN LIST.
P39
P38

RESULT!

Sockss Al

e



.3
A
3
;
,

Gice o4

Lty W

Qg

(F2T0 7 MAL1YIKA )
TRY

p?

P39

P36

PUY INTO VOCABULARY
HAND

RUKA

A3

P39

LOCKING AT SENTENCE 14
(BE HAND )

E2TC RUKA

PROCESS START

TRY PATTERN

P2

PATTERN MATCHED. RESULT!
(E2T0 7 )

TRY LEARN FROM PATTERN
P2

{geT0 7 )

GUESS

4

RUKA

LOOKING AT SENTENCE 15

-59-

"RAND' IS NOT IN SET 43,

"HAND!' IS NOT KNOWN IN THE

CONTEXT (A3,P2),

BUT 'MAND' CAN BE GUESSED, USING
THE SIMILAR CONTEXTS (A3,P2)

AND (A3,PCl9).




{8E BOOK )
E270 KNIG1A

PROCESS START

TRY LEARN FROM PATTERN
p2

(E2T0 7 )

PUT INTO VOCABULARY
BCOX

KNTG14

A3

P2

LOOKING AT SENTENCE 16
(0 3E BOCK WHERE )
GI1DE KNIG1A

PROCESS START

PUT INTO VOCABULARY
WHERE

G1DE

AL0

P3

PUT INTO VOCABULARY
BOOK

KNIG1A

A3

P3

-51-

MORE VOCABULARY,

Q MEANS QUESTIONS IT IS a
MARKER, AND IS NOT TO BE
TRANSLATED,

BUILDING PATTERN P3.

RV SR A s PO i G e D N S0 g
T .



RX2 L~ - run®e g tGe2 3 ¢nF R Ca= 5 3 P
02 9-1 nd ¢ 04 0 HE
00 A8 00 T 00 Y4 00 Y4
00 Y1 02 9-2 a0 Y3 no Y$
00 A9 00 D12
00 Y2 02 9-3
00 A3 00 D13
00 Y3 04 26952
00 A1Q
0C¢ Y4

COMMENT: NOTICE THE TRANSLATION RULE.

LOOKING AT SENTENCE 17
(BE (IN (BOOK JHAND )
ONA V RUKE

PROCESS START

TRANSLATE

P2

RESULT!

(E2T0 2 ) NOT CONSISTENT.
T00 HARD

BOTH (BOOK) AND *IN' ARE UNKNOWN, AND A NEW TOP PATTERN
COULD NOT BE CREATED. ZBIE WILL NOW LEARN (BOOK), THEN RETURN TO
THE SAME SENTENCE. 'HAND' COULD BE GUESSED FROM 'RUKA' TQ 'RUKE'




LOOKING AY SENTEHCE (8
(BE (BOOK IMERE )

ONA ZDEsi ;
PROCESS START o
TRY LEARN FROM PATTERN
P1

(2 2DES1 )

PUT INTO VOCABULARY

(BOOK )

ONA

A2 NOW (BOOK) 1S KNOWN AS tONAY
P1 IN THE CONTEXT (A2,P1),

LOOKING AT SENTENCE 19

(BE (IN (BOOK )WAND ))

ONA V RUKE IDENTICAL TO SENTENCE 17,
PROCESS START

TRANSLATE

P2

RESULT!

(E2T0C Z NOT CONSISTENT,

PUT INTG VOCABULARY BUILDING PATTERN P4,
HANY

RUKE

A13 A NEW SET.




232

PUT INTD VOCABULARY -
, IN s
i ; .
F4 Al2 1
! P37 S
PUT INTO VOCABULARY :
i (BOOK )
! ONA
;o A2 i
. P37
PUT INTO SET
P37
; AL4 j
' NEW PATTERN :
P37 <9-1 = 26506> <9-2 = 27334> ¢9=3 = 2714¢> ;
; 02 9-1 04 0 04 0 04 0
00 A12 00 To 00 Y96 eo Y96 :
3 00 Y97 02 9-2 00 Y57 00 Y97 i
06 A2 00 D12 00 Y95 20 Y95 “
00 Y96 02 9-3
00 A13 00 D13 3
00 Y95 04 27144 '
00 09 t
00 Al4 ]
00 VO %
]




28 w4

Py €%«1 = 27164 £9-2 = 27358> {9=3 3 27194::)
0?7 9-¢ 04 0 né 9 ad o
| 00 A11 6o YO 80 Y2 00 Y2
o 0o Y4 02 §-2
. 00 Al4 06 D12
00 Y2 02 9-3
06 D13
04 27162

COMMENT: PATTERNS 22 AND P4 BOTH HAVE TWO SETS ON THEIR
P-LISTS, BUT THESE SETS AND THE TRANSLATION RULES OF THE PATTERNS
ARE QUITE DIFFERENT. THE TRANSLATION RULE OF P37 IS WORTH NGTING.

LOOKING AT SENTENCE 20
(BE (IN (BOOK )HAND (OF 83Y 1))
ONA V RUKE MAL1YIKA
PROCESS START
TRANSLATE
P4
P37
¥ RESULT!
(ONA v 7 ) A CONSISTENT TRANSLATION,
TRY HANDIOF BOY) CORRESPONDS TO
P4 RUKE MALLYIKA,
P37

2 s S oy e o




"4
W

BUT %10 VODABULANY BULLDING SUBPLTTERNS £Is AND #35.
HAND
RUKE
‘ AL3 NOT A NEW SET(SEE SENTENGE 19).
] P34 ‘ '
j PUT INTO VOCABULARY X
: BoY
? MALLYIKA
A A6 NOT A NEW SET{SEE SENTENCE 12).
g , P38
| PUT INTO SET
5 P35 §
§ AL6 ]
] NEW PATTERN |
g P35> <9-1 = 27532> <9-2 = 27778 <9=3 = 27640 ;
i 02 9-1 04 0 04 0 04 0 %
g 00 A15 00 To 00 Y3 00 Y93
% 00 Y94 02 9-2
§ 00 A6 00 D12 ]
i
: 00 Y93 02 9-3
3 00 D13 )
% 04 27674
§ 00 D9 |
| 00 A16 ;
' 60 VO ?
| 00 J4 ’i
,'.J
‘ b




LN

T

p3&2

g2 9-1
08 Ale
60 Y92
00 A13
50 Y91

$9~1 ¥ 24458)

04
00
02
00
02
60
04
06
to

LOOKING AT SENTENCE

{BE PENCIL )}
E2T0 KARANDAW
PROCESS START

3
To
92
D12
9-3
D13
27786
Vo

Ja

21

TRY LEARN FROM PATTERN

P4
(z )
WAIT

TRY LEARN FROM PATTERN

P2

(E2T0 2 )

PUT INTO VOCABULARY

PENCIL
KARANDAW

A3

o A i s

———— g~

£$~2 n P77RED {9=3 » 27 Fpnd

24 0 04 2
66 Y91 68 Y91
60 Y92 Ny v¥2

WHEN THE TRANSLATION IS JUST Z.
WE WAIY THE FIRST TIME AROUND.

CONSISTENT TRANSLATION,

VA IR e s i

-




F2

{F WE WAD PROCESSED 54 FIRST, WE WOULD HAVE OBYAINED!

PUT INTO VOCABULARY
PENCIL

E2T0 KARANDAW

AL4

P4

LOOKING AT SENTENCE 22
(0 BE PENCIL WHERE )
G1DE KARANDAW

PROCESS START

TRY PATTERN

P3

(410 2 )

TRY LEARN FROM PATTERN
P3

(G1DE 2 )

GUESS

2

KARANDAW

'‘PUT INTO VOCABULARY
PENCIL

KARANDAW

A3

P3

'PENCIL' 1S NOT KNOWN IN THE
CONTEXT (A3,P3).

HOWEVER, THE TRANSLATION oOF
'PENCILY CAN BE GUESSED FROM THE
CONTEXT (A3,P2) TO THIS CONTEXT.
(A3,P3).




s

{F ‘G800 GUESSESY 4AD BEEN USED, THIS SENTENOE %OULD HAVE
BEEN TRANSLATED.

LOOKING AT SENTENCE 23
(BE (PENCIL )THERE )
OK TAM

PROCESS STARTY

TRY LEARN FROM PATTERN

P1

(Z 21 ) THE GUESS MAKES THE TRANSLATION
GUESS CONSISTENT wlTH THE INPUT,

1

TAM

PUT INTO VOCABULARY

(PENCIL )

ON

A2

P1 MORE VOCABULARY,
PUT INTO VOCABULARY

THERE

TAM

A3

Pi

LOOKING AT SENTENCE 24
(BE (IN (PENCIL )DRAMER ))




N ¥ aiuzixg
PROCESS STamy

TRANSLATE

Oy SN

: P4
P37

ICE RS2 Rl

PRSI LANTES

RESULTS EVEN WITHOUT THE GUESS, THE
(ZV21) TRANSLATION IS CONSISTENT WITH
GUESS THE NL INPUT,

4

ON

NSO

TRY
P4
P37

LA NN (YR NN NN

PUT INTO VOCABULARY
(PENCIL
ON

b e

A2

P37

PUT INTO VOCABULARY
DRAWER

AIWZ2IKE

A13

P37

LOCKING AT SENTENCE 25
A (BE BOY [MOD THIS JHERE )




E<TJ7 AAI¥I& 228%;
PROCESS START
TRANSLATE

P1

RESULT?

(Z ZDES1 )

TRY

P1

PUT INTO VOCABULARY
THIS

E2707

Als

P33

PUT INTO VOCABULARY
B0OY

MALLYIK

A3

PUT INTO SET

NEW PATTERN

02 9-1 04

<9-1

00 70

02 9-2

BUILDING SUBPATTERNS P34 aND P33. ;

{9=3 = 29> -

00 Y89




00 Al8 00

60 Y89 02

00
04
00
00
00
00

9-1 04

A19 00

Y88 02

A3 00

Y87 02
00
04
00
00

PUT INTO SET

P34

A2

LOOKING AT SENTENCE
(BE GIRL )

E2T0 DEVOYKA
PROCESS START

<9-1

=62«

D12
9-3
D13
26168
D9
Aig
ve

J4é

= 26422
0

TO
9-2
D12
9-3
D13
27722
Vo

Ja

26

e B b o s e
¥

<9-2 = 2784p>
04 0
00 Y88

00 Y87

€9=3 = 27%25n)
64 0
00 Y88

00 Y87




P )
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TRY LEARN FROM PATTERN
P4
(z )

WALT

TRY LEARN FROM PATTERN
4

(E2T0 2 )

PUT INTG VOCABULARY

GIRL
DEVOYKA
A3

P2 MORE VOCABULARY.

LOOKING AT SENTENCE 27
(BE (SPOKEN GIRL JGIRL )
T2 DEVOYKA THIS 1S SENTENCE 9, WHICH HAD

PROCESS START BEEN FOUND *T00 HARD' PREVIOUSLY.

TRY LEARN FROM PATTERN ]

P1 NOW, WE USE THE TRANSLATION OF

(z 21 ) 'GIRL' IN THE CONTEXT (A3,P2)

GUESS AS A 'GUESS!' (SEE SENTENCE 26).

21

DEVOYKA -

PUT INTO VOCABULARY
(SPOKEN GIRL
TI2




“b4=

. A2

Pi

PUT INTO VOCABULARY
GIRL

s b5 2

DEVOYKA
A3
P1

LOOKING AT SENTENCE 28
(BE GIRL (MOD THIS JHERE )

RS AN 1 VA SR SGIONAD S
-

E27A DEVOYKA ZDESH

24

g P
P ot

PROCESS START
MATCHED PATTERN-LIST

———y

P1 PATTERN-LIST MATCHING THE FL
P34 SENTENCE TO A MATCH-DEPTH OF 2.
P33

RESULT!

(E2TOT 7 2DES1 ) NOT CONSISTENT,

TRANSLATE

P1 PATTERN LIST MATCHING THE FL
P34 SENTENCE TO A MATCH-DEPTH OF 1.
RESULT!

(Z I3 ZDES1 )

GUESS WITH THE GUESS, THE TRANSLATION

Z1 IS CONSISTENT WITH THE NL INPUT.
DEVOYKA

R R P R

|
}
|
|
. :\L_'am_tlmmw

NI S




i, @ meaam we RE P .
. .

o R NI

TRY
P1
P34

PUT INTO VOCABULARY
i THIS

E27A

A2%

P32

NEW PATTERN

NGT INSERTED SEE COMMENTS RELOW.
TRANSLATE PATTERN LIST MATCHING THE FL

p1 SENTENCE TO A MATCH-DEPTH OF 0.
RESULT!
(z ZDES1 ) CONSISTENT WITH INPUT. Z TAKES

| TRY THE PLACE OF GIRL(MOD THISI.

' P1

; PUT INTO VOCABULARY BUILDING SUBPATTERNS 30 AND P31.
GIRL
DEVOYKA

A3
P34
PUT INTO VOCABULARY
THIS -~

s> st

E2TA
A21 1
P30
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" S P e, 1
e N T i gr

LIPS SV SR SRR UV A S [ O R T CRPE N ST P G -yyv.)g;'*

0 i 1 kR

PUT INTO SETY

P30
A23
NEW PATTERN
<P30> <9~1 = 28520>
02 9-% 04 0
00 A22 08 TO
00 Y84 02 9-2
00 A21 00 D12
00 Y83 02 $-3
00 D13
04 28636
00 D9
00 A23
00 VU
00 J4
<PIL <9~1 = 28392>
62 9-1 04 0
00 A23 00 TO
00 Y82 02 9-2
00 A3 00 D12
00 Y81 02 9-3
00 D13
04 28668
00 VO

00 J4

-66.

<9-2 = 28752>
64 G
00 YA3

<9-2 = 28762>
04 0
00 Ya2

00 Y8l

s -

<9=3 =

2RAS0D

04 0

00 Y83

{9=3 = 2R68YD
04 0
00 Y82

00 Y81

G o e e PRI I S

' .
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§
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%

{ PUT INTO SET %
; P31 "
| A2 ?'%
E HERE IS OUR  FI3IST ENCOUNTER WITH 7ZBIE'S LOOK-AHEAD f ;
? CAPABILITIES, THE FL SENTENCE IF FIRST MATCHED TO A MATCH-DE®TH g

{ OF 2 BY THE PATTERN-LIST (P1 P34 P33) BUT THE TRANSLATION IS NOT i

;

CONSISTENT WITH THE WNL INPUT, SINCE THE FIRST NL WORDS OF THE

1 TRANSLATION AND INPUT ARZ DIFFERENT, NEXT, THE FL SENTENCE 1S
MATCHED TO A MATCH-DEFTH OF 4 B8Y THE PATTERN-LIST (Pt P34). THE
FIL STRUCTURE [MOD THIS) WAS NO CORRESPONDING SUBPATTERN TG WHICH
IT 1S THEN MATCHED AND CONTRIBUTES THE UNKNOWN Zt=20) TO THE
TRANSLATION OF THE FL SENTENCE. 'GIRLY IS YOT KNOWN IN THE

e g e

CONTEXT (A3,P34), AND CONTRISUTES THE UNKNOWN Z1, SINCE THE

TRANSLATION OF 'GIRL' CAN BE CORRECTLY GUESSED, THE TRANSLATION
OF THE FL SENTENCE IS CONSISTENT WITH THE INPUT. THE UNKNONN z
TAKES THE PLACE OF THE FL STRUCTURE (MOD THIS) AND, BY THE
| CONSISTENCY TEST, IS TO BE REPLACED By THE FL SENTENCE IS FIRST
MATCHED TO A MATCH=DEPTY OF 2 BY THE PATTERN-LIST (P1 P34 P33),
BUT THE TRANSLATION IS NOT CONSISTENT WITH THE NL INPUT SINCE THE
FIRST NL WORDS OF THE TRANSLATION AND INPUT ARE ISQMORPHIC TO ;
P32, (WE WOULD ONLY REQUIRE THAT P32 BE A HOMOMORPHIC IMAGE OF A
SUBPATTERN IN A19). P32 IS 'NOT INSERTED' IN A19 AND THE NEXT ~ %

PATTERN LIST IS TRIED. SENTENCE 30 WILL PROVIDE ANOTHER EXAMPLE

OF THE SAME TECHN!QUES.

‘ .
|
f
;
|
]
|
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S
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LOOKING AT SENTENCE 29

(BE TREE )

E270 DEREVO

PROCESS START

TRY LEARN FROM FATTERAN

P4

tz )

WALT

TRY LEARN FROM PATTERN

P2

(E2T0 2 )

PUT INTO VOCABULARY

TREE

DEREVO

A3 MORE VOCABULARY BEFORE
P2 THE NEXT SENTENCE.

LOOKING AT SENTENCE 30

(BE TREE (MOD THIS JHERE )
E2T0 DEREVO ZDES1

PROCESS START

MATCHED PATTERN-LIST

PUT INTO VOCABULARY

TREE

DEREVO

A3 MORE VOCABULARY BEFORE

e e -

i Y . e W8 g

L[MMM >




p2

E2T0 DEREVO ZDES1
PROCESS STARY
MATCHED PATTERN-LIST
P1

P32

P3¢

RESULT?S

(E2TA 7 ZDEStL )
MATCHED PATTERN~-LIST
P1

P34

P33

RESULTS

(E2TOT 21 ZDESt )
TRANSLATE

P1

: P31

RESULT?

(Z Z1 ZDES1 )
GUESS

1

DEREVQ

LOOKING AT SENTENCE 30
(BE TREE (MOD THIS IHERE }

-69-

THE NEXT SENTENCE,

'*TREE' IS NOT KNOWN IN THE
CONTEXT (A3,P31),8UT CAN BE
GUESSED FROM THE CONTEXT
(A3,P2).

NOT CONSISTENT.

'TREE! IS NOT KNOWN IN THE
CONTEXT (A3,P34),BUT CAN BE
GUESSED FROM THE CONTEXT
(A3,P2),

NOT CONSISTENT,
PATTERN-LIST WITH
MATCH-DEPTH OF 1.

CONSISTENT AFTER GUESS.




?: TRANSLATE

!
2 : P1
e
3 ]

: RESULTS
: (22 I3 7DESY )
GUESS

23
DEREVO
TRY

-
»

P
«

P1
f P31
PUT INTC VOCABULARY

THIS
€270
A25
P29
NEW PATTERN

00

Vo

ALSO A PATTERAN=LIST WITH
MATCH-DEPTH OF 1, TRANSLATED
"IN PARALLEL® WITH THE ABOVE
PATTERN-LIST (P1 P31),
CONSISTENT AFTER GUESS,

NO PREFERENCE BETWEEN THE
PATTERN-LISTS, SO °TRY' TWE
FIRST ONE CONSIDERED FIRST.
BUILDING SURPATTERN P29,

P29> <9-1 = 29028> <9-2 = 29154 <9=3 =z 29154)
02 9-1 04 0 04 0 04 0
00 A24 00 TO 00 Y79 00 Y79
00 Y890 02 9-2
00 A2S5 00 D12
00 Y79 02 9-3
00 D13
04 29142
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00 J4
NOT INSERTED P29 1S ISOMORPHIC To p3p,
TRY THE NEXT PATTERN-LIST,
P1
P34

PUT INTO VOCABULARY BUILDING SURPATTERN P28,
THIS

€270

A25

P28

NEW PATTERN

<P28> <9-1 = 29148> <9-2 = 29258>
02 9~-1 04 0 04 0
00 A2é& 00 ToO 00 Y77
00 Y78 02 9-2
00 A25 00 D12
60 Y77 02 9-3
00 013
04 29122
00 vo
00 J4
NOT INSERTED P28 1S ISOMOGRPHIC To P33.
TRANSLATE PATTERN-LIST WITH
P1 MATCH-DERTH OF 9.
RESULT?
(Z 2ZDESy )

<9-3 =
04 0

00 Y77

2927, )

————

it ikidbentunt




e e pmteesee e

U MNP

LRI ATTRAT A e I A L A

TRY

P

PUT INTG VCCABULARY
TREE

DEREVO

A3

P27

PUT INTO VOCABULARY
THIS

g270

A2%

P26

PUT INTO SET

P28

A28

NEW PATTERN

<P26> <9-1
02 9-1 04
00 A27 00
00 Y76 02
00 k25 00
00 Y75 02
00

04

00

00

=72~

BUILDING SUBPATTERNS P27 aND P26.

'EZTO' WAS ALSO THE TRANSLATION
QF 'BE' IN THE CONTEXT (A4,P2),

= 29082> <9-2 = 29476> {9=3 = 23412)>

0

T0
9-2
D12
9-3
D13
29398
D9
A28

04 0 04 0
00 Y75 60 Y75




<P27>

02
00
00
60
00

9-1
K28
Y74
AS

Y73

PUT INTO SET
P27
A2

00
(]
{9~1
04
00
02
00
02
00
04
00
00

V0
J4

0
TO
9-2
D12
$-3
Di3
294
Vo

J4

LOOKING AT SENTENCE 31

73~

29150> <9-2 = 29526>
04 O
00 Y74
6n Y73

39

(BE BOY [MOD THAT }THERE )

TOT MAL1YIK TAM
PROCESS START
TRANSLATE

P1

P27

P26

RESULT!

(Z 21 TAM )

PATTERN-LISTS (P1 P27 P26),

{9=3 = 20444
0s 0
00 Y74

00 Y73

(P1 P31 P30) AND (P1 P34 pP33) ALL

MATCH THWE Fi. SENTENCE TO &
MATCH-DEPTH OF 2, AND ARE
TRANSLATED IN PARALLEL.

CONSISTENT AFTER GUESS.




o74¢

GUESS

21

MALLYIK

TRANSLATE

P1

P31

P30

RESULT!

(22 23 TAM ) CONSISTENT AFTER GUESS.

GUESS

3

MAL1YIK

TRANSLATE

P1

P34

P33

RESULTS

(Z4 MALLYIK TAM ) CONSISTENT WITH INPUT,

TRY THE TRANSLATION OF THE PATTERN-
P1 LIST (P1 P34 P33) IS CLOSEST TO
P34 THE NL INPUT, AND (P1 P34 P33)
P33 1S TRIED FIRST,

PUT INTO VOCABULARY

THAT

0T

A18

¢ e e

-y
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P33

IF 2BIE HAD PROCESSED THE PATTERN-LISTS, STARTING WITH THOSE
oF DEEPEST MATCH-DEPTH, I{N THE ORDER IN WHICH THEY ARE
COGNSIDERED, THEN ZBlE WOULD HAVE STARTED PROCESSING THE
PATTERN-LIST (P1 P27 P26). ZRBIE WOULD HAVE CREATED THE FOLLOWING
VOCABULARY ENTRIES?

THAT TOT A25 P26

BOY MAL1YIK A3 P27

THE LAST ENTRY WOULD NJW ASSURE THE ( INCORRECT) TRANSLATION OF
(BE BOY[MOD THIS] MERE) AS 'E2T0 MAL1YIK ZDES1'. THE NEXT EXAMPLE
IS A SLIGHT VARIATION OF THIS ONE.

LOOKING AT SENTENCE 32

(BE GIRL (MOD THAT )THERE )
TA GCEVOYKA TAM

PROCESS START

MATCHED PATTERN LIST

P1 'GI]L' IS NOT KNOWN IN THE
P34 CONTEXT (A3,P34).

P33

RESULT?

(TOT 2z TAM ) NOT CONSISTENT,

TRANSLATE TRANSLATE PATTERN-LISTS

P1 (P1 P27 P28) AND (P1 P31 P30)
p27 IN SARALLEL.




E P—— e e —— MMW%
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P26

RESULTS

, (Z 24 TAM ) CONSISTENT AFTER GUESS.

3 GUESS

21 )
DEVOYKA

TRANSLATE

P1

st Gk

P31

P39

RESULT!

(22 DEVOYKA TAM ) CONSISTENT.

TRY PATTERN-LIST (P1 P31 P30) GIVES

i

5 P1 A TRANSLATION CLOSEST TQ THE
P31 NL INPUT.

PUT INTO VOCABULARY

THAT

TA

| A21

l P30

LOOKING AT SENTENCE 33

(BE HAND [OF (SPEAKING MAN ) 1)
E270 MOA1 RUKA
PROCESS START

-t

TRANSLATE




B R o e

P2

P39

P38

RESULT!

(E2T0 AUKA Z )
TRANSLATE

P2

P39

RESULTS

(E2T0 RUKA Z )
TRANSLATE

P4

RESULT!

(z )

TRANSLATE

P2

RESULT!

(E270 21 )

TRY

P2

PUT INTO VOCABULARY
(SPEAKING MAN )
MOA1

A30

P24

PUT INTO VOCABULARY

-77-

MATCH-DEPTH OF 2.

NOT CONSISTENT.

MATCH-DEPTH OF 1.

NOT CONSISTENT.
TRANSLATE IN PARALLEL

P4 AND P2 (MATCH-DEPTH 0).

THE TRANSLATION DUE Tp P2 1S
CLOSEST TO THE NL INPUT.

BUILDING SURPATTERNS P25 AND p24.
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; HAND
? RUKA
é A3
F p2s
%f PUT INTO SET
; P24
F A31
é' NEW PATTERN
; <P24> <9-1 = 29396> <9-2 = 27938> <9=3 = 2810v)
% 02 9-1 04 0 64 0 04 0
i 00 A29 00 TO 00 Y71 00 Y71
00 Y72 02 9-2
00 A30 00 D12
4 00 Y71 02 9-3
j 00 D13
04 29418
? 00 09
00 A31
00 VO
00 J4
<P25> <9-1 = 271805 <9-2 = 29464> <9-3 = 2861~>
02 9-1 04 0 04 0 04 0
00 A31 00 TO 00 Y70 00 Y70
00 Y70 02 9-2 00 Y69 00 Y69
00 A3 00 D12
00 Y69 02 9-3

PP}
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00 D13
04 28905
00 VO
00 J4
PUT INTO SET
P25
A3

LOOKING AT SENTENCE 34
(BE HAND [OF (SPOKEN BQY )})
E2T0 TVOA1l RUKA

PROCESS START

TRANSLATE TRANSLATE IN PARALLEL

P2 PATTERN LISTS (P2 P25 P24) AND
P25 (P2 P39 P38) WHICH MATCHED

P24 THE FL SENTENCE TO A DEPTH OF 2.
RESULT!

(E2T0 Z RUKA ) CONSISTENT.

TRANSIATE

P2

P39

P38

RESULT?S

(E2TO0 RUKA 21 ) NOT CONSISTENT.

TRY

p2




iy

W L T L) Ty
RTINS S by

b

P25

P24

PUT INTD VOCABULARY
(SPOKEN BOY )

TVOAL

A30

P24

LOOKING AT SENTENCE 35
(BE (ON (BOOK )HAND ))
ONA NA RUKE

PROCESS START
TRANSLATE

P4

P37

RESULT!

(ONA Z RUKE )

TRY

P4

P37

PUT INTO VOCABULARY

ON

NA

AL2

P37

COMMENT?! THIS SLIGHTLY UNNATURAL SENTENCE

-8Q~

SN

e g e v e Py e ik it = g

WAS

ADDED 7o

[7 PP
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AFFORD A SHOOTH TRANSITION TOWARDS THE NEXT SENTENCE WITHOUT
BUILDING A NEW SUBPATTZRN, SEE THE COMMENTS AT THE END OF
SENTENCE 36.

LOOKING AT SENTENCE 36

P

(BE (ON (BOOK JTABLE ))

ONA NA STOLE
PROCESS START

—

TRANSLATE
P4

P37
RESULT!

(ONA NA 2 ) "TABLE' IS NOY KNOWN IN THE

TRY CONTEXT (A13,P37),
P37

PUT INTO VOCABULARY 7
TABLE
STOLE
A13
P37

ASSUME THAT: A) TH4IS SENTENCE HAD BEEN PRESENTED BEFORE
SENTENCE 353 @) *TABLE' JAS KNOWN IN SOME CONTEXT, FOR INSTANCE
AS 'STOL' (NOMINATIVE): AND C) 'ON' WAS NOT KNOWN (WHICH WAS THE
CASS HERE). THEN ZBIE JOULD HAVE BUILT A NEW SUBPATTERN BY: A)

GUESSING 'TABLE' FROM THE PREVIJUS PRINT-NAME; B) PAIRING (BOOK)

i
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WITH ONE ACCEPTABLE TRANSLATION, 'ONA', OF (BOOK): () ASSIGNING
'ON' TO THE STILL UNACCOUNTED FOR NL STRING 'NAt, THE NEW

SUBPATTERN WOULD HAVE BEEV INSERTED IN THE SET A11, ON THE P-LIST
GF P4,

ACTUALLY, IT IS NOT NECESSARY TO BUILD A NEW SUBPATTERN. THE
NEW FL SENTENCE FITS INTO THE PREVIOUS PATTERN STRUCTURE IF WE

ARE CAREFUL TO GIVE ENOUGH INTERMEDIARY SENTENCES, SUCH AS
SENTENCE 35.

ZBIE TENDS TO GENERATE TOO MANY SETS AND PATTERNS. 1T WOULD
BE INTERESTING TO0 GIVE ZBIE THE CAPABILITY TO RE-ORGANIZE [TS
STRUCTURES, FOR EXAMPLE BY MERGING SOME SETS OR SOME PATTERNS.

LOOKING AT SENTENCE 37

(FUTURE TAKE (SPEAKING MAN )B0OX )

Al VOZ4MU KNIG1U 'FUTURE' 1S A MARKER IN FL, AND
PROCESS START IS NOT TO BE TRANSLATED,

PUT INTO VOCABULARY BUILDING PATTERN P5,
BOOK

KNIGiy

A4

P5

PUT INTO VOCABULARY
TAKE

VOzZ1iMy

A33




| . ..

"83.

P5

PUT INTO VOCABULARY '

(SPEAKING MAN ) :

A1 THE RUSSIAN LETTER.

A2 THE SET NAME,

P5 §

NEW PATTERN .
<P5> <9-1 = 2887qa> <9-2 3 P8212> <9~3 = 292a:) i
02 9-1 04 o 04 0 04 1 5
00 A32 00 To 00 Y3 TRE
00 Y1 02 9-2 00 Y2 00 Y2
00 A33 00 D12 00 Y4 00 Y4
TRE 02 9-3
00 A2 00 D13 ,
00 Y3 04 27858 ;
00 A34
00 v4

END OF RUN

il
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CHAPTER 1V,

A CRITICAL LOOK AT ZBIE.

UHR'S PROGRAMS (1964) MAY WELL GIVE AN ILLUMINATING CONTRAST
TO SOME OF THE MECHANISMS USED 3Y ZBIE. UWR SHOWS OUTPUTS FOR TWO
PROGRAMS AND DESCRIBES A >LANNED THIRD PROGRAM. ALL WIS PROGRAMS
LEARN TO TRANSLATE A NATURAL LANGUAGE, NL1, INTO ANOTHER NATURAL
LANGUAGE, NL2.

THE FIRST PROGRAM WAS APPLIED TO TRANSLATE GERMAN INTO
ENGLISH. WORDS ARE SEPARATED BY BLANKS. THE PROGRAM DOES NOT USE
CONTEXT AND RUNS INTO DIFFICULTIES ON TWAT ,.CCOUNT. FOR EXAMPLE,
*DAS' IN THE GERMAN 'DAS [ST' JR 'DAS GLAS' BECOMES RESPECTIVELY

'THIS' OR 'THE!, UHR®S FIRST PROGRAM CANNOT HANDLE SUCH A
DIFFICULTYY.

THE SECOND PROGRAM, WHICH WAS APPLIED TO TRANSLATE ENGLISH
INTO FRENCH, IS MORE PJIWERFUL IN SEVERAL WAYS. WORDS ARE NOT
SEPARATED, AND PART OF THE FUNCTION OF THE PROGRAM 1S TO SEPARATE
IMPORTANT ELEMENTS IN A CIONTINUOUS FLOW. FOR INSTANCE, THE 'S!
MARKING A PLURAL CAN BE SEPARATED. IT I8 ALSO MORE DIFFICULT TO
TRANSLATE A LANGUAGE WITH LITTLE INFLECTION, SUCH AS ENGLISH,
INTO A MORE INFLECTED LANSUAGE, SUCH AS FRENCH, THAN TO TRANSLATE
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AN INFLECTED LANGUAGE, GE3IMAN, INTO ENGLISH., IN THE LATTER CASE,
AN INCREASED DICTIONARY OTEN SUFFICES, WHILE IN THE FORMER CASE,
CONTEXT IS ESSENTIAL.

TO OBTAIN CONTEXT, CLASSES ARE BulkT ON ELEMENTS OF NL2
CLASS CLUSTERS ARE USED TO RESOLVE AMBIGUITIES AND GEMERALIZE
PERMUTATIONS. IN THE GIVEN OUTPUT, THOUGH, THE PROGRAM DOES NOT
SEEM TO LEARN THE GENEXIALIZED PERMUTATION: ADJECTIVE + NOUN =
NOUN + ADJECTIVE.

THE THIRD (PROJECTED) PROGRAM IS A4 STRENGTHEZNING OF PROGRAM
2. IT CAN GENERATE CLASSZS OF CLASSES, l,E. ENCOMPASS GROUPS OF
WORDS,

ALL THREE PROGR#MS UJUSE STATISTICAL WEIGHTS FOR LEARNING AND
UNLEARNING, IT APPEARS THAT SOMZ USE IS MADE OF THE CORRESPONDING
ORDER OF THE LANGUAGES. IV THE GIVEN EXAMPLE 1, FROM: ICH BIN EIN
MANN < I AM A MAN, THE INFERENCES ICH = I, BIN » aM, FEIN - 4,
MANN « MAN SEEM TO BE DRAWN3 IN EXAMPLE 3, FROM: IF THE BOY =+ SI
LE GARCON AND THE + LE, THE INFZRENCES IF < SI, BOY « GARCOM SEEM
TO BE DRAWN.

LET US APPLY SOME OF THE A30VE CRITERIA TO Z3IE. INPUTS TO
ZBIE ARE WELL SEPARATED WORDS AND 7BlE*S STRING MAN[PULATING
CAPABILITIES ARE LIMITED T0O CHECKING WHETHER THE FIRST FEW
CHARACTERS OF TWO WORDS ARE IDENTICAL OR NOT. ZRiE TRIES TO
TRANSLATE FROM A STRON3LY NON-IMFLECTED LANGUAGE (FL) INTO

ANOTHER LANGUAGE, WHICH J4ILL USUALLY BF INFLECTED. THE CLASSES
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USED BY UKR'S PROGRAMS A3E BUILT ON NL»3 THE CORRESPONDIMG SETS
ARE BUILT ON FL, EOUIVALENT TO NL1i, BY ZBIE, THE CLASSES OF
CLASSES DESCRIBED BY UMR FOR THE PROJECYED PROGRAM MAY CORRESPOND
T0 THE RECURSIVE HIERARCHY (SUB)PATTERN - SET ~- SUBPATTERN. ZBIE
MAKES FEW ASSUMPTIONS ON 4JORD ORDER, AND HMENCE WAS ARLE 70 LEARN
THE SENTENCES EXHIBITED IN CHAPTER 3 WHEN THE RUSSIAN SENTENCES
HAD ALL BEEN PREVIOUSLY INVERTED.

ALL THE PROGRAMS CONSIDERED BUILD STRUCTURES AT RUN-TIME AND
USE THESE STRUCTURES TO _EARN FURTHER, WHICH MAY IMPLY BUILDING
NEW STRUCTURES.

WE FEEL THAT USIN3 A UNIFORM, STRUCTURED REPRESENTATION,
SUCH AS FL, WHICH IS IV SOME SENSE 'UNDERSTO0D', GIVES ZBIE A
GREAT ADVANTAGE OVER A FLAT STRING INPUT, IT DESTROYS THE
SYMMETRY THAT UHR'S PROGRAMS POSSESS. IT MAY BE THAT STRUCTURES
AS POWERFUL AS (OR EVEN MIRE POWERFUL THAN) THOSE BUILT IN FL CAN
BE CONSTRUCTED EVENTUALLY BY PROGRAMS STARTING FROM

(UNSTRUCTURED) STRINGS.

WE HAVE ALREADY ENCOUNTERED VARIOUS DEFICIENCIES IN ZBIE

SOME OF THESE CcouLD 8

"

SOLVED BY MORE PROGRAMMING; OTHERS
NECESSITATE A THOROUGH RETHINKING OF THE LEARNING TASK,

AMONG THE FIRST WE S+40ULD MENTION:

- THE INITIALIZATION P4ASE IS INFLEX!BLE, SENTENCES COULD BE

STORED UNTIL TWO SENTENCZS MEET THE CONDITIONS TO INITIALIZE THE

[V AN
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FIRST PATTERN,

- TKE TRANSLAYION RULES SHOULD BE MORE GENERAL. WE GAVE IN
CHAPTER 11, PARY B8, TW0 KINDS OF DESIRABLE TRANSLATION RULES
WHICH ARE PRESENTLY NOT USED BY ZBIE,

-~ THE METHODS TO OBTAIN 'GOOD GUESSES' SHOULD BE IMPROVED.
THESE METHODS COULD USS, FOR INSTANCE, SOME OF THE SEMANTICS
BUILT INTO FL (SEE BELOW).

- THE STRING MANISULATING CAPABILITIES SHOULD &E MORE
VERSATILE, IN PARTICULAR, PREFIXES AND SUFFIXES SHOULD BE
DISCOVERED, THEREBY ALLOWING GENERALIZATIONS OF TRANSLATIONS. FOR
EXAMPLES THE TRANSLATION OF AN ELEMENT FL!} IN THE CONTEXT Al. PI
1S OBTAINED BY 4DDING SOMZ STRING IN NL TO THE TRANSLATION OF THE
SAME ELEMENT FL! IN SOME JTHER CONTEXT AJ, PJ,

- A PATYERN SHOULD HAVE SEVERAL TRANSLATION RULES TO REFLECT
DIFFERENT WAYS IN WHICH THE SAME SITUATION CAN BE EXPRESSED IN
NL.

- AS THE NUMBER OF (SU3)PATTERNS INCREASES, HEURISTICS (MAYBE
OF A SEMANTIC NATURE) MUST BE USED TO SPEED UP SEARCH DURING
MATCHING.,

- PRESENTLY, THE CONTEXT OF THE (MAIN) VERB 1S THE WHOLE
PATTERN, SO THAT, AS THE SAME VERB (IN FL) CHANGES (IN NL), A NEW
TOP PATTERN IS CREATED. IN THIS WAY, THE NUMBER OF PATTERNS
INCREASES MUCH TOO RAPIDLY.

W“
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BESIDES STRUCTURE, Wz TRIED TO BUILD SOME SEMANTICS INTO FL.
WE CAN SPECIFY THE RE-ERENT OF A PRONOUN. WE CAN INDEX, IF
NECESSARY, SEVERAL PEISONS APPEARING IN A SITUATION To
DIFFERENTIATE AMONG THEM, JUST AS THEY MAY BE DIFFERENTIATED IN A

PICTURE, UNTIL NOW, THOJUGH, NO USE HAS BEEN MADE OF THE CONTENT
OF THE SITUATIONS.

A FIRST STEP, WHICH WAS NEARLY [IMPLEMENTED, 1S TO USE
FINDINGS SUCH AS3 THE SUBJECT PRONQUNS (MAN) AND tBOY) HAVE
IDENTICAL TRANSLATIONS IN RUSSIAN. WE COULD USE THIS FINDING TO
MAKE 'GOOD GUESSES' ON HO4 *MAN' AND 'BOY' WILL BEHAVE IN SIMILAR
SITUATIONS., WE COULD ALSO USE THE FUNCTIOMAL LANGUAGE DESCRIPTION
OF s (SPEAKING MAN[NUMBER 2)), (SPEAKING (AND MAN WOMAN)}, ETC...

TO OBTAIN THE NOTION OF (SPEAKING PLURAL).

A SECOND STEP WOULO BE T2 PROCESS SEVERAL SITUATIONS WHICH
ARE DYNAMICALLY RELATED. SEOUENCES SUCH ASt THE BOOK IS ON THE
TABLE, ! SHALL TAKE THE 800K IN MY HAND, I AM TAKING THE BOOK,
THE BOOK IS IN MY HAND, IT WAS ON THWE TABLE, ETC.,. ARE USED By
I. A. RICHARDS TO TEACH TENSES.

A SIMPLE SCHEME 07 SET INCLUSION TESTS ALONE, AS USED BY
ZBIE, 1S MOT POWERFUL ENJUGH TO LEARN, FOR EXAMPLE, THE RUSSIAN
REFLEXIVE POSSESSIVE SvOli. A MORE POWERFUL SCHEME WHICH LOOKS AT
CORRELATIONS AMONG ELEMENTS IN THE FUNCTIONAL LANGUAGE IS NEEDED:
IN THE FL SENTENCE

A
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(PUT (PERSON1) (IN HATIJF (PERSON?)! DRAWER))
ARE PERSON1 AND PERSON2 T4E SAHME.

THE ABQVE DEFICIENCIES CAN BE OVERCOME BY MAKING BETTER USE
OF FL, WE MUST ALSO QUESTION THE USE OF FL.

THE PURPOSE OF FL WAS DESCRIBED IN CHAPTER Il. UNDOUBTEDLY,
THRE 'VISION OF THE WORLD' AS REPRESENTED BY FL IS VERY €LOSE TO
AN INDO-EUROPEAN'S 'VISION OF THE WORLD'. IT MAY B8E P0OSSIBLE THAT
A SYSTEM CGULD DISCARD THE FUNCTIONAL LANGUAGE AND BOOTSTRAP
ITSELF TO LOOK AT THE WOR.D IN THE LEARNED NATURAL LANGUAGE.

THZ RUNNING SYSTEM,

PROGRAMMING ZBIE HAS BEEN 4 WORTHWHILE EXPERIENCE. THE
PROGRAM GENERATED SOME SURPRISES. THE MECHANISMS FOR AVOIDING
ERRORS WERE NOT VERY CLEAR AT THE START, THE ADVANTAGE IN
TRANSLATING IN PARALLEL PATTERN LISTS OF A GIVEN DEPTH HAD NOT
BEEN FORESEEN3 IT WAS THOUGHT THAT A SIMPLE HISTORIC MONITOR:

LAST PATTERN LIST OBTAINED, FIRST TRIED, wOULD BE ADENUATE.

AT PRESENT, THE PATTZRN BUILDING ROUTINES CAN HANDLE ONLY FL
ELEMENTS WHICH HAVE SINGLE VL wORDS AS TRANSLATIONS. (THIS
LIMITATION CAN BE OVERCOME RY ADDITIONAL PROGRAMMING.)
CONSEQUENTLY, ZBIE WOULD BRANCH TO AN EMPTY EXIT WHEN TRYING TQ
PROCESS, [N FRENCH, PENCIL -+ LE CRAYON (TWO NL WORDS), DEALING
WITH ARTICLES, MOSTLY UVNECESSARY BUT CUMBERSOMEZ O0BJECTS, POSES

SOME PROBLEMS. IF PENCI_ - LE CRAYON, AND [F WE ALSO KNOW THAT
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BED « LE LIT AND WALL + LEZ MUR, WE COULD CONCLUDE THAT 'LE!' IS AN
UNNECESSARY O0BJECT. THEN IF WE MEET PENCIL --+o UN CRAYON
(POSSIBLY), WE CAN ASSJHE THAT 'UN' IS ALSO AN UNNECESSARY
OBJECT. THE SCHEME COLLAPSES NEXT, THOUGH, WHEN WE MEET PENCIL

--+ SON CRAYON (HIS OR HZR PENCIL), MERE A TEACHER MAY WELL BE
NEEUED.

A 'GOOD?! TEACHING SEJUENCE 1S PROBABLY VERY IMPORTANT. EVEN
WITH A GOOD SEQUENCE, THOUGH, A TIME WILL COME WHWEN SOME BAD
GENERAL1ZATIONS HAVE BEEN MADE, AND THESE MNUST BE UNLEARNED. ZBIlE
IS CAREFUL ENOUGH TO AVIID MISTAKES SO THAT, AT THE ELEMENTARY
LEVEL CONSIDERED, ERROR RECOVERY IS NOT NEEDED, WE HAVE NO
EXCITING SCHEME TO PROPOSE. FOR ERROR RECOVERY. IT APPEARS THaAT
SUITABLE CHANGES IN SET MEM3ERSHIPS MAY BE SUFFICIENT IN SQME
CASES, BUT ADDITIONAL WIRK AT A MORE ADVANCED LEVEL OF LANGUAGE
PROFICIENCY IS IN ORDER.

S
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CHAPTER V.,

ENVOI

ZBIE IS A PROGRAM OF MEDIUM LENGTH {(ABOUT 5000 LINES OF
IPL=-V CODE) WHICH TRIES TO SOLVE SOME ASPECTS OF A TASK THAT MAY
OR MAY NOT BE VERY DIFFICULTS NATURAL LANGUAGE LEARNING. Z81E
INTERPRETS THE TASK AS LEZARNING TO EXPRESS IN A NATURAL LANGUAGE
SITUATIONS AS DESCRIBEBD 1IN A UNIFORM, STRUCTURED FUNCTIONAL
LANGUAGE, WHICH MAY BE CONSIDZRED AS GIVING SOME CONTENT TO TKE
SITUATIONS, ALTHOUGH ACTUALLY VERY LITTLE OF THE POWER OF THE
FUNCTIONAL LANGUAGE IS US=D.

T0 LEARN A LANGUAGEZ, 2BIE BUILDS ELEMENTARY STRUCTURES AT
RUN-TIMEY SETS, PATTERNS, SIMPLE TRANSLATION RULES, AN IN-CONTEXT
VOCABULARY. IT 1S CAPABLE OF SOMEWHAT IMPROVING ITS STRUCTURE T0
THE EFFECT THAT SOME PREVIOUSLY LEARNED INSTANCE CAN BE LEARNED
IN A BETTER WAY. IT DOES NOT USE STATISTICAL LEARNING SCHEMES.
I7 HAS SOME ERROR-AVOIDING CAPABILITY, AND - HAS POTENTIAL
ERROR-RECOVERY POSSIBILITIES WHICH WERE ACTUALLY NOT NEEDED AT
THE MODEST LEVEL CONSIDERZD HERE. AS COULD BE EXPECTED, zZBIE USES

CONTEXT BOTH TO LEARN AND TO AVOID ERRORS.

GIVEN SITUATIONS ARZ PARSED IN THE FUNCTIONAL LANGUAGE, NOT
IN THE NATURAL LANGUAGE; THE PARSING GIVES A MEASURE OF HOW CLOSE
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A NEW SITUATION IS TO CERTAIN CLASSES OF PREVIOUSLY ENCOUNTERED
SITUATIONS. ZBIE TRIES 7O MINIMIZE ITS LEARNING AT EACH STAGE BY
TRYING TO CAPITALIZE OV THE HAXIMUM AMOUNT OF INFORMATION
AVAILABLE FROM PREVIOUS SITUATIONS, MEASURED, QUITE SIMPLY, BY
THE DEPTH TO WHMICH A NEW4 SITUATION 1S PARSED BY A COLLECTION OF
PATTERNS., IN FACT, 2ZBIE ABANDONS THE LEARNING TASK WHEN FACED
WITH SITUATIONS THAT IT CONSIDERS TONn DIFFICULT TC HANDLE AT A
GIVEN STAGE, SINCE IT CAN DIAGNOSE THE PARTICULAR NIFFICULTIES
ENCOUNTERED, Z81E cou.b ASK APPROPRIATE QUESTIONS IN A
TIME~SHARING ENVIRONMENT.

IT WOULD APPEAR THAT THE FUNCTIONAL LANGUAGE SHOULD POSSESS
IN ITS DESCRIPTION ALL THE SEMANTIC SUBTLETIES OF THE NATURAL
LANGUAGE LEARNT, AN UNAPPZALIMG FACT, A MUCH MORE POWERFUL SYSTEM
MAY BE ABLE TO BOOTSTRA> JTSELF AND USE THE NATURAL LANGUAGE 1IT
HAS STARTED TO LEARN AS ITS MAIN REPRESENTATION, WITH POSSIBLE
REFERENCES FROM TIME TO TIME TO THE FUNCTIONAL LANGUAGE, SEMANTIC
SUBTLETIES COULD THEN 3E DESCRIRED IN THE NATURAL LANGUAGE
ITSELF,

IT APPEARS TO BE FRUITFUL TO LOOK AT NATURAL LANGUAGES AS
WAYS TO EXPRESS SITUATIONS WITH STRUCTURE AND CONTENT. MUCH
VALUABLE RESEARCH CAN 3E DONE IN AREAS TOUCHED yPON BY 28BIE,
AMONG WHICH THE DESIGN 0% MORE POWERFUL, SEMANTICALLY ORIENTED,
FUNCTIONAL LANGUAGES? THE PROBLEM OF FERROR RECOVERY, AND THE
EVOLUTIONARY REORGANIZATION AND [IMPROVEMENT OF STRUCTURES MAY

WELL BE THE MOST INTERESTING AND CHALLENGING.

T L ORI
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APPENDIX A.

CODE FOR CYRILLIC ALPHABET.

€ <X 4 O v

=2 E £ £

o

S w o

- - w o

v

we

£2
uT

AT
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APPENDIX B.

*EVO_UTIONARY LEARNING?.

WE ARE PRESENTING HERE A SHORT EXAMPLE, IN GERMAN,

TR

EXHIBITING AN ASPECT OF 23IE'S CAPABILITIES. THE TRANSLATION RULE
OF PATTERN P1 IS INCORRECT, AS MORE EYAMPLES ARE GIVEN, THOUGH,
ZBIE BUILDS NEW PATTERNS P2 AND P3, THE SENTENCES WHICH WERE
PREVIOQUSLY TRANSLATED WHEN REACHING PATTERN P1 ARE NOW TRANSLATED
WHEN REACHING PATTERNS P2 OR P3, SO0 THAT PATTERN Pt IS NOT

REACHED ANY MORE, PATTERN P1 HAS EFFECTIVELY BEEN WASHED OUT.

THE OUTPUT IS REPIODUCED AS OQBTAINED FROM THE PRINTER.

INPUTS IN IPL-V FORM HAVE BEEN DELETED EXCEPT IN ONE ILLUSTRATIVE

CASE.

THE IMPORTANT ATTRIBJTES AND VALUES 0F A PATTERN PJ HAVE THE

FOLLOWING MEANING?

TO(PJ) TRANSLATION RULE (A LIST STRUCTURE).

PO(FJ) A LIST OF PATTERNS WITH A P-LIST IDENTICAL TO PJ.

THE OTHER ATTRIBUTES ARE USED FOR BOOK-KEEPING AND MAY BE

DISREGARDED.

COMMENTS ARE GIVEN AT THE R[VGHT OF INPUTS, OR AT THE END OF

.

R e et il
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THE PROCESSING OF A SENTENCE.

LOOKING AT SENTENCE
(BE (WOMAN )HERE )
SIE IST HIER

(BE (WOMAN )THERE )
STE 1ST DORT
PROCESS START

PUT INTO VOCABULARY
(BE (WOMAN ))

(SIE 187 )

p

PUT INTO VOCABULARY
HERE

HIER

A3

P

PUT INTO VOCABULARY
THERE

DORT

A3

P

NEW PATTERN

<PG> <9-1 =
02 9-1 04 ¢
00 Al 00 TO

COMMENTS

THE FIRST TWO SENTENCES
TO START THE INITIALLZATION

BE IS IN SET A1} (WOMAN) IN SET A2

CONTEXT VOCABULARY FORQ FL COMPLEX

IN=CONTEXT VOCABULARY ForR FL

UNIT. THE FL UNIT (IN THIS CASE,
HERE) IS INSERTED IN THE SET (IN

25256> <(9-2 = 254892)> <a-3 =
064 G N4 n
g7 9-3 00 Y1

259.

>

PR W

NP A
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00
00
a0
00

00

A2
Y2
A3

Y3

-06~

02 9-2

COMMENT: THE INITIALIZATION

SENTENCE, WE SHOW THE IPL-V INPUT,

IpP

1P
1P
IpP
IP
IP
IP
1P
IP
IP
IP
IP
IP
IP

IP

INPUT DATA

8k
(MANINUMB 21}

THERE

{NuUMB 2)
MAN

NUMB

SIE

SIND

00 Y3

PHASE 1S OVER,

X4

95

92

X3

95

01

95

Eo
91
E4

92
E2

E10
€13
9s

RO

R4

00 Y2

FOR THE NEXT

EN W

i Sl
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IP DORT

Ip

H2 3 2339 CELLS

LOOKING AT SENTENCE

(BE (MAN INUMB 2 1)THERE )

SIE SIND DORTY
PROCESS START
TRY PATTERN

P

NOT MATCHED.

TRY LEARN FROM PATTERN

P
(Z DORT)

PUT INTO VOCABULARY
(BE (MAN [NUMB 2 1))
(SIE SIND )

p

PUT INTO VOCABULARY
(MAN [NUMB 2 )

SIND

A2

P1

PUT INTO VOCABULARY

R3 0

00:00:06

THE INPUTS ARE FIRST PRINTED

(BE(MANINUMB %)) IS TuE UNTRANS-

LATZD FART, CORRESPONDING 10 7

PAYTERN P1 1S BEING BUILT
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BE 15
SIE

Al

bt » VT o

P1
NEW PATTERN

<P1> <9-1 = 252563 <9-2 = 25774> <9=3 = 25470

02 9-1 04 0 04 0 04 0
00 At 00 PO 00 PO 00 Y1 j
00 Y1 02 9-2 60 Y2 b
00 A2 00 Y0 00 Y3 :
00 Y2 00 J3 f
00 A3 00 J4 i
00 Y3 00 J3

00 To

02 9-3

COMMENT: PATTERN P1 HAS A P-LIST ]DENTICAL TO THE P-LIST OF
PO, HOWEVER, THE TRANSLATION RULES ARE DIFFERENT, Z81E USED
{BE(WOMAN)) =+ SIE [ST, AND (SE(MANINUMB 2])) < SIE SIND, BOTH
TRANSLATIONS IN THE CONTEXT OF THE PATTERN PO, FOR MATCH BACK
THE COMMON PARTS IN FL AND NL, RESPECTIVELY 'BE' AND 'SIE', WERE
PAIRED. THE COMPARISON OF THE WNON-COMMON PARTS GAVE (MANINUMB 21)
- SIND (CONTEXT A2,P1). THE INFZRENCE 1S GRAMMATICALLY INCORRECT.
NOTE THAT THE TRANSLATION RULE IS (Y1 Y2 Y3), IV THE SAME ORDER

AS THE SETS. IT IS WEL. WORTH COMPARING THIS PATTERMN P1 TO THE

Ty onin ot oot il st o
- . "

P

PATTERN P1i CREATED BY ZBIE WHEN LEARNING RUSSIAN (SEE CHAPTER
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LOOKING AT SENTENCE
(BE (WOMAN )HERE )

SIE IST HIER

PROCESS START

TRY PATTERN

P1

PATTERN MATCHED. RESULT!
{SIE 7 71 )

TRY PATTERN

P

PATTERN MATCHED. RESULT!?
(SIE IST HIER )

TRY LEARN MORE

TRY LEARN FROM PATTERN
P1

(SIE 7z 21

GUESS

21

HIER

PUT INTO VOCABULARY
(WOMAN )

IST

A2

P1

-'99-:

THE FIRST SENTENCE AGAIN

(WOMAN) IS NOT KNOWN IN THE
CONTEXT (A2,P1), HENCE THE 4

ID. FOR HERE, (A3,P1) AND 71

THE PATTERN P1 WAS THE FIRST 71O
BE TOTALLY MATCHED, ByT WAS NOT
SUCCESSFULLY TRANSLATED

Z (1.FE. (WOMAN)) |S NoT GUESSED
BUT Z1 1S, GIVING A CONSISTENT
TRANSLATION WITH THE INPU?
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PUT INTO VOCABULARY

HERE NOW 'HERE' 1S ARSO KNOWN
HIER IN THE CONTEXT (A3,P1)
A3

P1i

COMMENT! NOW (BE (WOMAN) HERE) WILL BE TRANSLATED By PATTERN Pi.

LOOKING AT SENTENCE
(BE (MAN )HERE )

ER IST WIER A NEW SENTENCE
PROCESS START

TRY PATYTERN

P1

NOT MATCHED. (MAN) IS NOT IN A2 }
TRY PATTERN AS THE P-LISTS OF Pp AND P1 ARE P
P IDENTICAL, IT IS NOT VECESSARY

NOT MATCHED. TO ACTUALLY MATCH Po

TRY LEARN FROM PATTERN
P1

(SIE Z HIER) NOT CONSISTENT WiTH INPUTY
TRY LEARN FROM PATTERN

X

P

g :
(2 HIER) 2 STANDS FOR THE UNKNOWN 1
PUT INTO VOCABULARY TRANSLATION OF (BE(MAV)) {-
(BE (MAN 1) .
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(ER IST ) -4
o ,
PUT INTO VOCABULARY CREATING PATTERN P2 ]
(MAN ) ;
ER *
A2 ‘

3
P2

Lo 2t

PUT INTO VOCABULARY
BE

IsY i
4
Al

P2 J

NEW PATTERN

<pP2> <9-1 = 25814> <9-2 = 26054> {9=3 = 2585K:>
p2 9-1 04 0 04 0 04 0
00 Al 00 PO 00 Po 00 Y2
00 Y1 02 9-2 00 P1 00 Yi
00 A2 00 YO 00 Y3
00 Y2 00 J3
" 00 A3 00 J4
00 Y3 09 J3 -
00 TO
02 9-3

COMMENT! WE MATCHED BACK (BE(MAN}) < ER IST AND (BE(WOMAN))

- SIE IST, TO OBTAIN A NZW PATTERN P2. THE TRANSLATION RULE OF
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P2, tvy2 Y1 ¥3), IS DIFFERENT FROM THE TRANSLATION RULE OF P1 AND
IS GRAMMATICALLY CORRECT. NOTE THAT THE TRANSLATION RULE CONTAINS
A TRANSFORMATION.

LOOKING AT SENTENCE

(BE (WOMAN JHERE )

S1E IST HIER AGAIN THE FIRST SENTENCE
PROCESS START

TRY PATTERN

P2

PATTERN MATCHED. RESULT!

(z ISt 71

TRY PATTERN

P1

PAYTERN MATCHED. RESULT:

(SIE IST HIER) NOW TRANSLATED BY Pi

TRY LEARN MORE

TRY LEARN FRQM PATTERN

P2

(2 IST 21 ) ’

GUESS
Z1
HIER 3

W Eon By

PUT INTO VOCABULARY '

HERE ;

HIER

s e A 4 e

TR AN, e . e
[1 W SRR -




A3
P2

PUT INTO VOCABULARY

(WOMAN )
SIE
A2
P2

LOOKING AT SENTENCE

NOW THE SENTENCE WILL BE
TRANSLATED BY P2

(BE (SPEAKING MAN [NUMB 2 ))KERE )

WIR SIND HIER
PROCESS START
TRY PATTERM
P3

NOT MATCHED.
TRY PATTERN
P1

NOT MATCHED.
TRY PATTERN

P

NOT MATCHED.

TRY LEARN FROM PATTERN

P2
{Z IST HIER)

TRY LEARN FROM PATTERN

P1

A NEW SENTENCE

(SPZAKING MANINUMB 21) IS

NOT IN A2

NOT CONSISTENT WITH INPUT
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{Sle 2 HIER )

TRY LEARN FROM PATTERN

p

{Z HIER )

PUT INTO VOCABULARY

(BE (SPEAKING MAN [NUMB 2 1))
(WIR SIND )

p

PUT INTO VOCABULARY CREATING PATTERN P3
(SPEAKING MAN (NUMB 2 1)

WIR

A2

P3

PUT INTO VOCABULARY

BE

SIND

Al

P3

NEW PATTERN

<P3> {9-1 = 25584> <9-2 = 26328>
02 9-1 04 0 04 ¢

00 Al 00 Po 00 Po

00 v1 02 9-2 00 P2

00 A2 00 YO 00 P1

00 Y2 00 J3

00 A3 00 J4

{9-3 =
04 0
00 Y2
00 vi1
o Yvd

2513 >

FIRWPAT A A e
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00 Y2 00 J3
080 ToO
02 9-3

COHMENT: THE TRANSLATION RULES OF P3 AND P2 aREe IDENTICAL
BUT 1B8E' g TRANSLATED DIFFERENTLY IN THE CONTEXTS (A1,P2) AN
(Aiﬂpa)c

LOOKING AT SENTENCE

(BE (MAN (NUMB 2 J)THERE )

SIE SIND DORT THE THIRD SENTENCE AGAIN
PROCESS START

TRY PATTERN

P3

PATTERN MATCHED. RESULT:

(Z SIND 71
TRY PATTERN
P2

PATTERN MATCHED. RESULTS
(2 187 21 )

TRY PATTERN

P1

PATTERN MATCHED., RESULT!:
(S1e SIND 2 )

TRY PATTERN

P

PATTERN MATCHED. RESULT!:

»

0

N el
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{SIE SIND DORT )
TRY LEARN MORE

TRY LEARN FROM PATTERN
P3

(Z SIND 21 )

GUESS

21

DORT

PUT INTO VOCABULARY
THERE

DORT

A3

P3

PUT INTO VOCABULARY
(MAN [NyMB 2 1)

SIE

A2

P3

COMMENT: WE SHALL

AND SHOW HOW THEY ARE TRANSLATED RY P2 AND P3 RESPECTIVELY.

~106-

THE TRANSLATION IS CONSISTENT WITH
THE INPUT EVEN WITHOUT THE GUESS

OF 21 (STANDING FOR 'THERE*)

NOW THE SENTENCE WILL BE
TRANSLATED BY P3

NOW GIVE SENTENCES ONE AND THREF AGAIN,

PATTERN P1 IS NOY REACHED ANY M9RE,

LOOKING AT SENTENCE
(BE (WOMAN )HERE )
SIE I1ST HIER

PROCESS START

THE




TRY PATTERN

P3

PATTERN MATCHED. RESULT!
(Z SIND 71 )

TRY PATTERN

P2

PATTERN MATCHED. RESULTH
(SIE IST HIER !

TRY LEARN MORE

TRY LEARN FROM PATTERN
P3

(Z SIND 21}

LOOKING AT SENTENCE

{(BE (MAN [NUMB 2 })THERE )

SIE SIND DORT

PROCESS START

TRY PATTERN

P3

PATTERN MATCHED. RESULT!
(SIE SIND DORT )

END OF RUN

NOT CONSISTENT
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these sltuations In a natural language., Examoles are glven for
German and, mostly, Russian.

AL run-time, Ztle builds simple memory structures, Patlterns
and sets are bullt on the functlonal languagr. The translatlon miles
of the patterns and an in-context vocabulary provide the transitien
to the natural language, 2ble is a cautious learner, and avoids error:
by several mechanisms. Zble is capable of some evolutionary leara'nc,
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