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ABSTRACT

The report contains the description of & program ("NOVACOM") for
the solution of problems in the area of analyzing data based on the
general linear statistical model. While the detalled program deocumentation
is given elsewhere, the present publication deals with the statistical
method, the logical flow, and the use and application of NOVACOM in
multiple linear regression and ("non-orthogonal") analysis of variance
and covariance for crossed clasgsifications with incomplete and unbalanced
data. The method of NOVACOM 1s basically a backward ranking procedure
applicd to individual and/or groups of independent variables (concomitant
independent variables and/or ANOVA effects, respectively). The result oi

the ranking is a model ("significant model") which contains only significant

concomitant independent variables and/or ANOVA effects. The method and
use of the program is 1llustrated by cxamples of the statistical analysis

of bodies of incomplete experimental data.
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FOREWORD

The wourk covered by this report was done in the Mathematical
Statistics Branch of the Operations Research Division, Computation and
Annlysis Laboratery, under Foundational Research Prugect No. 29Y,
"Computer Programs for Statistical Analyses."

The report contains the description of the method and use of the
computer program NOVACOH, which performs analysis of variance and
covariance for unbalanced data classifications with missing values,
i.e., for situaticns which are often met in the analysis of Naval
ordnance experimentation and test data.

NOVACOM was coded from notes (similar in content to some parts of
the present report) by Mr. T. Herring of the Programming Division,
Computation and Analysis Laboratory. Mr. Herring, who contrlbuted
significantly also to the general methodological concept of NOVACWM,
is the author of the program documentation of NOVACOM. ("A Programming
Guide to NOVACM", NWL Technical Memorandum, in preparation.)

Many ideas for the concept of NOVACOM wcre contiibuted by Messrs.
C. Bates, G. Gemmill and R. Shade of the Mathematicul Statistics Branch.
Mr. A. R. DiDonato and Dr. M. P. Jarnagin of the Mathematics Research
Group, Computation and Analysis Laboratory, dcveloped the method of
the subroutine ISUBX for the computation of the incomplete beta function
ratio contained in HOVACQM. This method is documented in NWL Report
llo. 134w, revised O-tober 1960.

The uuthor wishes; to thank Dr. Sidney Addelman and Mr. James Merrill
of the Research Triangle Institute, Durham, Noith Carolina, for their
valuable comuents on the interpretation of the NOVACQ results.

The report was typed by Miss Judy D. Merryman.

The work on this report was complete:dl on 23 July 167,

APPROVED FOR RILEASE:
ﬁ(- v\.*.s( L'\\.L.(A

BERIWARD SIMITH
Technical Director
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1. INTRODUCTION

The concept of the program NOVACGM ("Non-Orthogonal VAriance and
COvariance analysis by Multiple Regression techniquea"), as described
Tn this report, is based on the multiple regression approach to analyais
of variance (see, for example, Brownlee [1960]). The underlying method
of NOVACOM was developed in such a manner that a wide variety of
problems in the area of analyzing data based on the general linear
otatistical mcdel can be solved. The possible applicaticns of NOVACOM
in this area are: multiple lin2ar regression including polynomial
regresaion, ("orthogonal") analysis of variance and covariance for
rrossed clascifications with balarced and camplete or incomplete data,
und ("non-orthogonal") analysis or variance and covariance for crossed
classifications with incamplete and unbalanced data when possibly some
of the ANOVA effects are confounded.

While regression and "orthogons!" ANOVA may be consiiered as bonus
areas of application, it was the third area {of "non-orthogonal" analysis
of varlance and covariance for crossed classifications) “ur which NOVACOM
wvag developed. Most of the theory for the methed of th: prorram is
described in the present report. A more datailed outline of the theory
is contained in another paper by the author (Abt [19577).

The method of NOVACOM is basically a backward ranking procedure
appliea to individusl independent variables and/or groups of independent
variables, where the groups represent analysis of variance efflects in
the gencral linear model. The ranking 1s done by order of prediction
power for the dependent variable (response varisble), where the so-called
“non-significance" serves as criterion for establishing the ranking. In
ranking the independent variables of analysis of covariance models, the
program makes an internal decision (based upon a significance level o
specified by the user) whether to include the covariates for the analysis
of variance part of the ranking. There ia some restriction in the ranking
of ANOVA effects in that at & glven atep of the ranking only those coffects
are admiseible for ranking whose associated sums of squares are indcpendent
from the restrictiona chosen to make the lincar model a model of full rank.
(The admissibility 1s internally determined by the program.) The ranking
procedure leads to a asignificant model which contains those cffects (and
covariates, if any) which are significant at a level apecified by the
user, plus those effects, if any, which did not became admissible in the
ranking procedure. Accordingly, NOVACOM may be considered as a acreening
tool for significant factorial effects in (crossed) data clasaificationa
with possibly highly incomplete and unbalanced data. A special additional
featurc allows for the screening for "the most probable gignificant mcdel"
when there are confounded ANOVA effecta.

The model in NOVACOM may include up to 139 independent variables.
The limitation on the number of covariates ic determined by the number
ol independent varinbles representing ANlOVA effects. The factors may heve
qualitative and/or .uantitative levels. In one glven problem, up to four
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different dependent variables may be analyzed, however, each one in a
wrivariate manner and for the same values of the independent variables.

Some parts of the method of NOVAC(M were taken from the program .
DA-MRCA for multiple linear regression (Abt et al. [1966]). Accordingly,
trhe reader is often referred to this documentation of DA-MRCA which is
listed as "Reference 2" in Section 4 of the present report. While the
user of DA-MRCf was also able to perform, though in a somewhat cumbersome
way, "non-orthogonal" analysis of variance (and covariance), he had no
poasibility of arriving at a significant model by ranking methods, and
he had to do the generation of the model and the design matrix mostly
by hand-input. In the method of NOVACOM, considerable emphasis is put
on the automatic generation of the model and the design matrix.

Because of consliderations regarding its size, the present report
does not contain any documentation of the programeing of NOVACOM. The
FORTRAN IV documentation, as well as general programming notes are
contained in & report by T. Herring [1967] who also programmed NOVACOM.
In accordance with ita title, the present report is restrictcd to the
description of the method and use of NOVACOM. In addition, the report
contains & number of numerical illustrations of the program's possible
applicationa. Therefore, the report may cerve a8 a manual for the user
of the program, and for this purpose, the report also contains all the
necessary information for cperating the program and for interpreting
the results. This necessitated same overlap with the contents of the
afore-mentioned report by T. Herring; for example, both reports contain
the deacription of the control and data cards. The two reporis, each
being self-contained, can be defined as the statistician's guide (the
present report) and the programmer's guide to NOVACOM (the report by
T. Herring).




2. METHOD OF NOVACOM

2.1 General Outline of the Method

2.1.1 The Model

The method of NOVACOM 1s based on the general linear
statistical model,

N
y =80+ L Bhx +e, (2-1)
vl
where,
y = "depepndent" (random) variable
Xy = "independent" (non-random) variables, v = 1,...,N
By, = regresaion covfficients, v =1,...,N
Bo = genénl constant
e = "residual', or "error" term: a random variable with expectation
zero and variance o®, usually assumed to be independently
nornally distributed.

More specifically, tihe model (2-1) ir NOVACOM is of the form

N-T N )
y=Bo+ IAXR + I BX +e, (2-2)
vel vaN-T+1

where the {irst N-T independent variables represcnt analysis of variance
effects and the imst T independent variables repregent concomitant variables
("covariates" if O < T < N). Any one independent variable ("IV') of the

first N-T will be referred to as a "Deaign Independent Variable" ("DIV"),

and any one IV of the last T will bec referrcd to as a "Concomitant Independent
Variable" ("CIV'). Consequently, with T=N CIVs, the model (2-2) is that

of sultiple linear regression; with 0 < T < N CIVs, model (2-2) is that of
analysic of covariance; and with T=0 it 1s the model of analysis of variance.

There are two types of CIVs: (1) those representing the
original, physically observed variables (in other words, the lincar terms),
referred to as "Original CIVs" ("OCIVs") and (2) those CIVs representing
polynomial terms, generated from the OCIVs, referred to as "Generatod
CIVs" ("GCIVs"). Therefore, T = (mumber of 0CIVs) + {number of GCIVs).
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The N~T DIVe (of the analyais of variance part of the
model) require a more extensive discuasion.

8ince the application of NOVACOM is limited to crossed
clasaification models, all ANOVA effects may be referred to as "factorial"
effects (main effects, two-factor interactions, three-factor interactions,
etc.). From the fact that the factorial effects are represented by groups
of independent variables (DIVa) in the general linear statistical model
(2-2), all factors in the analysis of variance must be considered as
"fixed effectas" factors. That is, "random effects" factors (the levels
of which are randomly sampled from finite or infinite populations of
levels) cannot be treated as such by the program NOVACQM.

Firat consider a model with only "qualitative" factors,
i1.e., factors whose levels correspond to qualitatively specified categories,
such as "types of material", or "manufacturers". As an example, take the
conventional ANOVA model for a two-way croased classification with
interaction (the two ways of the data classification corresponding to
two factors, say "' and "&"):

YaBp =B + &g + by + abyg + egp (2-3)
with
0 - 1,00 Rap
o= 1,...,A
g - 1,...,B.

Here Ryp is the number of cbaservations (y) for the level
commbination, or cell, ?a,p) of the two factors # and #; and A andi B arc
the numbers of luvels of the two factors, respectively. (For ease of
the following discussion the assumption will be made that Ry,q > O for nll
cells. This assumption, however, is not essential and all features of
the “"qualitative" model presently being discussed hold also for cases
with empty cclls, that is, for cases with some but not all Ry = 0.)
Also in (2-3), the model constants (parameters) m, ag, by, and ab,
represent, rcapectively, a general constant, the effect of level o of
factor ¢, the offect of level B of factor B, and the interaction effect
of levels o and  in cell (@,8). The error term egp, 18 assumed to be
n:mally, independently distributed with expectation zero and variance

[§

In order to treat the model (2-3) as & linear hypothesis
model of full rank, the parameters ag, by, and abyg must be subjected to
linear restrictions such that the total number of degrees of freedom for

.




factorial effects is AB-1. The restrictiona apply identically to the
estimates of the parameters resulting from the solution of the gystem

of the AB-1 normal equations. The met of regtrictions used by Graybill
[1961] 18 a very convenient choice with respect to computational simplicity
as will be shown later:

-h w Q
abg = 0 forp =1,...,B (2-4)
alyy =0 forg = 1,...,A

This set of restrictions allows the remc'ning AB-1 parameters to be
considered as contrasts with respect to the last levels of the factors.
(For example, &; = a; - 8 .)

In order to further discuass the podel (2-3), it is
convenient to numerically specify A and B, the mumbers of levels for
factors 7 and 8, regpectively. Let A=B=3, or example. Then there will
be AB-1l=8 parameters repreaenting factorlal effects in the example model.

In the multiple regression approach to analysis of variance
(see, for example, Brownlee [1960?) euch one of these parameters is
considered as a "regression coefficlient" of an auxiliary independent
varisble which takea on the value 1 when tho respective effect is present
and the value O when the effect is not present. (The auxiliary IVs will
be given the aymbols w,.) In this approach, the general constant m ia

considered as the regreasion coefficient of a dummy IV, ug, which has the
constant value 1.

Applying the Graybill restrictions (2-4) and introducing
the variables u, {nto the model (2-3) with A=Be3, one can sce that the

Y (cxcopt for Uo) répresent the N-Tw=N=d "Diva" for qualltative factorial
erfecta in the general model (2-2):

Yagp = Mio + &30 + &guz + bjug + bouy

+ abyug + ab;olg + Bbayu, +abpoug + €a8p- (2-5)

For cell (a,8) = (1,2), for example, the model (2-5) becumes:

YO
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Y12p ml+al+az0+bi*0+ bl

+ abyy°0 + aby. + + abpy 0 + abaa'0 + €12, (2-6)

m+al+b2+ab12+e12p .

As can be seen, the values of the DIVs for interaction constants are the
products of the values of the DIVs for the corresponding main effect
constants. For example, ug = 1 = wyuy = 1'1; and ug = 0 = upuy = O-1.
This “product rule" (when using restrictions of the type (2-4)) applies
generally to all crossed classification mcdels with qualitative factors.
For example, in a three-way classification where factors @7, 8, and &
have A=2, B=3, and C=3 levels, respectively, the mumerical values of
the DIV attached to the interaction constant abcypgy is 1:1:1=1 for the
Ry2; observations in csll (1,2,1) and it is O for the observations cf
all other cells. The product rule allows a simple generation of the
matrix of the coefficients of the normal equations. (Ses Section 2.2.)

Next, consider a model with only "quantitative" factors,
i.e., with factors whose levels are gpecified by mumerical values of
contimious variables, such as "temperature", or "pressure." If the
two-way crossed clasgification is again taken as an example, the model
for this case can be written:

A-1 B-1 A-13B-1
Yagp = mo + E B, + ZBVRg + = T aMYIM My + egp,- (2-7)
p=1 v=1l u:l =

Here, the X ;g = X, («) and X,g = X, (B) are the numerical values of the.
continuous variebles X, and X, which specify the levels of the quantitative
factcrs  and 8, respectively. (Accordingly, X, and will be cnlled
"quantitative factor variables.") That is, model (2-7; is that of poly-
nomial regression in the usual sense, and the AB-1 parameters 8{u), p{v),
and i\'Y) ‘are the regression coefficients in the usual sense. (NOTE. In
"orthogonal" analysis of variance cne would write the model, for this case
of all factors being quantitative, in the conventional way (2-3) rather
than in the way of (2-7). 1In the course of the analysis, one would
decompose the ANOVA effects into orthogonal contrasts, for example, for
factor ¢7, into the linear contrast, the quadratic contrast, . . ., the
contrast of (A-1)'D order. Since ir "non-orthogonal" ANOVA orthogonal
contrasts dc not exist, the form (2-7) of the model is used here.)

As already implied in the form of the model (2-7), also
in this cece the DIVs representing interactions can be generated from
the DIVs ¢i the corresponding main effects by maltiplication. For

example, the DIV representing the @, ... x@wu“n’ interaction,

e e Sty gt s




i.e., X;X%, i8 the product of the DIVs representing the linear effect of
@ and the quadratic effecct of 8.

Finally, consider an ANOVA model with both qualitative and
quantitative factors. As an example again teke that of the two-way
clasgification, where factor ¢ is quantitative, say, and where factor 8
is qualitative. The cambination of the two types of models (2-5) and
(2-7) leads to the model of the present case:

A-1 B-1 A-1, B-1
Yag, = Mo * I BiXg + Thyy + £ E 35“"%“«} + €qpp (2-8)
=l v=l p=l" v=l
where
- - uie) s wky |
and (f = level number of factor 5!) . (2-9)

{l it =w

W =

0if B #v J
For example, with A=B=3, the W\:‘ represent the interaction terme in the

following manner: W; and Wp are the DIVs of the interaction effect
@ ynear X7, 8nd Wi and W3 ere the DIVs of @y untratte X B

.

Summarizing, there are three types of DIVs in the analysis
of variance part of the NOVACOM model, where each DIV represents an
individual degree of freedom of an ANOVA effect: (1) the u, and their
products representing individual degrees of freedom of qualitative
factorial effects, (2) the X¥, XY, ... and their products, representing
quantitative factorial effects, and (3) the W', representing individual
degrees of freedom of interaction effects between quelitative and
quantitative factors. All factorial effects involving at least one
qualitative factor with more than two levels are represented by groups
of 2 or more DIVs. These are the groups of DIVs which are subjected
to the backward ranking procedure as will be discussed in Section 2.1.2.

When the given data layout contains unoccupied cells, or
"empty" cells, it is not always possible to fit the constants of the
ANOVA part of the model in a unique way. In other words, in case of
empty cells some of the factorial effects may be confounded. In Appendix
A a method is described for fitting the constants when the model is to
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contain interaction effects and when there are empty cells. The method
includes rules for fitiing the constanits of the various possible models
in cage of the presence of confounded effects.

In the case of confounded effects, the user of NOVACM
has the possibility to analyze all possible models, and to search for
the "most probable" significant model. Each one of the possible models
is treated as a separate problem by NOVACCM since the design matrix and
the matrix of the normal equations (summation matrix) must necessarily
be different for each model, or set of constants fitted. The various
problems corresponding to the various possible models are, therelore,
referred to &s "Set No. v", v = 1,2,3,.... Since the input of these
different sets of constants is done via Control Card No. 4 of the
program, the sets are also referred to as "Control Card 4 Set No. v",

v =1,2,3,.... For the use of the results from the various sets see
Sections 3.1.3 and 3.3.2.

For the case of an analysis of covariance model, NOVACOM
provides another option to change the model. The author has shown
(Abt [1960], pp. 102/103) for the case of one covariate (T=l in the
present notation), in which way the analysis of covariance results are
related to those of the analysis of variance (excluding the covariate)
when the factors and their interactions exercise significant effects
upon the covariate. (The covariate then, naturally, does not fulfill
the condition of being a "fixed variate"; but one has to face this
situation which of'ten occurs in practice.) In fact, in analysis of
covariance, if the factors have signi“icant effects upon the covariate,
the significance of the factorial ef cts, with respect to the dependent
variable, may be considerably reduceu when compared to the case where the
covariate is not included in the mcdel. (Sce Example 6 1ln Section 3.4.6.)
A corresponding situation exists, naturally, when there is more than one
covariate in the model. 1In other words, if significant covariates are
kept in the model, the aralyst cannot be sure that the true significance

of the factorial effects is shown in the results of the analysis of
covariance. )

In order to give the user a possibility to judge the
significance of the factorial effects without having the s:gnificant
covariates in the model, NOVACOM will optionally run an enalysis of
variance for the factorial effects part of the model alcne, i.e., without
all covariates. Also under this option, additional analyses of variance
are run for all 0OCIVs which were significant, i.e., the significant OCIVs
take the place of the dependent varisble in these analyses to study the
influence of the factors and thelr interactions upon the: covariates which
turned out to be significant in the analysis of covaris!ice model. These
additional analyses of variance are identified as "ANVAs" in the program
and will be referred to by this neme in the remainder of the present
report. As to the use of the ANVAs see Section 3.%3.3.

e e B+ e e 3




2.1.2 The Backward Ranking Method

As stated in the Intreduction, the program NOVACCM is
mainly intended as a tool to screen, for significant factorial effects,
analysis of variance (or covariance) models for crossed classifications
with incomplete and unbalanced data. The method applied to this end in
NOVACOM is the "backward ranking method" discussed in Abt [196T]. By
this method the individual and/or groups of independent variables of the
model (2-2) are ranked in en ascending order of impertance.

Speaking, for the moment, of an analysis of variance model
only, i.e., of & model (2-2) wlthout covariates (T=0), the ranking is
done as follows: At the first step, that ANOVA effect (the group of
DIVs) is deleted from the model which among all effects "admissible for
ranking" (to be defined later) has the smallest prediction power for y
as measured by its "non-significance" (also to be defined later); at
the second step, those two ANOVA effects are deleted from the model
which together have the smallest prediction power for y, where one of
the two effects is the one ranked leest important at the first step and
where the secoml effect is an effect "admissible for ranking" at this
second step; and so forth until all ANOVA effects ar~ ranked. This
method leads to e unique ranking by importance of all ANOVA effects and
enables the user of the program to define, at a prechosen significance
level a, & "significant model."

When the general model of analysis of covariance (T > O)
is again assumed, the T covariates (CIVs) are ranked in & manner corresponding
to that described before for the groups of DIVs, however, in this case one
independent varieble is deleted from the model at each step. The ranking
of the CIVs i1s done first, il.e., all original N-T DIVs are kept as part
of the model while the T CIVs are being ranked.

The ranking process of the CIVs is abbreviated as "COMO" =

"COncomitant variables Magnitude (of prediction power for y) Ordering",

and the subroutine which performs COMO in the program is identically
named. Correspondingly, the ranking process of the groups of DIVs is
abbreviated as "FEMQ" = "Factorial Effects Magnitude (of predicticn
power for y) Ordering", and the subroutine performing FEMO in NOVACOM

is again identically named. The names COMO and FEMO arc also used, in

a more general meaning, to refer to the whole analysis of covariancce
part and tc the whole analysis of variance part, respectively, of the
program.

As can be seen from the above, the ranking is peortorie i
cumulatively, that is, at each step all individual and/or groups of
independent variables ranked at previous steps ere included in the rroup
of independent variables sought at the present step to hav: minimun




. ¢

prediction power for y. (The reason for ranking "cuwml tively" is explained
further below.) The cumilative ranking principle is based on what may be
termed the "main theorem of multiple regression."” The content of the
theorem, see, for example, Anderson and Bancroft [1952], p. 172, is as
follows:

MAIN THEOREM. Glven the linear model (2-1)

N
=fo+ L Byx te,

v:

the residuals, e, are assumed to be normally independently distribuied
with expectation zero and variance o®. Under the mull hypothesis
H0{9v=42="’ BVN"-O}:Where{vapv:" :Bv

are the regression coefficients of e speciﬁea set of N-N' independent
variables whose contribution to the "total" regression sum of squares
(due to all N independent variables) is to be tested, the variance
ratio

- /ATSS - ASSR(N) (2-10)
N- N' n-N-l

is distributed as F with N-N' and n-N-1 degrees of freedom. The
terms in this formula are defined as follows:

ASSK(N) = "total" regression sum of squares adjusted for the mean,
with N degrees of freedom, due to all N independent
variahles;

SSy_w = ASSR(N) - ASSR(N') = "additional" regression sum of

squares, with N-N' degrees of freedom, due to the
specified set of N-N' independent variables, where
ASSR(N') 1s as defined below;

ASSR(l') = regression sum of squares adjusted for the mean, with N!
degrees of freedom, due tc the N' < N independent variables
left in the model after delezing the N-N' independent
variables whoge contribution to the fit is to be tested;

n
ATSS = T (y,-y)® = total sum of squares (of y) adjusted for the
i=1 mean, with n-1 degrees of freedom;

n = total mmber of observed y-values.

10




In the terms of the NOVACOM model, the “"specified set of
N-N' independent variables" equals the sum of (1) the CIV or group of
DIVs to be considered for ranking at a given step and (2) all previously
ranked IVas. The prediction power for y of this set may be teated by
F, of (2-10), that is, the null hypothesis that the set of N=N' IVs do
not have any prediction power for y may be tested. Obviously, the more
significant F, is, the more important is the corresponding group of
independent variables for y, and vice versa. This leada to the ranking
criterion "Non-Significance" as used in NOVACOM for the actual ramnking:

w®
Non-Significance = j‘ o(F)dF (2-11)
F

where @(F) is the probability density function of F with N-N' and n-N-1
degrees of freedam. The non-significance is the taill area under the
density curve of F to the right of the calculated value F,. One can
easlly see from (2-11) that the non-significance equals. the significance
level o in the test (2-10) when F, equals F,_,.

The importance of the non-significance as a ranking
criterion lies in the fact that, in comparing various sets of independent
variables, the possibly varying degrees of freedom, N-N', of the scts are
taken into account. The term non-significance 1s derived from the fact
that a set of IVs with a non-significance which is larger than that of
enother set of IVs cun be considered as having a prediction power for y
which is smaller than that of the second set.

At cach step of the analysis of variance part of NOVACOM,
the non-significances are computed, for each admissible effect at that
step, with the incomplete beta function ratioc, see, for example, Greenwood
and Hartley [1962], p. 182:

Non-Significance = j'qp(F)dF Lc(yfa, xf1),

Fe
where
X, = (1+ ?Z F ! L (2-12)
fl = N-N! I
fa = n-N-l

1l




In the text of the present report, the computed value of the non-significan.

will be referred to as "I(X)." The subroutine included in NOVACOM for this

computation is called ISUBK and is based on & method by DiDonato and o
Jarnegin [19667.

One can see that in the anelysis of covariance part of
NOVACMM, i.e., in COMO, the ranking criterion "non-significance" is
equivalent to that of the "additonral regression sum of squares”, SS,_,,
of the Main Theorem, (2-10), because at each step the degree of freedom
f1 18 constant for all CIVs to be considered for ranking. Consequently,
the CIVs are ranked in the program according to 8Sy_y*+ However, once
the least importent CIV at a given step has been found according to the
smallest 3Sy_y+, the I(X)-value (2-12) for the corresponding group of
N-N' CIVs is computed in order to provide information for the determinatior
of the significant CIVs.

The prograp defines the significant CIVs, which ure to be
kept in the model during the later ranking of the factorial effects, as
follows. From the established ranking order in COMO (which is achieved
while keeping all original N-T DIVs in the model) and the I(X)-valueu the
program looks for the “first significant step”, i.e., the step where
I(X) < o for the first time. (This value @, which is specified from
one of three g~values chosen by the program user, is defined as "g-value
No. KALPHA"; where KALPHA = 1,2, or 3, is also the choice of the user.)
All CIVs ranked before the step where I(X) < ALPHA (KALPHA) for the first
time will be deleted permanently from the model, whereas the others

(1.e., the significant CIVs) will remain part of the model throughout
FEMO.

The ranking of the covariates and the fectorial effects
in the manner described above leads to a uniquely defined crthegenal
decomposition of ASSR(N), the "total regression sum of squares", into
the successive "additional regression sums of squares." This is the
msin advantage of the ranking method compared to other methods of
applying analysis of variance to intomplete and unbalanced data layouts.
If all N-T degrees of freedom available in such a layout are properly
ascribed to factorial effects (see also Appendix A), the regression sum
of aquares, ASSR(N-T), due to all N-T DIVs with which FEMO started, has
degrees of freedom equal to the number of occupled cells in the layout
mimus one. However, it is not always desirable (or possible, due to
program limitations) to ascribe all degrees of freedom "between cells"
to factorial effects. 1In any case (whether or not ASSR(N-T) equals the
sum of squares between cells), the ranking method should and will *engd
to ascribe a maximum portiovn of the regression sum of squares to a
minimum number of factorial effects. Correspondingly, a maximum portion
of ASSR(N) is ascribed to a minimum number of covariates and factorial

effects, or, in multiple regression, to a minimun number of independont
variables.




The backward direction of the ranking (as opposed to &
forward direction) 1s necessitated by the fact that only in this way
are the unities of so-called "compounds'" preserved during the ranking
process, see Abt [1967]. A "compound" is defined as a set of N (s N)
IVs when the error variance ® associated with all R 1vs is smaller,
by orders of magnitude, than the error variance associated with any
subset of N-1 IVs, i.e., after any single IV has been excluded from
the set of the N IVs comprising the compound.

Note. The reason for ranking the CIVs and/or groups of
DIVs cumulatively on the basis of F, in (2-10) is in order to be able to
maintain a valid ranking criterion through the significant model- The
alternative to the cumilative ranking procedure would be to include in
the numerator of a given F,-value (2-10) the additional regression sum
of squares due to only one given effect considered for ranking. For
example, at the second step of the ranking, if a given effect is repre-
sented by N'-N" DIVs (where N > N' > N") one would use, instead of (2-10),

_ SSy¢ .+ /ATSS - ASSR(N)

F
‘ N'-KN" n-N-1

to test the null hypothesls that the N'-N" regression coefficients are

all zero. However, thils F, -value is distributed as F only if the previous
mull hypothesis, Ho{B, By - -+ =8, ,} =0 was accepted. That 1s,
a ranking nrder based dn thif alternative ﬁ?%cedure would be valid only
until the first significant effect is reached. From then on, that is, for
all offects except the least important one contained in the significant
model, the rankiong order would be invalid. Since, in the method of NOVACQM,
considerable emphasis is piaced on the ranking order of the sipgnificant
effects alsy, the cumulative dropping procedure based on the F,-value

(2-10) is udcpted here. It is felt that the ranking corder (for non-
significant effects) would be changed little - if at all - ir the
alternative procedure would be applied. However, the significance as .,
given by I(X) is possibly very much dependent upon whether the cumulat ive
or the alternative ranking method is applied. For this reason, the program
gives the necessary printout to provide the analyst with the information

to determince the significance of the F-test at any given step according

to the alternative method. See Section 3.1.3 for a more detailed discussion.

In addition to the cumlative ranking procedure, the progran
NOVACQH has an option to perform also "single deietion”, or “sincsle dropping”
(or CIVs and/or groups of DIVs from the model). However, in th: procciure
o' single dropping the ranking order is taken from the results of the
cumulative procedure without re-employing the I(X)-criterion or swns of
squares criterion for ranking. The single dropping procedure vssentiually
conzists of a redefinition of the model at each step, i.c., ol a pooling
of the additional regression sum of squares due to the previocusly ranked
CIV and/or group of DIVs with the previous error sum of squarcs at cach
stop.  For example, at the second step of single dropping in FEMO, the
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error sun of squares (which was ATSS - ASSR(N-T) at the first step) is
redefined as ATSS - ASSR(N-T) + 85(1), where 851) is the additional
regression sum of squares due to the group of DIVs representing the
factorisl effect which was ranked (by the cumilative dropping procedure)
as least important at the first step. This means that, for the secomd
step, the model is redefined as containing all factorial =ffects of the
original model except the one ranked least important at the first stcp.
For the factorial effect which was ranked second-least important at the
sarond step of the cumlative dropping procedure, the I(X)-value (2-12)
is then computed with f, = degrees of freedom of effect ranked second-
least important, and with fz = n-N+T-1 + DK1), where DK1) arc the
degrees of freedom of the effect ranked least important at the first

step. At the third step of single dropping in FEMO, the above degrees

of freedom I, and fz are pooled (as are the corresponding sums of squares)
to form the new error degrees of freedom for the third step; and so forth.
The reason for computing the one I(X)-vi lue, as indicated sbove, at each
atep of single dropping i1s to provide the necessary information for the
determination of a significant model baged on this single dropping
procedure.

The reason for having thz two ranking procedures in NOVACOM
to determine a significant model and the usc of the two procedures are
discussed in Section 3.1.3.

As mentioned previously, at each step of the cumlative
ranking procedure only the "admissible" effucts are considered for
rank'ng at that step. The concept of ranking under rules of "restricted
adnissibility” (sce Abt [1967]) ls based upon the fact thet some of the
additional regression sums of squares, 83, .+ of (2-10), which correspond
to certain mull hypotheses, arc dependent upon the type of linear
restrictions chosen for the model conatants; see Scheffe’[19597 and
Gosslee and Lucas [19565]. Scheffe, for example, has shown that the
additional regression sum of squares due to any one of the two maln effects,
@ and 8, in the model (2-3) of Section 2.1.1, is dependent upon the
restrictions chosen for the constants a; and by (o = 1,2,...,A, and
B =1,2,...,B) a8 long as the constants ab;g of the interaction 8 are
contained in the model consisting of the N' IVs. For models with qualitative
factors only the following can be shown to be generally true. The additional
regression sum of squares, S§,., , due to a ractorial effect, 15 dependent
upon the restrictions chosen for the constants of the model as long as &
higher order interaction effect, whose symbol contains ull script lctters
of the given factorial erfect, is retained in the remaining model of the
N* IVs. The given factorial effect, whose symbol consists of script
letters all contained in the symbol of the higher order interaction effect,
will be called a "sub-effect" of that hifher order interaction affect.
For example, in a three-way crossed classificetion with quulitutive factors
d, B, and ¢, an additional regression sum of squares, SS,_,, containing the
effect @B is restriction-dependent as long as the constants of the three-
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factor interaction @9, with respect to which @8 ir a sub-effect, are

comteined in the model of the N' IVs. Corresponding restriction dependences

can be shown to be generally true for cases with both qualitative and

quantitative factors. The relations with respect to "gub-effects", among

the factorial effects in thease cases will not be explicitly stated here

tut are implied in the admissibility rules given further below and in

Section 2.2.2. !

Since, in general, the type of linear restrictions is
arbitrarily chosen, it is logical to look for conditions under which the ’
additional regression sums of squares are always independent from the |
linear restrictions. This independence is achleved by performing the :
ranking procedure under so-called "restricted admissidility" rules: In |
the backward ranking method, a given factorial effect is conaldered ‘
adnissible for ranking only when all effects of which the given factorial
effect is a sub-effect have been deleted from the model. For example, in
the two-way crossed classification (both factors qualitative) with inter-
action, the symbols ¢ and 8 are contained in the symbol (9 which makes
G and 8 mub-effects of (2. Therefore, the main effects 7 and 8§ will not
be considered for ranking before the interaction (3 has buen ranked
(delated). Thus, in the two-way crossed classification, ranking under
restricted admiesibility rules always implies ranking the interaction
effect (8 a8 least important. Correspondingly, in the threc-way classi-
fication, the interaction eftecy of second order, @R, when fitted, will
always be ranked as the least important effect. Once that is done, the
interactions of firast order, &%, «C, and &, become admissible for ranking.

The main effect ¢, for example, would become admissible only after (%

and ¢, in eaddition to @32, had bcen ranked (deleted). In cther words,
according to the backward rankin; method under restricted admissibility
rules, the least important effects mre always, and by definition, the
interaction effects of higheat order. Whean thege interaction effects
become members of the significant model, their "sub-effects" will auto-
matically become members of the significant model too. The laiter merely
reflects what the statistician is always aware of: If the interaction
between two factorial effects (of any order) is significant, then, in
general, each one of the two factorial effects themselves is significant
at least at one level (or level combination) of the other effect(s). For
exampls, take the cage of a significant interaction @®. This signiticance
implies, in general, that factor ¢ has a significant effect upon the
response varieble at lcast for one level of factor 8; and vice versa, that
factor 8 has a significant effect upon the response variable at least for
one level of fastor @. (Even in "orthogonal" analysis of variancc it does
not make scnse to conclude that "@3 is significant but ¢ and A are not
significant", merely judging from the F-tests in the ANOVA table. Application
of t-tests at the individual levels of facvors ¢ and A will, in general,
show significant effects.)
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In light of the above reasoning, the forced inclusion, in
the significant model, of factorial effects which are sub-cffects of
aignificant interactions does not appear to be a scricus drawback in the
establishing of a aignificant model by the backward ranking method under
restricted admissibility rules.

The rules of restricted wdmissibility in the backward
ranking method are applied, in the way deacribed above, to all qualitative
factorial effects (represented by groups of DIVa of the u-type only, see
Section 2.1.1). Since no linear restrictions are applied to the wmodel
constants of quantitative factarial effecte, the problem of dependence
upon linear restrictions does not arise with these effectas.
Consequently, there is, in general, po need tor restricted admissidility
rules in the ranking of factoriel effects when all factors in the model
are quantitative. The exception is when the unalyst wants to arrive at
a significant model which contains all polynmial tcrms of the quantitative
factor variables having lower order than the significant termse. NOVACM
does provide an option for the indicated type of restricted admissibility
rules in the ranking of effects when all factors in the mode)l are
quantitative. For example, if the term XJ is significant, X and X, also
would became terms of the aignificant model under this option. The option
autamatically also applies to the ranking of the CIVs (if any are in the
model). This type of "restricted admissibility" (which actually is the
napge of this option for cases with quantitative factors or CIVs in the
model) applies alsc to all cross product terms and can generally be
defined as follows: Under the option of "restricted admissibility",
only thoge CIVs or DIVs (the latter being powers or crosa product terms
of quantitative factor variables) are admissible for ranking at & givea
step which are not "Sub-CIVs" (to be defined) or "Sub-DIVs" of other
CIVs or DIVs, respectively, contained in the remaining model of the N'

IVe. A CIV 1is called a "Sub-CIV" with respect to ancther CIV when the

aymbol of the "Sub-CIV' is contained, as a factor, in the asymbol of the
other CIV. An ohvioua corresponding definition applies to "Sub-DIVa"

(the DIVe being rs or product tgrps of quantitative factor variables).
For example, xpg is a gUb-CIV of X1X3. X, ia & sub-DIV of X2X,. One
sdvantage of renking under the option of "rastrictecd admissibility" 1is that
the significant model becames invariant with respect to variable trans-
formations (for example, when replacing x, by X,-x, for reasons concerning
the accuracy of the matrix inversion). For m:{ner discussion see

Reference 2 and Seccion 35.1.3 on the use of the ranking options in the
present report. (Note. The program user may choose the option "unrestricted
admissibility" when he does not desire to rank the quantitative factorial
effects and CIVs under the option "restricted admissibility”" just described.)

In the model of the type (2-8), which contains both
qualitative and quantitative factoriml effects, ranking under rules of
restricted admlssibility will lmply & logical combination of the rulea
outlined above separately for each one of the two types of ANOVA effects.
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For example, in the two-way crossed classification, the interaction effect
of the linear componcnt of (quantitative) factor ¢ with (qualjtative)
factor 8 will bear the symbol X5. Under both options of receiricted and
wnrestricted admissibility X, and B are sub-effects of XA and will not
become admissible for ranking until X8 has been ranked, \.e., deleted
from the model. Also, X; would not be admissible as long as X25 is
contmined in the remaining mudel (consisting of N' IVa). In the same
example, all interaction effects X 8, X:a, ceey x:'\a, will be admlaasible
at the first step of ranking when the option "unreatricted admissibility"
1s choaen, which here actually means "relaxed admissibility" aince the
admigsibility restrictions originating from the presence of the
qualitative effects stlll do exist. In the case discussed before when

the analyst wants to kcep all polynomial terms of lower order (than the
crder of the significant onea) in the significant model, the user chooses
the option for "restricted admissibility." Under this option, in the
above example, at the first step only X *“!# would be admissible, followed
by X,~98 at the second step, and so forth.

Summarizing, there are two options for admissivility when
the NOVACOM model contains quantitative factors or CIVs: ‘'restricted
adnissib!lity" according to which all lower order polynomial terms are
Kept in the model all the time, and “unrestricted admissibility" according
to which the lower order terms are not necessarily kept in the model.

When applied to the ANOVA part of the model only, "unreatricted
admissibility" 1s referred to as "relaxed admissibility.” For more
details on the admissibility options see Section 2.2. '

The rules for ranking factorial effecty under restricted
admissibility stated go far, if adhered to, assure the {ndepcndence of the
addi’ ional regression sums of squares, 88,4+ s from the lincar restrictions
chosen when all cells of the data layout are occupied. For the model of
the type (2-5) with only qualitative factorial effects, adherence to the
iules assures this independence algo for data layouts with empty cells.
However, for tie model of the type (2-8) with both qualitative and
quantitative factorial effecte, the established rules are not sufficient
to assure the independence in case of empty cells. For this situation,
this author has not yet been able to completely define the pattern of the
restriction dependence of the additional regression sums of squares.

As & sat'eguard ln this case, a procedure is used in NOVACOM
which is overconservailve in its restrictions on the admissibility but
asgures the independence of the additional regression sums of squares from
the linvar restrictions imposed on the model constants. The procedure
cugent inlly conglsts of treating certain interaction effects ag if they
were interactions between qualitative factors only. For a formal
definition of these "partimlly fitted full effects”, as they arc called,
and of the prccedure indicated, see Section 2.2.2.
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A final remark in this discussion of the bdackward ranking

method concerns the fact mentioned befure that the (cumulative) ranking is
uot terminated when the "significant model” is reached but is continued
nntil all factorial effects have been ranked. This continued ranking
through the sigrificant model serves two purposes: (1) The analyst will
obtain & ranking of the factoriasl efflects which are contained in the
sigrificant model, i.e., he will know the relative importance of the
effects in the significant model; and (2) he will get an idea of what
his significant model would have loocked like had he chosen a different
significance level o for the determination of the significant model.
The second purpose ig toc a certain degree, also served by the provision
given 1n NOVACOM tc actually choose three o values for three different
significant models, where a full printout of all pertinent data is given
for each of these significant models. :

Ranking through the significant model sometimes leads to
I(X)-values which are so small that they are far beyond the accuracy
1limits of the subroutine ISUBX which computes I(X). In order to be able
to rank the factorial effects of the significant model in this case, &
provision is made in the program to automatically redefine the error sum
of squares by one of three pooling procedures. These pooling procedures
(marked by one, two, or three " *“-gigns attached tc the step number of
the ranking) increase the error sum of squares, thereby decreasing the
F-velue of (2-10) and increasing the I(X)-value according to (2-12). Of
the three pooling procedures the first one (the " *"-procedure) is identical
to the single dropping procedure. The " **"- and " ***".procedures are nct
Justifiable from a theoretical point of view and are just "emergency"

measures to ensure a complete ranking in all cases. For mcre details, see
Sections 2.3.2 and 2.h4.

2.1.3 Accuracy Checks on Matrix Inversions

Since the method of NOVACOM is based on the general linear
model (2-1), the accuracy of the results is dependent upon the accuracy
of the inversion of the matrix of the normal equetions of rank N+1 and of
all matrices of smaller rank to be inverted at subsequent steps of the
ranking. The matrices may be singular (by faulty fitting of IVs) or they
may be ill-conditioned such that the inverses are fictitious or inaccurate,
regpectively. The procedure used in NOVACOM to check on the validity of
the inverses is essentially that of the program DA-MRCA (see Reference 2).
The main features of the procedure are (1) computation of the watrix
I. =. YA, vhere A is the matrix of the coefficlents of the normal equat?ons
and A"} is 1ts inverse, and (2) comparison of the main diagonal elements of
I. with those of the unit matrix I. If any one of the deviations | i,,-1]
is larger thar a small input value, "TOLI2", where the i,, are the main
dlagonal elements of I,, the inverse A"! is rejected and a new inversion
is tried after a specified admissible CIV or admissible group of DIVs has .
been deleted from the model. 'This procedure is continued until the first
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time an acceptable inverse A"! (corresponding to an acceptable, or "good" '
model) is found. The step in the ranking method when the "first good model" A
is found is called the "first good step." Once the first good step has : o
been reached, no further accuracy checks on the matrix inversions are
performed. The reason is that, at the first good step, all singularities
must necessarlly have been eliminated, and that the accuracy of the
inversion is assumed to improve with the monotonic decrease of the rank
of the matrix at subsequent steps.

The reasons for checking only the main diagonal elements
of the matrix I, is derived from the fact that the off-diagonal elements
of I, are not necessarily indicative of the accuracy of the inversion;
see Section VI.l.b of Reference 2.

Two preliminary checks are exercised before the procedure
described above is executed: (1) a check whether the determinant of the
matrix A is non-positive and (2) a check whether an element of the main
diagonal of the inverse, A"1, is negative. Should any one of the two
events happen, the model of the corresponding step in the ranking is
rejected without performing the remsining check(s).

2.1.4 Printout and Comprehensive Analyses

The program gives a "full printout” of all pertinent data R
at selected steps of the ranking. The sclected steps include the "first
good step” and each step at which a significant model according to one
of the specified o-values is reached. (As mentioned, up to three such
a-values may be specified of which one is to be defined as KALPKA in case
both CQMO and FEMO are to be run. The same set of g-values is used for
bovh the cumulative and the single dropping procedure and in COMO as well
as in FEMO.) The full printout consists essenulally of the following:

The elements cyy of the inverse matrix, A"'; the value of the determinant
of A; the estimated regression coefficients, b,, and their standard
deviations, s/cw, where 8 is the square root of thg estimated error
variance for the given step; the predicted values, Y, and the prediction
errorg, e; the prediction ervor frequency distribution and the results

of the calculation of the y®-test for normality on the prediction errors.
The full printout for any one of the three o-values in both cumlative

and single dropping should provide the program user with all information
for the model he decides to use as the "significant model."

In audition to the full printout, a complete identificatiorn
of the data input is printed at the beginning of each procblem, including &
list of the DIVs and CIVs; tne observed values of the quantitative factor
variables, of the OCIVs and the dependent variable(s); all averages and
various other statistics; and the summation matrix (the latter consisting
of the matrix A and the cross product terms wit'\ the y's).

19



e —

r— .

e i

For every step of the ranking, the I(X)-valces and their
argurents (a = yfo; b = §f,) are printed, plus an identification of the
admissible CIVs or effects. The latter enables the program user to follow
the ranking process in detail and to see how the progrem arrived at the
established ranking order of CIVs and/or factorial effects.

At the end of each problem a "Final Comprehensive Analysis",
("FCA"), is printed which gives the resulis of the ranking in condensed
form. There is an FCA printed for both cumulative and single dropping in
case the option of alse performing the single dropping procedure has been
chosen. Each line of the FCA corresponds to one step of the ranking
procedure, and the following are scme of the more important items printed:
The symbol of the CIV or effect ranked at this step; a "Procedure" -
symbol (PRC) consisting of an asterisk when this 8tep corresponds to one
of the three specified significance levels o; the I(X)-value; the two
mean squares in the F-test plus thelr degrees of freedom; and the
coefficient of determination. B8ee Section 3.3.1 for a detailed discuasion
of the FCA. The ANVAs, when applicable (i.e., when there were significant
covariates in an analysis of covariance model and when the ANVA option was
chosen), are also printed in the form of FCAs at the end of a problem.

When several Control Card 4 Sets have been run, a "Final
FCA" is printed, repeating the FCAs from each problem in order to facilitate
a convenlent search for the most probable significant model. See Section
3.4.5 for an example of how to use such a Final FCA.

2.2 Automatic Generation and Controls

The present section contains a description of the automatic
generation of the model terms (CIVs, DIVas, effects), the controls over
the admissibility of these terma during the ranking processes, and the
generation of the design matrix in NOVACOM. The notatlon used is that
which is also printed by the program in the identification of CIVs, DIVs
end factorial effects. Together with the contents of the next section (2.3),
the contents of the present section originally served as the programmer's
information for coding NOVACQM.

2.2.1 Generation and Admissibility of CIVs

First, the notation will be introduced which is used for
the CIVs (concomitant independent variasbles) in the analysis of covariance
part of the NOVACOM model.

OCIVs ("Original" CIVs) i.e., CIVs of which a physically
observed value exists for each observed value of the dependent variable, Y,
are dencted by their cardinal numbers followed by a "1" in parentheses,
indicating the first power, that is, the OCIV itself: 1(1), 2(1), 3(1),
etc., corresponding to X3, Xz, X3, etc., respectively, in the usual aotation.
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GCIVe ("Generatad" CIVs) which are powers of OCIVs are denoted by the
cardinal number of the OCIV followed, in parentheses, by the power to
which the OCIV is raised; for example, 2(2), 4(6), etc., correasponding
to Xz, Xg, etc., regpectively. GCIVs which are products of powers of
OCIVa are formed by connecting CIVs by "x's", for example, 1(1) x ?(3)
corresponding to x;x%, and 2(1) x 5(2¥ x U(6) corresponding to xaoxaXs-
Accordingly, the following definitions are introduced:

A "CIV" 1s identified by one or more pairs of numbers, the pairs
belng connected by "x's". The first number in each pair 1s called

the "cardinal mumber" or "OCIV-number"; the second mumber is put in

parentheses and is called the "power."

Quite often the user will want to fit a model of order
p> 1 in the concomitant variables. In general, this would mean that
all possible terms up to order p of the OCIVs are desired in the mecdel.
For example, with two OCIVs, 1(1) and 2(1), a complete model of order

p=2 would include the following 5 CIVs: 1(1), 2(1), 1(2), 2(2), 1(1) x 2(1).
(In usual notation, these are x;, xp, X3, Xp, X1%Xz.) The generation of a

h order model is done automatically in NOVACOM according to the order
p=P put in columns 14 + 15 of Control Card No. 1. (See Section 3.1.1.)

With TP (columns 12 + 13, Control Card No. 1) being the number of OCIVs,

the program will generate a total number of GCIVs equal to:

P
T-TP=2TP+3-1)-TP, (2-13)

J=1 J

and the total number of CIVs will be

P
T = Z(TP-O-j-l). (2-14)

J=l J

In the following Table 2.1, a scheme is given for the
generation of an example model of order p=3 with TP=4 OCIVs. The first

four columns, one each for each OCIV, give the powers to which the OCIVs

are ralsed to form, after multiplication, the CIV given in the fifth
column. The last column glves the number of CIVs in each order-group.
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In addition to the automatic generation feature for CIVs,
NOVACM provides options to delete CIVs from the automatically generated
se- or to add CIVs to this set. The lattes mode of specifying the CIV-
part of the NOVACOM model may also be used to input the entire set of
CIVs by hand. The individual CIVs to be deleted or generated will be
put on Control Card No. 5 (see Section 3.1.1) i. the notation as Zescrived
above. The various options are provided to make possible the ue’ economic
generation of the CIV-part of the model. For the use of the optivrs see
Section 3.1.2.

As mentioned before, the program user has the choice between
"restricted admissibility" and "unrestricted admissibility" of the CIVs
in the ranking process of the CIVs in CQMO. (See column 38 of Control
Card No. 1, Section 3.1.1.) "Unrestricted admissibility" simply means that
all CIVs not yet ranked at a given step of COMO are admissible for ranking
at that step.

The restricted admissibility option 1s governed by the
following definitions:

At a given step of COMO only those CIVs are admissible for ranking
which are not "Sub-CIVs" of other CIVs not yet ranked. A CIV is

a "Sub-CIV" of another CIV when (1) for each cardinal number in
the symbol of the (sub-) CIV there is the same cardinal number
present in the symbol of the other CIV, and (2) the powers of the
(sub-) CIV are not larger than the corresponding ones of the cther
CIV.

In order to illustrate the above definitions, take the
example of the model of order p=3 given above. For simplification, assume
that the GCIVs of order p=3 except 1(3), 2(3), 3(3), and 4(3) have been
deleted from the complete set of T=34 CIVs by means of Cortrol Card No. S.
Then, the relations between the CIVs are as given in Table 2.2. 1In this
cxample, therefore, the following 10 CIVs would be admissible at the first
step of CMO, under the option of restricted admissibility: 1(1) x 2(1),
1(1) x 3(1), (1) x 4(1), 2(1) x 3(1), 2(1) x 4(1), 3(1) x 4(1), 1(3),
2(3), 3(3), 4(3).

2.2.2 Generation of DIVs and Admissibility of Fuctorial Effects

The notation for the DIVs (design independent variables)
in the analysls of variance part of the NOVACOM model is based on the
following definitions. A DIV is defined to be of order d, where d is the
order of the factorial effect which the DIV is representing (possibly
together in a group with other DIVs). For example, the DIVs of main effects
have order 1; the DIVs of two-factor interactions have order 2; and in
general, the DIVs of interactions between d factors have order d. The
symbol of a DIV contains d pairs of numbers, where the pairs are ccnnected
by "x's". Each pair of numbers stands for a factor of the crossed
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1(1) is Sub-CIV to 1%2
1

2(1)  is Bub-CIV  to  1(1) x 2(1)
2(2)
2(1) x 3(1)
2(1) x B(1)
2(3)

3(1) is Sub-CIV to 1(1) x 3(1)
2(1) x 3(1)
I 3(2
3(1) x b(1)
3(3)

4(1) is Sub-CIV to 1(a2

1(2) is Sub-CIV  to  1(3)
1(1) x 2(1) is Sub-CIV to NONE
1(1) x 3(1) is Sub-CIv to NCONE
1(1) x 4(1) is Sub-CIV  to  NONE
2(2) is Bub-CIV  tc  2(3)
2(1) x 3(1) 18 Sub-CIV  to  NQNE
2(i) x &(1) is Sub-CIV  to  NONE
3(2) iz Suv-01Iv to 3(3)
3(1) x 4(1) is Sub-C1V to NONE
L(2) is Sub-CIV to L(3)

1(3)  is Sub-CIV to  NONE

2(3)  1s Sub-CIV  to  NONE
3(3)  is Sub-CIV  to  NONE

L(3) is Sub-CIV to NONE
Table 2.2 7
2k B/
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classification, and the first number in the pair is the cardinal number

of the factor, to be callied the "factor number." For example, the factor
numbere 1, 2, 3, ... correaspond to the usual factor symbols 7, 8, &, ...,
respectively. The second mumber in each pair is connected with the firet
by an asterisk when the factor is qualitative and equals the level number
of that factor. The second number of the palr is connected with the first
by a point when the factor is quantitative and equals the power to which
the quantitative factor variable is raised. Accordingly, one has the
following definitiones:

First number in "factor pair" a "factor numsbe:"
Second number in "factor pair" = "level number" when factor qualitative
Second number in "factor pair" = "power" when factor quantitative.

For example, in a three-way crossed classification (with factors @, 8, and
C all at three levels, say) factor No. 1 () may be qualitative, factors
No. 2 and No. 3 (8 and ) may be quantitative. Then, typical DIVs of
order 1 are l*1 and 1*2, where these two "factor pairs" are the two DIVs
representing the main effect of 7. or (qualitative) factor No. 1. Also,
the factoer pairs 2.1 and 2.2 are the two DIVs of order 1l corresponding
to the first and second power of the quantitative factor variabtle of
factor No. 2. (In the notation of Section 2.1.1, these twc DIVs stand
for X, and Xi, respectively.) The DIVs representing the interaction
between the first and the second factor are then 1%l x 2.1, 1%2 x 2.1,
1*1 x 2.2, and 1*2 x 2.2. DIVs of higher order are formed in a corre-
sponding manner.

¥hereas in the generation of CIVs the progrem user may want
to generate a model which contains all CIVs up to a given order P, the user
will want, in general, to generate a model containing all DIVs up to a given
order d=D, say. This order, D, in general, will be equal to the number of
factors in the data layout to be analyzed. Accordingly, NOVACOM provides
an option to penerate all DIVs up to a specified order D (columns 4-9,
Control Card No. 1; see Section 3.1.1). The total number of DIVs generated
under this option depends upon the numbers of levels of the factor's. These
numbers are input on Control Card No. 2 (see Section 3.1.1). According
to the lincar restriction (2-4) introduced in Section 2.2.1, the "level
nunber" in a “factor pair" representing & qualitative factor can only go
up to one less than the total number of levels of the fac: . Tor example,
in the case of 3 factors, where the first factor has 4 levels and is
qualitative, and where the second and third factors have 2 and 3 levels,
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‘egpectively, and are quantitative, the second numbers in the factor pairs
will go up to 3, 1, and 2, respectively. Therefcre, if the specified
order of the model to be sutomatically generated is D=2, the model
generated will include the (3+1+2) + (3-1+3-2+1-2) = 1T DIVs listed

in Table 2.3.

DIV - Symbol
11 )
w2
pL3} > 3+1+2=06DIVa of Order 1
2.1
551
3.2 J
w1 x 2.1
w2 x 2.1
1-3 x 2.1
x 3.
*]l x 3.2
%2 x 3.1 > 3.1+ 3:2+ 1'2 « 11 DIVs of Order 2
1*2 x 3.2
%3 x 3.1
3 x 3.2
2.1 x 3.1
.1 x 3.2 J

Table 2.5

As can easily be seen, the DIVs of order d > 1 can be generated by forping
all possible products among DIVa of order d=l with unequal "ractor numbers"
{first mumbers in the pairs).

Correspornding to the CIV generation discussed earlier, the
program provides options to delete DIVs {rom the automatically generated
set or to add DIVs to this set. The individual DIVs to be deleted or
generated will be put on Control Card No. 4 in the notation described
above. I'or the use of the generation options see eagain Section 3.1.2.

The fol) wing definitions, which are easentieal for the FEMO
part of the analysis, refer to the final set of DIVs as generated after
the application of .ne generation option(s) described above.

An "cffect" (factorial effect, that is) is defined as the group
of all DIVs uf equal order which (1) have equal "factor numbers",
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factor by factor, and (2) have equal "powers" in each (quantitative)
“"factor pair", pair by pair. (That ia, the only quantitles which :
vary in the symbols of the DIVs representing an "effect" are the

"level numbers.")

Groups of DIVs representing effects according to the above
definition are symbolized by replacing the factor pairs of the qualitative
factors by the factor numbers alone. TFor example, the group of DIVs
representing the ¢ x 8,,,.., interaction, when {qualitative) factor @
has, say, i levels, that" 18, the 3 DIVs, 1 x 2.1, 182 x 2.1, #3 x 2.1,
is symbolized by 1 x 2.1.

The mumber of DIVa in & group representing an "effect"
equals the degrees of freedom of that effect.

Aa discussed in 8ection 2.1.2, the program user may choose
between two options which control the admissiblility of effects for ranking
at a given step of FEMO: ‘'restricted admimsibility" and "relaxed
admissibility." The two options concern ANOVA models which contain at
least one quantitative factor, but the adinissibility rules in both options
cover also the case of only quslitative factors in the model. (The two
options are coupled with the options for “restricted admissibility" and
"unrestricted admissibility" of CIVs, respectively, and are controlled
by the same program variable, "CAD", see column 38 of Control Card No. 1.)

The following definitions apply wh ' there are no empty
cells in the original and/or marginal data classif:cations for which
model terms (DIVs) are fitted.

Under "restricted admissibility", an effect is admissible for ranking

at a given step when it i{s not & "sub-effect" of cther offccts not

yet ranked (i.e., of effects still contained in the model of the N'

IVe). An effect is a sub-effect of another effect, (1) when for each

Tactor number in the symbol of the (sub-) effect there is the same

factur number present in the symbol of the other effect, and (2) when

the powers in thz quantitative factor pairs of the (sub-) effect are o
not larger than the corresponding ones of the other effect.

{Note. 1In Section 2.1.2, sub-cffects represented by onc
DIV were also referred to as "sub-DIVs.")

For instance, in the example of the three-way crosscd
classification discussed earlier, where qualitative factor ¢ had 4 levolg
and quantitative factors 9 and ¢ had 2 and 3 levels, respectively, effcct
T X gneer? O L x 3.1, under restricted mdmissibility is u sub-cifvet of

5, x 2.1 x 3.1, and 1 x 2.2 x 3.2, Only when the last three eoffects

1lx3.




have been ranked (i.e., deleted from the model of the N' IVs), does

1 x 3.) bacome admissible for ranking. Also in this example for restricted
admissibility, 3.1 is a sub-effect of 5.2, 1 x 3.1, 1 x 3.2, 1 x2.1 x 3.1,
and 1 x 2.1 x 5.2. As another example, in the three-way crossed classifi-
cation with qualitative factors ¢, 8, and ¢, effects 1, 2, 3, 1 x 2, 1 x 3,
and 2 x § are sub-effects of 1 x 2 x 3. Once 1 x 2 x 3 is ranked (i.c.,
deleted from the model), 1 x 2, 1 x 3, and 2 x 5 become admissible. (Note
that in the present cxample of qualitative factors only, effects of cqual
order cannot be sub-effects of each other.)

Under "relaxed admissibility" an effect is admimsible for ranking at
B given step when it 1a not a aub-effect of other effects still
contained in the model of the R' IVa where a "sub-effect" is now
defined as follows: An effect is a sub-effect of another effect

(1) vhen for each factor number in the symbol of the (sub-) effect
there is the same factor number preseni in the symbol of the other
effect and (2) when the powers in the quantitative factor pairs of
the (suk-) effect are not larger than the corresponding ones of the
other effect, and (3) when the (sub-) effect is of lower order than
the other effect and (k) when the symbol of the other effect cuntains
at least one qualitative factor.

For inatance, in the example mentioned before, where
Qualitative factor ¢ has 4 levels and quantitative factors B and ¢ have
2 and 3 levels, respectively, effect @ X Cy,,,4,» ©F 1 X 3.1, under
relaxed admissibility, is a sub-effect of 1 x 2.1 x 3.1 end 1 x 2.1 x 3.2,
When the latter two effects are deleted from the model, 1 x 3.1 becomes
admissible for ranking. Also under relaxed admissibility, 3.1 is a sub-
effect of 1 x 3.1, 1 x %.2, 1 x2.1 x 5.1, and 1 x 2.1 x 3.2.

According to the definition of relaxed admisaibility, in an
ANOVA model containing only quantitative factora all effectas are admiasible
for ranking at the first step and at all subsequent steps of FEMO. That
is, for data classifications with only quantitative factors, “relaxed
adnissibility" corresponds to "unrestricted admissibility" in the ranking
of CIVa in CQMO.

When there are empty cells in the original and/or marginal
data clagsifications for which DIVs are fitted, with both quantitative
and qualitative factors present, the following definitions apply.

A "tull cffect” i1s defined as the group of all those "effects" of
equal order (contalning both qualitative and quantitative factors)
which have equal "factor numbers", factor by factor, when a complete
set of DIVs has be=n generated and no DIV has been deleted. The
murber of DIVe in a "full effect", or the degrees of freedom of the
full effect, 1s defined as the product of the d factor level numbers,.
each reduced by one.
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For instance, in the example with Asl, Bs=2, C=3 discussed
before, the full effect @ x B x C is represented by (4-1)(2-1)(3-1) = 6
DlVs, i.e., has 6 degrees of freedonm.

A "parti fitted full effect” ("PFFE") is defined as being the
group o those effects of equal order which have equal factor
nunbers, factor by factor, of which at least one factor must be
quantitative, and where at least one DIV is missing preventing the
group from being a "full effect."

For instance, in the above example, @ x 8 x C is » "PFFE"
when the effect 1 x 2.1 x 3.2 (represented by 3 Diva = 3 degrees of
freedom) is not fitted because of the preaence of empty cells.

The follewing admissibility rule applies, noc matter whether
the program user chooses the option of "restricted admisa!bility" or that
of "relaxed admissibility":

In case of & date claamification with empty cells where the set of
factorisl effects contains FFFEs, an effect 18 ad.issible for ranking
at a glven step when it 1is not a sub-effect of & PFFE which ia still
contained in the model of the N' IVs. An cffect is a "sub-effect"

of & "PFTE" when for each factor number of the (sub-) effect there is
the same factor number present in the PFFE, and where the order of the
(sub-) effect is smaller than that of the ZFFE.

According to the above definition, individual effecta within a PFFE are
not sub-effects of that PFFE. In the above example, where the effect
lx2.1x3%.2 was ascsumed to be excluded from the full effect ¢ x 8 x o,
the effect 1 x 2.1 x 3.1, feor instance, 1s not a& sub-effect of the PFFE
ax M xC; however, the effect 1 x 5.2, or 7@ x c‘“e__n“ » 18 & sub-effect
ol that PrFrFE.

In order to i{llustrate, in a cambined manner, all admissibility
rules defined, the example of a three-way classification from the beginning
of the preaent gection is fully discussed, where factors ¢, 3, and C have
3 levels each and where factor ¢ i1s qualitative and factors ® and ¢ are
quant itative.

The 26 DIVs listed in Table 2.4 would result from the user's
specification to generate a model of order D=3. In Table 2.4, 7 of the 26
DIVs are marked (by dash linea) to indicate that they have been deleted from
the set by meana of Control Card No. 4, assuming that the pattern of empty
cells does not allow the fitting of these DIVs. (See also Appendix A.)
The reduced set of 26-7 = 19 DIVs is given in Table 2.5 which also contains
the grouping of the DIVs into effects and the grouping of ecffects into PFFEs
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as applicable. (The symbols of FIFEs contain only the fector numbers,
that is, they appear as if they were the symbrls of erfects contuaining
only qualitative factors. In fact, this is how the PFFis are actually
treated in the definition of a sub-effect of a FFFE. The symbols for the
FFFEs are only used in the present seciion.)

7 Taeble 2.6 contains the relations which exist among the 15
" effects with respect to the definition of a "suc-effect” in restricted
. and relared admissibility. Clearly, the relstions listed in Table 2.6
govern the ranking at the very first step of FEMO and an effect becomes
admissible for ranking once ull those effects have been ranked {delutsd
from the model, that is) of which the effect was & sub-effect at the
first step.

DIV - Symbol

o

BLAT
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2.1
. 2.2
{ 3.1
i 3.2

1xl
1%l
1%2
1x2
1%
1%1
i*x2
1x2
2.1
2.1
2.2
2.

MM MM MK MM XK XN
PO 1O b PO = R RO = 1D

[OIVIGVIN VI VI VI VINVIERN RV AU AV LU AV RV RV N VI,V 3 VI V)

" 2 s s s e o

BLBE
NL A
1xd
%1
1x2
Ix2
12
L2

-

MMM %M XK
PDPRPEHEFNDND-
R EEEEREE
(U AV AV RV AN AV AV AV |
DN DR

[}

1)

]

]

)

[}

Table 2.4 ‘ k
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DLV Effect EFFE
P g
1x1
A2 } L
2.1 2.1 l
|
2.2 .2 *
3.1 3.1 {
3.2 3.2 il
*1lx 2.1 l ]
2 x 2.1 } 1l x2.1
xl x 2.2
1%2 2.2 } 1l x 2.2
1*1 x 3.1
1*2 x 3.1 } 1x3.1 } 1x3
*1 x 3.2 1lx3.2 .
-
2.1x 3.1 2.1 x 3.1
2.1 x 3.2 2.1 % 3.2
2.2 x 3.1 2.2 x 3.1
2.2x 3.2 2.2 x 3.2 }
¥»*1x 2.1x 3.1 lx21x3.1 i
lx2x3 k
1l x 2.2 x 3.1 l1xe2.2x53.1
Table 2.5
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Tabie 2.6 (Cont'd) Reatricted Relaxed
Admissibilit Admissibilit
1lxz3.1 is & sub-effect of 1lx3.2 ———
1x2.1x3.1 lx2.1x3.1
lx2.2x3.1 lx2.2x3.1
1lx3.2 is a sub-effect of l1x2x3 (PFFE) L x 2 x 3
2.1x 3.1 is a sub-effect of 2.1 x 3.2 em-=
2.2 x 3.1 . ===
2.2 x 3.2 ———
lxe2.1x3.1 lx2.1x 3.1
lx2.2x 3.1 lx2.2x3.1
2.1 x 3.2 is a gsub-effect of 2.2 x 3.2 ————
lx2x3 (FFFE) 1 x2 X3
2.2x 3.1 is a sub-effect of 2.2 x 3.2 ———-
lx2.2x3.1 lx2.2x3.1
lx2x3 (FFFE) 1 x2 x3
2.2x 3.2 is a sub-effect of 1x2x3 (PFFE) 1 x2x 3
1l x2.1x3.1 is a sub-effect of lx2.2x3.1 -———
1lxz.2x3.1 is a sub-effect of NONE NONE

Also note in Table 2.6 that an effect is not listed as a
sub-effect of a IPFFE when the effect is already listed as a sub-effect of
the individual effects contained in the FFFE. For example, effect 1 is
a sub-effect, under both options of "restricted" and "relaxed admissibility",
of effects 1 x 2.1 x 3.1 and 1 x 2.2 x 3.1 which two effects together
comprise the PFFE 1 x 2 x 3 (see Table 2.5). When an effect is a sub-
effect of only some of the effects comprising the FFFE, the effect is
listed as a sub-effect of the entire PFFE also. For example, effect
5.2 is listed as a sub-effect of 1 x 3.2 and of the PFFE 1 x 3.

According to Table 2.6, under the option of "restricted
admissibility", tre effects would become admissible for ranking in FEMO as
follows. At the first step of FEMO, oniy effect 1 x 2.2 x 3.1 wculd bLe
adinissib.ie and, consequently, would be ranked as the least important
erfect. At the second step, once 1 x 2.2 x 3.1 has been deleted, only
1l x2.1 x3.1 is admissible and will be ranked as second least important
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effect. At the third step, i.e., after deletion of the FFFE 1 x 2 x 3,
effects 1 x 2.2, 1 x 3.2, and 2.2 x 3.2 become admissidble. Admissibility
at the fourth step depends upon which one of the three admissible effects
of the third step will have been ranked (deleted from the model); and so
forth.

Under the option of "relaxed admissibility", the ranking,
at the first two steps, would be the same as before. At the third step,
in addition to the three effects being admissible under "restricted
admissibility”", the 5 effects 1 x 2.1, 1 x %.1, 2.1 x 3.1, 2.1 x 3.2,
and 2.2 x 3.1 would become admissible; etc.

2.2.3 Generation of the Design Matrix

The design matrix is defined as the matrix, with n rows
and N+l columns, of the n coordinate values of the N independent variables,
augmented by & column vector of n 1's for the constant, xp ® 1. Speaking
in terms of the model (2-1), n is the number of cbaservations of the dependent
variable, y. The number N of IVs is the sum of the number (T) of CIVs and
the number (N-T) of DIVa. This implies that the presently discussed
generation of the design matrix refers to the final set of IVs which enter
the analysls.

The CIV-part of the design matrix is generated as follows.
For each of the n observations of y there is one observation each for the
TP OCIVs. The set of observations on the TP OCIVs (for each value of y)
are put on Data Card No. 7, see Section 3.1.1, and enter as such (but
normally coded for reasons of the accuracy of the matrix inversions, see
below) into the design matrix. The GCIV-values, being powers and/or
products of OCIV-values, are computed by the program, according to the
specifications given by the user, and then enter the design matrix. For
example, if there are TP=3 OCIVs, the set of the three numerical QCIV
observations, for one selected y value from the total of n observations, may
be 15, 2, and -1.1. If there is a GCIV in the model with symbol, say,
1(2) x 2(3) x 3(1), (AxExs in the usual notation), the program will assign
to it, as a covariate value for the one selected y observation, the
numerical value 15° x 2 x (-1.1)} = 225 x 8 x (-1.1) = -1980.

In case the program user chooses the option for coding the
OCIV values (see columns 20-23 of Control Card No. 1, Section 3.1.1) this
coding will be done by NOVACOM according to the formule

Xy =X,y = 1,...,TP; 1=1,...,n (2-15)
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where

S

_ n
= by .
Xy i=1xv 1

R, =MA.X(K\“) - HIN()C“ ), 1=1,...,n,

and where C is an arbitrary constant usually chosen as C=1. (For a dis-
cussion of this coding, see ALt et al. [1966], Section VII.2.a., and
Section 3.1.3. of the present report.) For example, if n=6, and if the
CCIV x; has the values 15, 6, 2, 18, 10, and 3, one would have

§1=%(15+6+2+18+1o+3)=9

RJ_ = 18 -2 = .16
and +he first coded value would read (if C=1}):

X3y = %iig = % = 0.375.

The program, under the coding option, uses the coded
values to generate the GCIV values.

The DIV-part of the design matrix ls generated from the
information contained in the cell-identification which is given as input
for each one of the n y-observations, see the lat Data Card, Secticn 3.1.1.
The cell identificaticn cconslasts of the level numbers of the cell to which
the y-value corresponda. For instance, in the example of Table 2.5
(Secticn 2.2.2) the coll defined by o=, P=3, and y=1 has the cell identifi-
cation "131." 1In accordance with the derivations in Section 2.1.1, NOVACOM
assigns values to the DIVs of first arder (i.c., to DIVs rcpresenting main
effects) and then generates all DIVs of order d > 1 by multiplication.

A DIV of order 1 for a qualitative factor is assigned, as
mumerical value, a 1 when the level number of the DIV equals the corresponding
level number in the cell identification. If the two level numbers are
unequal, the DIV ig assigned the value zero. In the example of Table 2.5,
Y131, 88 mentioned, corresponds to cell 131. Accordingly, for this obser-
vation of y, DIV 1wl receives a 1, DIV 1#2 receives a zero.

A DIV of order 1 for a quantitative factor 1is assigned the
numerical value of that level whose number is given in the cell identification,
and the level value is raised to the power of the DIV. (The level values
of the quantitative factor variables are input on Control Card No. 6, see
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Sectica 3.1.1.) Por instance, in the example of Table 2.5 the numerical
values of the levels of (quantitative) factor No. 2 may be -0.15, -0.01,
and <0.2¢. For the value y,g; then, DIV 2.1 is assigned the numerical
value ©.70, and DIV 2.2 1s asspigned the value (0.20)®, If the three
levels of (nuantitative) factor No. 3 are -0.50, +0.10, and +0.45, aay,
DIVe 3:1 and 3.: are asalgned, for again observation y;s;, the values
-0.50 and (-0.50)%, respectively.

As example for the assignment of numerical values to DIVs
of order d > 1 by multiplying the values of the respective DIVa of order
1, see the follcwing table of selected DIVs (all DIV-values again for
observation yiay):

Asslgned Value

IV for Cbservation yi4;
1% x 2.1 1°0.20 = 0.20
1w x 2.1 0:0.20 =0
1wl x 2.2 1-(0.20)° = 0.04
1% x 2.2 0-(0.20° = 0
1%l x 3.1 1:(-0.50) = -0.50
1* x 2.2 x 3.1 1:(0.20:(-0.50) = -0,02

The coding option of NOVACOM applies also to the values
of the quantitative factor variables, and the coding formulae are gimilar
to (2-15), for example, for quantitative factor variable X, one has:

Xis =§qn:'§., B=1,..,B (2-16)
where
= 1 B
- = : ’
X Ba=1x"
and

- Ry = MAX(X,p) - MIN(X,p).
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For irstance, if X, has the B=li levels, say, 10, 23, 37, and 82, X, will
be 38 and R, will be T72. The first level would then have the coded value
(10-38)/T2 = -0.3889. Under the coding option, DIVs of order d > 1 are :
generated by NOVACOM using the coded values of the DIVs of order 1. o

oA

The generated design matrix plus the n observations eack
on the possibly up to 4 different dependent variables, y, form the "data
matrix." From the data matrix the program generates the matrix of the
sums of the cross-products ("summation matrix") for the N+l IVs (including
the column vector of 1's) and the dependent variable(s). For the algebraic
representation of the summation matrix see Herring [1967T].

The summation matrix consists of the matrix ("A") of the
normal equations with rank N+l and the column vectors whose elements are
the croass-product terms with y.

2.3 The Ranking Subroutines of NOVACQM

In this section the backward ranking subrcutines COMO and FEMO
are described in detail for tine ranking of CIVs and of groups of DIVs,
respectively. For simplification, the matrix A of the normal equations .
for the model containing all N IVs is assumed to have been successfully .1
inverted, that is, the first step in the ranking process is also
considered to be the first "good step.” The consequences of deviations
from this assumption can be seen without difficulty by following the flow
charts given in Section 2.4.1. (In the flow charts, CQMO and FEMO are
glven in lcop representations. This and the fact that the possibility of
rejected models is included in the flow charts account for some differences
in the notations used in the present section and in the flow cherts.) When
the matrix inversions of one or more steps in COMO or FEMO had to be
rejected on the grounds of the accuracy criteria imposcd, the principal )
methods of COMO and FEMO, as outlined below, remein unchanged. ‘

2.3.1 CMo

First, the option for orly cumulative dropping of CIVs "
will be described, then, the option for the additionel single dropping
procedure. The description of COMO ("COncomitant variables Magnitude [of
prediction power for y] Ordering") is given in terms of e general step
No. h, where h = 1,2,...,T. (Since T CIVs are assumed in the model, the
total number of steps in CQMO is identical tc the total number of CIVs in
the model.) At Step No. h, h-1 CIVs will have been ranked, that is, will
have been dropped from the model and are no longer contained in the asot 'i
or the N' IVs; see the Main Theorem in Section 2.1.2. The dropping of 4
CIVs from the model 1s synonymous with the deletion of the corr:sponding ’
rows and columns from the matrix A of the normal equations. I{ is also
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assuned that the program user has decided upnon one of the two options for
the admissibility of CIVs: ‘'restrictad” or "unrestricted admissibility",
as previously dilscussed.

Step No. I of CAMO, cumulative dropping:

(1) Determine the admissible CIVs of this step (No. h).

(2) Invert tie matrix A of the normal eguations of this step with
rank N+1-(h-1) = N=-h+2. (If h=l, this is the matrix of the full model
with rank N+1 contalning the constant, N-T DIVs, and T CIva. If h> 1,
this is the matrix frcm which the rows and columns corresponding to the
h-1 CIVs previously ranked have been deleted.)

(3) Compute, for all admissible CIVs (x,'s) of this step, the terms

(h)a
SS(h,v) = .[ﬂ_]
4
where
wh) = regression coefficient of x, at step h,

) cf,{‘,’ = main diagonal element (corresponding to x,) of the
inverse matrix, A", with rank N-h+2.

(1)  Find, for all admissible CIVs x,, MIN{SS(h,v)] = SS(h,~), and
dencte the CIV for which $5(h,v) is minimum a}% x,. The CIV x, is the h'b

lcast irportant CIV. Store its symbol for the Final Comprehensive Analysis.

() compute

h
ss(1)(®) T sS(1,-)
iz)

-y

*DF(1)(") = h

$S(2)(*) = ATSS - ASSR(N) = sS(2)(1) = const.
*#DF(2) ") = n-N-1 = DF(2)}) = const.
h-1
ASSR(N) - Z.5s(4,-)
*COFFF DETCM) = 11 )
AICS
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and define
*DIFF Ms{") « 85(h,-)
*DIFF DFK®*) = 1 = const.,

where the notation used is that of the Main Theorem, Section 2.1.2.
Store the terms markcd by asterisks for the Final Comprehensive Analysis.

(6) Using the terms in (5), compute

{(n)
*m(l)(h) NS_S_(L

DF(l)(“)

gg(a)ym
*m(e)(h) = DF(Q) ) © PS(E’)(” = const.

wj(") m‘l)(l)

- m(g)(l)
(n)
*I(X)(‘) - I(X(‘), Dﬂ2l(‘)’ DF(Q ),
e 2
where
) LR L is the value denoted as x, in (2-12).

(%)
1+ S8( 1[
ss(a)h
Store the terms marked by asterisks for the Final Comprehensive Analysis.

(7) Go to 8tep No. (h+l) by replacing, in the above computaticns
(1) through (0), the index h by h+l.

Final Comprehensive Analysis of C(MO, cumulative dropping.

The Final Camprehensive Analysis (FCA) of CQMO, cumulative dropping,
contains for each step the 9 values marked by asterisks in (S} and (v)
above. Also in the FCA, each step is identified by its number, and the
symbol of the CIV is given which was ranked at this step. There iz one
morc column in the FCA, marked "PRC", in which am asterisk is printed for
that step off CMO when I(X) s o for the first time occurs wherc o may
assume up to three differcnt specified input values so that asterisks
may posaibly be printed at 3 different steps of COMO, cumulativc dropping.
For the wse of the FCA see Section 7.3.1.
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COMO, mingle .

In the following, the aingle dropping procedure of COMO is described
in the terms of the cumulative dropping procedure given Lefore. (The
general step number, h, is the same a2 in COMO, cimulative dropping. In
the flow charts, see Bection 2.4.1, in the aingle dropping procedure of
COMO, the general atep mumber is denoted for clarity as "p.") When the
program user chooses the option for "cumulative and single dropping",
(column 24, Control Card No. 1, see Bection 3.1.1), the COMO single
dropping procedure will bteé performed in addition to the cumulative
procedure. In other words, the cumulative dropplrg procedure is always
executed. COMO, single dropping, uses the ranking order of the CIVa
established by the cumulative ranking procedure. 8See also Section 2.1.2
for a more extensive dlacussion.

Step No. h of COMO, aingle dropping:

(1) Compute
88(1)*) = 88(h,-)
#DF(1YX*} & 1 = conet.
h-l
83(2X*) = ATOS - ASSR(N) + E SS(i,-)
1=1
*DF(2)Y?? = pn-N+h-2
h-l
ASBR(“) - t Ss(‘-,') A - "'H‘(h)
% CCEFF DET(h) = 1= « AISS - §5{a)%)
ATSS ATSS

and define
wDIFF MS{®) = 88(h,-)
#DIFF DKM = 1
Store the terms marked by asteriasks for the FCA.
((2) Use the terms in (1) and compute MS(1)(*), M3(2)™), K™ ang
I(X)(®) as shown in (6) of Step h, COMO, cuwmlative dropping, and atore
them for the FCA.

(3) Gu to Step No. (h+l) by replacing in the above computations (1)
and (2), the index h by h+l.

Lo
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The Final Comprehensive Analysis of CMO, single dropping,
correaponds in all features to the FCA of COMO, cumulative dropping.
Therefore, no further discussion is necessary.

2.3.2 FEMO

After terminating COMO (if applicable}, the program goes to
the suproutine FEMO ("Factorial Effects Magnitude [of prediction power for
y] Ordering") for the ranking of factorial cffects reprerented by groups
of DIVs. As was discussed in Section 2.1.2, the model of the first step
of FEMO includes the gignificant CIVs f:'om COMO if there were significant
CIVs according to the a-value No. XALPHA, oy, pwa- The stcp of COMO at
which I(X) s oy, s for the first time iz rcferred to, in FEMO, as ho.
See also paragraphs (2) and (5) below.

The description of FEMO is given in terms of a general
stcp No. k, where k = 1,2,..., number of step at which last effect is
ranked. The droppirg of a factorial effect fram the model 1s synonymous
with the deletion, (from the matrix A) of the rows and columns which
correspond to the DIVs 4in the group of DIVs representing the factorial
effect.

The following definitions, which correspond to thosc
used in COMO, are used in the formulation of FEMO: The admissible
effects at the kUD step of FEMO are defined by the arguments (k,i),
where 4 = 1,2,..., is the gset of admissible effects at this step. The
arguwnent (k,i) is used, for example, in SS(k.i) = Additional Regression
Sum of' Squares, at the kUh gtep, due to that group of DIVs which represent
admissibl: - ffect "1." The computation of 8S(k,1i) in paragraph (3) below
is as given, for example, in Hader and Grandage [1958]. The term DF(l, i)
stands for "Degrees of Freedom" of the effect with argument (k,i), or:
<34 eife:t (k,1), and is equal to the mumber of DIVs representing effect
(k,1). '

If FEMO was preceded by a COMO, the same option regarding
the admissibility as was chosen for COMO is applicable for FEMO when
quantitative factors are contained in the ANOVA model: ‘'restricted
admissibility" of factorial effects, or "unrestricted admissibility"
which here means "relaxed admissibility." Othcrwise (assuming there was
no CMO), it is supposed that the program uscr has decided upon one of the
two options. The option ror only cumlative dropping of groups of DIVs
will be deseribed first.

L1
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Step No. k of FEMO, cumulative dropping:

(1) ©Determine the admissible effects (k,i).

(2) 1Invert t o matrix A of {he normal equations with rank M,, where

x-1
M, = M+2 - hg - T DF(3,-) if there were significant CIVs (ho < T)
J=1
or K-l
My =¥1 -T- T DF(j,~) if there were no significant CIVs or
J=1 no CIVs at all (T=0).

(ilcte: The argumeat (3,-) denoies one of the factorial effects ranked by
FEMO pricc to Step No. k. See paragraph(6) below.)

The above impiies the inversion of a matrix which results from
the original (N+1)x(N+l) matrix of the normal equations by deleting (a) the
(hg=1) or T rows end columns corresppnding to the (ho-1) or T, respectively,
ren-significent CIVs and (b) those gDF(j,-) rows and columns which
correspond to the DIVs representing {‘-hé effects ranked at the previous
k-1 steps. That is, the matrix with rank M, contains, if applicable, the
T-hot+l rows and columns ccrresponding to the significant CIVs from COMO.

(3)  Compute for all admissible effects (k.1) of this step the values

-1

38(k,1) = ({x) BRY Lo o) L o) fkiE)  h) ... L) .. (k) i %)

58{k,1) 'y [ 1, I I P S S 131y 11, 1,
() Sy 0 L) L, W) (k)
Cigi. Cigi, Cia1y Cig1yg big
(k) (k) (k) (k) (k)
c c c c b
1,1, Gyig i, tyig 1y
Ak (k) (k) (k) (k)
I c v RN N L
’021 toig 1oty ‘olo \‘o

L2




where

(k)

or

or

(5)

where

3 =
R

L.
« x <
-

\

v'

Compute,

Ke
ss(1)*et) = ¢

DF(1)(k 1) =

ss(a)(k)

ss(2)x)

DF(2)¢ X
DF(Q)(k)

Using the

I{K)(koi) =

Ko 1)

subscript indicating one of the DIVs which represent
effect (k,1), with

1,2....,D, where D = DF(k,1i)

regression coefficient for DIV No. i, at Btep No. k
element of inverse matrix with rank M, for row
corresponding to DIV Ho. i, and for column corresponding

to DIV No. i, .

for all admissible effects (k,1) of this step, the values

1
§8(3,-) + ss(k,1),
J=1
k-1
L DF(J,-) + DF(k,i)
J=1
ho-1
= 85(2)(2) = ATSS - ASSR(N) + L SS(i,-) if there were
i=1

-1
significant CIVs (kg < T), where hoz ss(i,-) is
i=1

tak .. "rom COMO;

o .
= 85{2)¢2? = ATSS - ASSR(N) + £ SS(i,-) if there were
i=1

no significant CIVs or no CIVs at all (T=0).
= DR(2)1)

n-N-2 + ho for first case above (ho < T);

DF(2)1) = n-N-1 + T for second case above.

terms fram above, compute

(k3 ol 2 )k, 8)
T(xtEe 1), DF(%? -, D‘(*%

1
Ss(1)(*. 1)
SS(E)( k)

1+
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(6) Find, for the admissible effects (k,i) of this step

I(X)**1)] = I(X)*+=> and let the k'h least important effect (k,-)
be defined by this equation, if MAX[I(X)(®*1)] > Co = 10°®. (The
nurerice: value of the constant 'Cg has been chosen as 10°® in accordsnce
with the com?utational accuracy of the I(X)-subroutine. Note that, if
MAXT T(X) ¥+ 19) < Co, the ranking procedure must have advanced well into the
slgnificant model since any chosen significance level o will be larger than
10®.) In this case, i.e., if I(X)*+ )] > Co, compute and/or store
the following terms for the Final Cumprehensive Analysis of FEMO:

(a) Symbol of effect (k,-)

(b) (X)) = 1(x)*e)

(c) DIFF Ms{*) = sS(k,-)/DF(k,-)
(a)
(e) DF(1)X®) = pR(1)k.=)
(£) DR(2)®

(=]
3
=
x
[}

DF(k: ')

ss(l\(k.-)
DF(l)(k)

(h‘ Ms(e)(k) = w

DF(Q)(!)

(g) Ms(1)®) =

(1) wo o Q)X
m(g)(k)

ho-1 '
x) . ASSR(M -1) = 1 . 2) .
() COEFF DEX e 53 [Assn(n) 1§J.SS(1' )
k-1
T 88(Jj,-) | 1f there were significant CiVs
J=1 (ho < T)

or:

T
_ ASSR(Mg-1) _ 1 [ASSR(N) - I 88(4,-) -
ATSS ATSS i=l

k-1
bX Ss(j,-)] if there were no significant CIVs
J=1 or no CIVs at all (T=0).

If MﬁX[I(X)("‘)] < Cp, g0 to the " *-procedure” as outlined below.

Ly




(7)  Go to Step No. (k+l) by replacing, in the ambove computations
(i) through (6), the index k hy k+l. ,

The " ‘-procedur'e" Jit;ep k*)Jf FEMO, cumulative dI'OPME:

This modification of FEMO (the " *-procedure”) will apply only when
MEXT T(X) %+ 1)] < Co, where the superscript of I(X) may also read (k' + 8, i),
(¥* + ¢, 1), etc., see further below. In the *-procedure, the terms which
were computed at Step No. k as described above are used. Therefore, the
* -procedure is also referred to as "Step k*." The *-procedure serves to
increase the I{X)-vaiues in order that the remaining factcrial effects in
the significant model may be ranked with respect to their relative
‘ -~rtance. This is achieved by pooling all previously ranked effects
in.o the experimental error, that is, by a redefinition of the model,
as follows:

(1) Compute and/or define
ss(1)Xx*+ 1) = ss(k,1)

DF(1)*"+1) = DR(k,1)

k-1

ss(2)x*) = ss5(2)1) + T 85(3,-)
J=1
. k-1

DF(2)(*") = DR(2)X¥) + g DF(3,-)
J=1

Using the above four terms, compute the values I(X)(“+") as in
paragraph (5) of Step No. k.

{2) Find, for the admissible effects (k,i) cf this step (which are

il same as in Step k):

MAX[I(X)C5 ] = 10o) e,

1f ihis maximum is greater than Co = 10°®, let the kbh least important

oifect (X,-) be defined by this equation. In this case, compute and/or
stove, for the FCA, terms (a) - (Jj) as given in paragraph (&) of Step k,
replacing the index k by kK'.  In the FCA, print the symbol " *" in the

PRC column for this step. Then go to Step (k* + 8), starting with §=1,

w5 outlined below. In case of MﬁX[I(X)(‘ "7 5 Co, go to the " **-procedure"

an oullined further below.

ks
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Step No. (kK + 8) of FEMO, cwmulative dropping:

with 8§ = 1,2,..., this is a general step after the * -procedure had
to be applied. The experimental error, which was redefined at Step k',
remains again constant, and the sums of squares due to the effects ranked
are pooled again, as seen in paragraph (2) below.

(1) Determine the admissible effects (k + 8, 1i).
(2) After carrying out the computations similar to those of paragraphs

(2) and (3) of Step No. k, compute and/or define, for the admissible effects
(k +8, 1) of this step:

‘.8 k+§-1
ss(1)}x *% 1) = ¢ gs(j,-) +sS(k + 6, 1)
J=k
R k+6-1
DR(1)*"*8:1) = £ DF(J,-) + DF(k + &, 1)
3=k
ss(e)(k+4-6) = ss(e)(l*)
DF(2)(x"+8) = pp(2)tx™

where the latter two right-hand terms are from paragraph (1) of Step k™.
Using the above four terms, compute the values I(xf' *%+1) ‘as in paragraph
(5) of 8tep No. k.

(3) Find, for the admisslble effects (k + 8, i) of this step,
MAXT T(X)( X *+8: 137 < (x)(e*edi-)
¢ ) )

If this maximum is greater thaa Co, let the (k + §)th least important effect
(k + 8, =) be defined by the above equation. In this case, compute and/or
store, for the FCA, terms (a) - (J) as given in paragraph (6) of Step No. k,
replacing the index I vy (K" + 8). Then go to Step No. (kK* + § + 1) as
outlined above, i.e., by replacing the index § by (8+1). If MAX[I(X)] <

Co =107, go to Step (k" + §)Y, i.e., follow the procedure as outlined

in Step kK, repiacing the index k by (kK + 8).

The " ** -procedure" (Step k'*) of FEMO, cuwmulative dropping:

This modificaetion of FEMO (the " **-procedure") will apply only when
FI{(X)**+ 1)) 5 Cp = 10°®, where the superscript of I(X) may also read
[k +68), 1], [(K'* + €)', 1], etc., see further below. The **-procedure

is also referred to as "Step K**." The aim of the **-procedure is to
further increase the I(X)-values (which, at Step k*, still were all .
below Cg = 10°8) 20 that the remaining factorial effects in the significant
model may be ranked with respect to their relative importance. For this
purpcse, at Step ¥*'*, the sum of squares due to one of the admissible
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effects i8 added to the error sum of squares according to the definition
in paragraph él) below. Later, in the computation of I(X), an "F-value"
according to (2-10), see Section 2.1.2, is implied which contains this
very same sum of squsres in both the numeratcr and the denominator. So,
actually, it is not an F-value, but the computational procedure of I(X)
is employed nevertheless in order to have, also in this case and if
applicable, a ranking criterion by which to establish the relative
importance of the (highly) aignificant factorial effects.

The ** -procedure is as follows.

(1) Fing, among the admissibie effects of Step No. k, and using
the terms SS(k,1i) from Step No. k,

MS(Ee )Y = 88(2)(*") + ss(k, 1) = MK, 0D,
¥INC 1= [nw(2)<**> + DF(k,1) s

The above equation defines the effect, wirich minimizes MsCke1) vy the
argument (k,0).

(2) Compute and/or define
ss{1)x"* 1) = g5(k,i)
DF(1)***+ 1) = DF(k,1)
ss(2)x*™

pF( )™

ss(2)*") + ss(x,0)

pF(2)*") + DP(k,0)

Using thz above four terms, compute the values I(X)(““'” as in
parapraph (S) of Step No. k.

(3) Find, for the admissible effects (k,i) of this step (which are
still the same as in 8tep k):

MxXCI(X)X T 0] = x0T,
i

If this maximum is greater than Cg, let the kth least important effect
(k,-) be defined by this equation. (Note that effect (k,-) will not

necessarily be equal to (k,0).) In this case, compute ani/or store for
the FCA, terms (a) - (J) as glven in paragraph (6) of Step k, replacing

b7
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X the index k by ¥**. In the FCA, print the symbol " **" in the PRC column

: for this step. Then proceed tpo Step (x** + ¢), starting with ¢=1, as
outlined below. If M{LX[I(X)“‘ *1)73 s Cg, proceed to the " ***.procedure"
as outlined further below.

Step No. (K'* + ¢) of FEMQ, cumilative dropping:

With ¢ = 1,2,..., this is a general step after the **-procedure had
to be applied. The error sum of squares is now defined to conaist of the
sum of squares of the original errcr sum of squares pooled with tiae sums
of squares due to all effects ranked before and at Step No. k. For
¢ =1,2,..., the error sum of squares remains constant again. From Step
No. ¥**+1 on, the sums of squares duc to the effects ranked are pooled
again, as seen in paragraph (2) below.

(1) Determine the admissible effects (k + ¢, 1).

(2) Af*er carrying out the computations which are similar to those
| of paragraphs (2) and (3) of Step No. k, compute and/or define, for the
[' admixsible effects (k + €, 1) of this step:
f
|
:

, . k+te-1
. ss(1)x""*6 1) = ¢ ss(J,-) + SS(k + e, 1)
J:k*'l
4 k+€-l
DF(1)* "*&1) = ¢ DF(Jj,-) + DF(k + ¢, %)
! J=k+1
| ++ k
SS(2)® "t = ss(2)®) + T s8(4,-)
J=1
++,¢6 . k
DF(2)* "*€) - pp(2)*) '+ £ DF(J,-)

3=1

++
Using the above four terms, compute the values I(X)(X¥ *€ 1) a5 in
paragreph (5) of Step No. k.

(3) Find, for the admissible effects (k + ¢, 1) of this step,

MAX[I(X)(*+++¢")] = T(x)xTTre -
1

L8




If this maximum is greater than Cg, let the (k + ¢)th least important
effect (k + €, =) be defined by the above equation. In this case, compute
and/or store, for the FCA, terms (a) - (Jj) as given in paragraph (4) of
Step No. k, replacing the index k by K** + ¢. Then go to Step (K** + ¢ + 1)
as outlined above, i.e., by replacing the index ¢ by (e+l). If
M{\X[I(X)("H”'”] < Co, g0 to Step (K'* + ¢)*, i.e., proceed as in Step ¥*,
replncing the index k by (k' + ¢).

The " ***_procedure’ (Step kK'**) of FEMO, cumulative dropping:

This }gst modification of FEMO will apply only when
MAXT (X)X X" 7+%)7 < ¢y where the superscript of I(X) may also reed
[tk* + 8%, 1), [(K* + ¢)**, 1], etc. The ***-procedure is also
referred to as "Step K***." The aim of the procedure is to define, for
Step No. k of the ranking, a least important effect after even the
** _procedure falled to increase the I(X)-values sufficiently.

In this case merely define effect (k,0) from Step k'* to be effect
(k,-). Then compute and/or store for the FCA the terms (&) - (Jj) as given
in paragraph (6) of Step k, replacing the index k by K***. 1In the FCA,
print the symbol " ***" in the PRC column for this step. Then proceed
tc Step No. (k'* + ¢), starting with e¢=1, as was described before.

FEMO, single dropping.

Finally for FEMO, the single dropping procedure will be discussed.

"Single dropping" is executed in addition to FEMO, cumilative dropping,
when the appropriate option is chosen (column 24 of Control Card No. 1,
see Section 3.1.1). As was correspondingly the cage for CMO, single
dropping, the single dropping procz2dure of FEMO uses the ranking order of
the factorial effects established by the cumilative dropping procedure.

The single dropping procedure of FEMO then simply consists of the
" * -procedure" described before, which is followed all the wayr through,
from the first to the last step. At appropriate places, the terms computed
in the cumulative dropping procedure are used for the computations and/or
for the Final Comprehensive Analysis, FEMO, single dropping. Since the
renking order has already been established in the cumilative procedure,
the single aropping opticn never needs gec into the **- or ***-procedures.

Firal Comprehensive Analyses of FEMO.

The Final Comprehensive Analyses for both the cwmlative and the
single dropping procedure in FEMO correspond to those dascribed for COMO.
As was mentioned at the appropriate places, the symbols " *", " **" ang
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are printed in the PRC column when the corresponding procedure led
to the ranking of the effect for which the symhol is printed. Also in the
PRC column, an asterisk is printed whenever I(X) is smaller, for the first
time, than one of the possibly up to three a-significance levels used aa

input, thus marking the "significant model" which corresponds to the
respective g=level.

When there are two or more seta of Control Card No. 4, i.e., when
the data of a given classification has been analyzed by fitting two or
more models respectively, all FCAs of FEMO are repeated at the end of
the problem in order to facilitate the search for the "moat probable
significant model." (See also Section 3.3.2.)

2.4 Computational Flow

2.4.1 Flowcharts

In this section the computational flow of NOVACOM is
given in the torm of logical flowcharts where these flowcharts reflect
only the method of the program and are not expressed in the terms of a
programming language. BSome features which were discussed in previous
sections, like the determination of the admissible CIVa or effects, are
not conteined in the charta. Wherever it is considered necessary for the
understainding of the flowcharts, comments are provided whicn are listed
in Section 2.4.2. The flowchart boxes for which comments are given in
Section 2.4.2 have been marked by decimal classification numbers of which
the first is the number of the chart and the second is the box number
within the chart.
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| NOVACOM l N
Will there be
(1) COMO alane: )
{«) FFMO aduie?
(%) Peth CMO and FEMOT
: X
(1) (<) ) :
la coding of the OCIV-and the :
quantitative fector level values i
Print "DATA HIVT" (tollewing the (11 applicable) requested? ,
“1vellent irlcnticne):  Un-oded (CIV- :
valuca and y-valuea. If coding is No Yes
recuesteu, print ranges and avrragea
¢ f unccedl )) (CIve an? range factor, Cade guantitative factor
17Tint bar -hrts fur {uncoded) OCIV- variable values if appli- l.2
vnluel; alao print pertinent values rable and Lf requested.
for bar charis: renges, range limita, If au, print thw coded Print (if mpplicable) the coded
it interval nizes of (uncoded) OCIVa valwed and the ranges aml quantitative factor level valuea
wlues i bar charts, aversges of the uncoded and the uncexded averages and
values ranges. Print "DATA DNRUT"
e (1elloving the printing of the
IV¥-identirications for Contrcl
Card b 8et No. 1): Uncoded
OCIV-valuse, y-values, cell
{dentifications. Also print:
Ranges and averages of (uncoded)
OCIVs and range factor,
Print (if epplizable) the uncoded
Qquant itative factor veriatle values.
Set v = 1.
[S!.Art, ¢.C. & Set No, v ]
1.4
coerate the (o and, if suppllvable, proups of DIVe o

(«Ilects) anl identiry (print) them, numbering them
ronsecutively for the crlginal model containing sll
. TUs,

‘ompute wnd/or print { cded 1’-valuea if epplicatle):
LU TATA MATRDX) S1MMATION MATRDN) AVERAED} ATSS-
value{s} {only for C.0. % Set o, 1)

Jet owow ),




ol

lHina the data been annlyzed
for all dependent variables
(v w 1,2,..)%

Haws Contro) Card L Set
bean analyzed for all devenldent
verlables {uw = J,.,..)0

RITN

v

No

Yes

Print: "PROBLEM RUMINII:®
TIME (HRS/MIN/BEC)".

Set w w wel

Start computations
for dependent
variable No.

.

Ho

e

Were there, in C.C. L Jet No. v,
COMOa with significant CIVe kept!
in the model for FEMO?

]Nu Yen

Arc the ANVAR (mdditional FEMOs
for y and thes significant OCIVa)
raqueated?

Hu Yes
For C.C. b Set No. v, apply FEMO,
cwmplative dropping, to cach
depemdent variabtle (to which it
. spplies), after excluaien of ail

¢IVve from the model, and tc ea I
significait OCIV and to eahaa'l”
contained in & significant GCIV.
Print only the FCAs (snl admiesi-
bility Informaticn at f{nuiviual
stepe) for these anulyaca (AlVAn).

(PN}
Vil

lea the debs been anslyzed with all
sets aid [or all de(+nlent
variables?

Set v

o vl

4

Peint:

UFROBLEN RUINELS TIME (HHS/MiN/gke)
Prist the Flual FCA {f there wam more tla:
one C.C. U aet.

Chart 2
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Set g = 1
and M, = tel

3.1

Ste . No, j;t  Invert
matrix A with rank
Hy and determinant 8.

Js a oain uiuPonnl
element of A~
negative?

No Yes

3.

Print: £, A, and the b,

Print: "MATRIX C(ULD {07 HE LIVERTED” in FCA only.
's.

Is 4y - 1} 2 TOLI()

for at least one o 7

Ro Yen

3.2

I'vint: “IDENT. MATRIX DIAG. ©iJu. i 1"
in FCA only.
Print £, A, and the 1, 's.
Priut (in text): 'DIAGONAL L.hMUi 0 o
THE IDENTICY MATRIX" followed ty iis* of
L,y 's nuntered corregpending to IVs i the
model.

L

At lrat atep ¢ an attempted
Cempute and print ASSH value.

MO or FEMD only:

( L ) (Ch. )

{Ca. &)




e e

[_In this an attempted C(M:)‘i—l

No Yes . .
Was therc an attempted COMO
(without any good steps)?
No Yes
4,2
Set g = g-T
L.2 L.y
Define the admissible effects. Define the admissidle CIVs.
("Restricted" or "Relaxed Admissibility"- ("Restricted” or "Unrestricted Admissibility"-
option, &a chosen.) Delete ". ightmost" cption, as chosen.) Delete "rightmost"
admissible effect with minimua degrees admissible CIV, calling it x . Print the
of freedom. Define this effect as symbol of Xy in the FCA.
"(g,-)" (with DF(g,-) degrees of free-

dom) and print its symbol in the FCA.
Isg=T7

lio Yes

DF(J,- N-T?
=1 (3,-) = 1 Is the option for both cumlative and single
v dropping chosen?

Yes No Yeao }H—o
4.5 |
s the op*inn rer toth ~wmlative

—
©
[T i

and cingl. Ircppling <hosont Folluwing the heading "FCA COMO ]
SINGLE DROPPING", print: 'NO
Yes Ne PRINTOUT FOR COMO ST GLE DROFDING
. SINCE NO VALID SUMS ¢ 3QUARES WERE
COMPUTED. "

h.3

Follovwing the heading L |

“FCA FEMO SINGLE DROPPL:n" WAL there be a FRMO?|
print: “MO PRLGITCUT I'OR
FEMO ST 1E LROPPT: M
NO VALID SIMS OF GLUAKED
WERE Ci{MJUTED"

. Tes No

Set s~ 2 ] fot g = prl
and and

M o=Ma = M.'DF(EI'), W o= Mea = H...]_

é ("n. ) 7 (Ch. %) 8 ) (Ch. 2)




5.1 2
First "good" step: Ish=T?
Bet g = ht if CAMO
Set g = h' if FEMO No | Yes
Is this COMO? Set | = N+l. Form
new matrix A by
No Yes deleting the CIV
defined before to
be deleted mnd
CaMO ccogute A”Y,
cumulative dropping
5.2
Redefine rank cf model
(at Step h') as:
Mg = Ne2-n',
Set 1| = O,
9 ) (Ch. 10) d(b (Ch. 6) @ (Ch. 8)
. Chart >
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6.1 .

Step h = (h'+7)) of CMO, cwmlative dropping:

Define the admiasible CIVs. ("Hestricted" or "Unrestricted

Admiasibility"-option, as chosen.)

Print the numbers of the admisaible CIVs.

Compute the & /c,, for all admissible CIVa.

Find MIN W8 /c,,] = SS(h,-} and define corresponding CIV for
v

later deletisn from the model. h-1
Compute: ASSX(My-1-T) = ASSR(N-h'+l) - £ B8(1i,-)
i=h'

Computc (and stors for FCA): CCEFF. DET. = Al—m ASSR(M,-1-1))

Compute and/rr define {aud store for FCA):

n
ss{1)* - ¢ 38(4,-)

ieh!
DF(1}¥* = n-n'+1
MS(l)(‘) a SS(l)“’/Dr(l)(“)
8s(2)'*) = ATSS-ASSR(M,-1)

DF(2)(*)  a n-M, = n-N-2+h!
DIFF MstM) = 85(h,-)
DIFF DRY) =1

Is oF(2)X™ & 07

o Yes
6.2
Compute anc 5"01‘0'('03' FCA: Zero error perfect fit at h = h' {but
MS(2)M) = M3(C) ¥ « gg(2)») /pR(2)M? -] the following values apply alsc at all
"y . MS(L)M) Jus(2)( V) subsequent steps):
[(x)( n) : Set, in FCA:
Print the I(X)-valurs and their Ms(2)" = o
arguments at intermediate steps. ,
KY) = 99939999
I(x ) LRI
Set /Ms(2)") =0
Set {stand. dev, of b, 's] = O

C> Chart 6
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hobs - =
. 1e trhis FENO?
- '.' ther‘."‘“p orl" '0"' or &
t *4tt procedure in this atept
Nc [
1.1 " abu
Print "*", or , or
¥as there such a " e¢sY. as wppropriate, in
proccdure in any PRC column of FCA.
ol the previous
steps? 1
INo Yrs Is there st least ohe
full printout left
(corre ing to one
Is I(X) s &,? a-lavel)t
Iy L[] Yeo
Is thig the Tirst good Hes wore than one g-lavel
step (No. h* er h')7 been gpecified?
v (] No Yea
%
wWas 1 full printout corre- Have % g-levels heen
spunding to oy givan before? aprefriedy
Nc Yes = Yea
! Was 1 full printe Was 1 full
out corresponding printout
tc ap given before? correspondirg
to oy glven
o Yes (POfcre?
No Y-8
{
Print “$" {n PRC
‘olumn of FUA.
[ [N
Prdat the 4 e i Ay Rl Punteal s
srton do o dal Ty P35\ KT Aing HESTIUAL o ERROR SIM OF SQUAKES ; CHECK ERRUR 89 ; SQUARF ROOT UF
them at cvery st RIS EIUAL VARLANCE; IREDICIRED VAT PREDICTIOW FRNCR; PREDICTION FRROR FRAQUENCY DISTRIAMTION;
) is chegen. BAL i (01 crrorad; Chi-aguarests 5t comput Atlons; STANDARD DEVIATION OF KEGRESS1UN COEFFICIENTS.

L

Is this

FrMO?
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I b te the CIV from Lhe moiel
etined before to be deleted,

l

[ Will there btc a ﬁNO’fJ

Yes

8.1

]

Was the o-nlgnificanre level No. KALPHA reached
(by I(X)) at o atep hy = h'+, < T?

No

Yea

SS(L‘-)(”

= AISS-ASSK(N-T)

DF(2)YY = n-1-(N-T)

Compute (anu store for FEMO):

T
= AT3S-ASSR(M,-1)+ T. 88(4,-)

1

1,3

Fratore the model of fStep h, contalining

all N-T DIVe and T-h,+1 CIVa. Compute
(and stores for YFMN):
. Ry -1
85(2)!'*) = ATS8-ASSR(M,-1)+ T 58(i,-)
1-n'

, = ATSS.A35R(N-hy+1)
LF(2)Y} a noN-2eh,

[ vint FCA Oy umalat (e .o ...,ﬂ

!

roppune chesent

'
!
O,
No
i
Ae
|
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1
1
]
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|
[ LIS
1y
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CaMO, eingle dropping.

2.1 . B
Use the modél of Rtep h' of COMO, . i
cumulative dropping, L.e., the !
model with ;
M, = Be2-B'

88(2 ;” = ATS3-ABSR(N,-1)

pr{(c = n-N-2¢ht _ :
Sct 1 = O, i

L
Ste w bl
Euputa mhr define, nnd atae for
printing in FCA:
ﬁ‘ - 88(p,-) ¥
wr(l
m(x)‘” - 83{1)(*) o pIFY B

]
.
]
R

., Pl
s8(2f* « 88(2) ¥+ £ 88(1,.) ¥
Leht
DP(?)") « DF(? )(n').(p_hc)
ABSBR®)  w ABSR(N*1- 5
COErrE?? o ASSR?) /ATSS

*) The 88(1,-) arc rrum the corrasponding
steps of CQMQO, cwmlative dropping.

i
[_‘x. pr(2)t?) = Ot ]

Na Yea

2.3
Comgpute and store for
printing in FCA! )

2.)_“ ») /pp(2 kt,lnl
75‘)‘ nfufz; w(2)!*) =0
(xy» LAl = 99799999
x)e) .o .

9.4

Print "®" in PRC column of FCA LT this step, according to J{X){?), ie the rirst step
to reach une of the up to three g-alpnlilicance Jevele. Give full text printout for
thia step (rirst to be aignificant at onr of the o's) only vhen the rorresponding
step in CUMU, curulative dropping, did nut receive a printout. (In cage of &
porfect 1t this is the only "*" rver printed in COMD, single dropplng, in vhich
rase no additionkl Mull printout is given.)

la peT?
No [Yea

b.-t m. ml.J LPrlnL FCA COMO, mingle dro‘pnlmv.]

]

iart (ch. )

—

X!

|
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L
®
FENO, cumalative dropping
[Hn thers an sttempted CONOT l
Ro Yee
qGrt P o Ol [quo there good COU) stepet I
No Yen
LT PY 10.2

Ve the moded (and, ccisequently, A' of thle model)
1 the firat good atep of FEMO, with renk:
R'=d
My » HelT- L DF(1,-)
J=1

Computs
ABSR « AUSR(N, -:)
COEFY Ph.T » ASGR ATSG
B3(. ;f',’ - ATZE-AST(S, <a
PF{.

LRI l

Use the model (end, conssquently, A™' of this model)
decided upon at the end of CONO, cumulative druopping,
1.e,, the wodal with rank:

Mos Nedey
a4 with error sum of squares and degrees of frezdum,
rrepr-tively:

BB({.)'%} « ATES-ABSR(N-r)

[ JA LA BT
vhare

T «hyl A there were significant CiVe

« o7 Af there were no significant TIvs
Srt X' w .
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11.1 .
8tep k = k'
Definn the alniosille
effects and print
thelr nuabers.
Wan there, suv far, a " *", or a " **",
or a " M Toprocedu o
No Yen
I Bet w = k! ] [wn. the latest a " "'-procc&ure?]
Yos No

[:‘-rL Wo- k‘] I\lu the latest o " ""-prucﬂlura?]

Yes Nu

Set x = K** I:‘.M " - k‘“l

Compute ant/or define, for the
admlaadlle et (K1)

kel

sap Jreo ¥ OOS(L =) 80 {n 1)
S
ﬁ-l

e LN T Ei(e-)eDF(R, 1)
Jm

RO LR /63 (A
m‘(‘.)(i) - DF(..\)(')

Compuate ant/or d-tine, for the admiasible rffects (k,i):

k-1
|eINNY W po88(),-)+88(K,1)

Yo
k-1
DF(1)*+Y) « T DF(J,-)+DF(r, 1)
Jmel .
88(a)"Y a4 88 )Y YegS(m, -)
PR LY Y (e, <)

I_I,. D”"),(” R \Tl

Yoy K1

1.

Irint:
BTV A R R U N

@(cn. 1)
Chart 11
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()

Compute and print the I{X)-valuen end
their argusents and find MAXX(X)}.

r

Is WAXTI(X)) & Co = w'rj

Ne

Yes

*-procetyre (Btap I ):

Dofine  BB(LN*T+') = BS(K,1)
w(l)(I ). W(h;l) k-1
Compute BS(2)*") . “(?)‘"” T 88(3,-/
J=*

. .. k-1
pr(af* e Dr(2)Me L DR(Y,-)
J=x'

Compute the :ﬁx)‘"-” and fina WICI(XFYS 0],
Frint the I{X)-velues and thelr arguments.

|

h. WX 1(X)] & Co = 16°°1 ]

[No

1

2.1

** -procecure {8tep X'°):
(u*)
Ccompute N 1) _gm +58 ‘!,l]

or(2) Y enr(x,1)
Find NI a0 1)) _w.du.o)
! D¥{2}*" ) IR (k,0)
Define  88(2)(%7°+1) . sa(n,1)
Br(LNYT Y - pr(n,1)

Compute -ﬁ:'::) = 88(2)%7)+88(k,0)
w(2)*"" . pF{2)*" Y eDF(K,0)

Compute the I(X)***+V) and find Mex(x(x)""-”].
Print the I(X).values and their arguments.

ba M I{X)) € Co =

10y l

No

Store §3(2) ") and DF(2)**) for next step

Chart 12
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*er procedyre (rep kU0

Define »fiact (R,n) trom gtep ¥°° to
be rflrct (r,_r? for 1=*rr deleti-n,
store ()1 ant nr(.-)‘:_) for

next atep. Pl .'-S(f) !
S3( YT and (MY

RN LT

e fine the effert whi'h corvespondd
to WAXT I(X)) sa effact (x,-) for
later deletion.

¥as there, in this atep, & " *"-
or a ® **"- proceduret
o

Yeu

{«1ine, Ter use andfor printing
in the 1CA (m = x°, X¥*, or K***,
as approprinte):

§3(1) - BA{w,-)

PF{1) = DPF{w,=)

a8(. ) - oA Y

BEGY - Y

Define, for usr and Oy
printing in the FLA!

88(1) = sg(1)»}
pr{t) = pra}e.-?
83(2) = 88(2)t%?
DF(¢) = DF(2)*}

Cumpute aid/er detine (5 printing in
the FCA (w = Xk, K, K'’, or K***, ae

sppropriate}:
Xy -axyt

PIFF I8 . o%(w =} Dp{m,-)
DIFF i HICFER
Ms{1) AR B
Mo(.) RTINS I
¥ Hiy Y ()
ral
AL Me 1. T PH(1e))
) GLE
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Delete effect (k;-) defined previously

k
Is E DF(3j,-) = N-T?
3=l
No Yes
Set w = @+l and invert the Print FCA, FEMO,
matrix with rank: -] cumuiative dropping
k-1
M, = My - T DF(J,-).
J=k'
Compute:
ASSR = ASSR(M,-1)

and a.nsle diopping chosen?

Is the option for both cumulative

Yes

@ (ch. 11) 2l)(ch. 15)

Chart 14
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FEMO, 8ingle Dropping

Use the model of Step k' of FINO,
cumulative dropping, 1.,0., the
model with M., 88(2)(%), and
DF(2)(¥) as defined there.

Set o =0,

15.1

SteE g= k'm

Ccmpute and/or define, and store for printing in FCA, as applicable:
85(1)(¢) = s8(q,-)*)
DF(1){ ¢} « DF(q,-) = DIFF DF #
M3(1)(0) = $8(1)( ) /DF(1) %) « DIFF MS

Ng

q-1
ss(a)e) = ss(2)¥) + ¢ 83(y,-) W
J-k' N

a1
DF(2)¢0 = DR(2)¥) + ¢ DF(j,-) ®
d=k’
Ms(2)e) = ss(2) ) /pp(a)t )
Ko M5(1)° %) /Ms(2) @)
X)a?
I(x) -1
, My - T DF(y,-) W
J=k’
ASsR Q) = ASSR(M, -1)
CCEFF DET'Y? = ASSK ¢} /ATSS

*) The §5(3,-) and IF(J,-) are from the corresponding steps of
FEMO, cumulstive dropping.

{ Print "' in PRC column of FCA {f vhis step, mccording to (X)), .-
*is the first step to reach one of the up to three a-significance
levels. «lve full text printout for this step (first to be
significant at cne of tke a's) only when the corresponding step
in FEMO, cumulative dropping, 4id not receive a full printout.

T

Is T DF(J,-) = N-1?
i=)

0

B LA

No Yes

—

—
i ISo: @ = ptl l Print FCA FEMO, sirgle dropping l N
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2.4.2 Comments on Flowcharts

The following comments refer to the flowcharts and to the
boxes in the flowcharts of the previcus section, where the flowchart
numbers and box numbers are ag given.

Chart 1.

Bax 1.1 The uncoded OCIV velues are printed in order to provide a
posslbility to check the input. If coding i1s requested, the ranges and
averages (and the range factor C) are printed to facilitate the back-
transformation of output values if desired and feasible.

The bar charts (in regression only) of the uncoded OCIV values are
printed to give a possibility of visual checks on the distribvutions of
the values, i.e., on their approximate normality and on cutlying values.

Box 1.2 See comments Boax 1.1.

Box 1.3 The "Full Data Matrix" is the (N+W) x n matrix of the n values
(coded, if applicable) of the N IVs and the W dependent variables (W < L).
It is this matrix fram which the (N+l) x (N+1+W) "Summation Matrix" is
generated by the program. The summation matrix is the (N+1) x (N+1) matrix
of the coefficients of the normal equations augmented by W < 4 row vectors
containing the cross products with the y's. (In most problems, there wilil
be only one dependent variable, y, and the summation matrix will consist of
the matrix of the normal equations augmented by one row vector containing
the cross products with y.) The ATSS-values (one each for each dependent
variable) are the total sums of squares (of y) adjusted for the mean. The

ATSS are, naturally, equal for all C. C. 4 sets if there are several such
sets.

Chart 2.

Box 2.1 This applies when the problem is one of regression only.

Box 2.2 The additional analyses of variance ("ANVAs") are essentislly

given in the form of FEMO-FCAs. The ANVAs are comrited and printed (1)

for each dependent variable for which significant [Vs were found in an
analysis of covariance and (2) for each OCIV which is significant or is

& Sub-CIV of a significant GCIV. 1In addition to the FCAs, the symbols of
the admissible effects and all computed I(X)-values and their argurents

are printed for each step of each ANVA. See also Sections 2.1.1, 3.3.3

and Example 6 in Section 3.4.6.
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Box 2.3 The "Final FCA" is a reprinting of the individual FCAs for

each Control Card 4 set. The Final FCA enables the program user to compare
more easily the results from the various Control Card 4 sets and, thereby,

facilitates the search for the "most probable significant model." See
also Section 3.3.2 and Example 5 in Section 3.4.5.

Chart 3.

Box 3.1 Step No. g is a general step of the ranking procedure {(COMO

or FEMO) before an acceptable invergse of the matrix A of the normal equations

is found. See also Section 2.1.3.

Box 3.2 Although the inverse is rejected, A"!, 5, and the b, 's are
printed in order to give the user an impression of the amount of the
inaccuracy.

Box 3.3 The same reasoning as given for Box 3.2 applies here. "IDENT.
MATRIX DIAG. ELEM. NE 1" is short for "At leaat one identity matrix diagonal

element is not equal to 1, given the tolerance TQLI{2)."

Box 3.4 The value ASSR (Regression sum of squares adjusted for the
mean) is given for a rejected first step of an attempted COMO or FEMO
because it will enable the user to check the amount »>f the computational
inaccuracy in case of a perfect fit. Namely, in a perlect fit for any
data classification into "cells", ASSR should equal ‘:he sum of squares
"between cells", where the latter can be calculated 'by hand."

Chart 4.

Box 4.1 If there was an attempted COMO without any good steps,
g=g-T makes the step numbering in FEMO start with "1."

Box 4.2 The "rightmost" admissible effect to be deleted here is
"rightmost" with respect to the position of the DIVs representing the
effect in the model. Since the generation of the model is such that the
highest-urder interactions and the highest powers of the quantitative
factor variables are located "rightmost" these are the effects deleted
first after FEMO steps have been rejected. (Note that there cannot be
stacistical criteria by which to delete the effects from the model in
this case of a rejected model.) The "minimum degrees of freedom"
condition (applicable in FEMO only) serves the purpose of reaching an
acceptable model under the smallest loss of degrees of freedom possible.
The present way of deleting effects may not be the fastest one tn arrive
&t an acceptable model. In case of a singular matrix A, for example,
there may be only one IV which causes the singularity, but this IV may
not necesrarily be deleted at the first step of an attempted COMO or
FEMO. See E:wtmple T in Section 3.4.7.
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Box k.i Since there were no accepted FEMO steps, there is no basls
for a FEMO, single dropping procedure. (The single dropping procedure
takes the ranking order from the cumlative procedure, see Section 2.3.2.)

Box 4.4 The corresponding comments as given for Box 4.2 apply also
here, except for the "minimum degrees of freedom" condition since in COMO
only individual IVs are de ted.

Box 4.5 See corresponding comments on Box 4.3.

Chart 5.

.1 h' and k' are the numbers of the "first good step" in COMO
and FEMO, respectively. Note that, according to the cammon matrix A, all
steps of FEMO will be accepted when h' was reached in CQMO.

Box 5.2 The rank, M, = N+2-h', of the matrix of the normal equations
for the first good step of COMO is the difference of N+l (for N IVs of the
original model and the constant, xo) and h'-1 (for the h'-1 CIVs deleted
prior to the first good step).

Chart 6.

Bcx 6.1 For more details on the ranking of CIVs by the cumlative
dropping procedure of COMO, see Section 2.3.1.

Box 6.2 When DF(2)=0, one deals with & "zero error perfect fit",
which can be reached only at the first good step of the ranking procedure.
Naturally, MS(2), F, and I(X) ha.ve to be defined in this case and cannot
be computed. Since DF(2)=DF(2)™ } remains constant throughout CCMO,
cumulative dropping, the definitions of Bex 6.2 epply at each of the
remaining steps of CQMO, cumulative dropping.

Chart 7.

Box 7.1 If there wasa " *", " **", or " ***".procedure in any of the
previous FEMO steps, this means I(X) hnd been smaller than Co = 1072, that
is, smaller than any significance level o apecified by the user. Therefore,
no full printout will be given (in cumulative or single dropping) beyond
this step of FEMO.

Box 7.2 The asterisks printed in the PRC column of the FCA indicate
clearly the steps of the ranking procedure where the significant models
cerresponding to the up to three specified significance levels o have
veen reached. Note that the asterisk is also printed when, in COMO, a
zero error perfect fit was reached at this step. This is because the
zero error perfect fi{ is by definition the first good step, and as such .
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leads to an I{X) value of zero (also by definition) which neceasarily is
smaller than any specified g-value. Therefore, only one full printout
will be given in case of a zero error perfect fit. This printout is at
the same time that of the first good step.

Box 7.3 The option to print the b, 's at every step of the ranking
is provided to supply the user with some information for the intermediate
steps where no full printoute are given. The regression coefficients, b,,
which, Tor ecxample, in FEMO are the estimates of the individual model
parametcers, are considered to be the most important numerical values.

Box 7.4 The "full printout" 1s similar to that given in the program
DA-MRCA (Abt et al. [1966]). The Chi-square test computations for testing
the normality of the distribution of the residuals are exactly like in
DA-MRCA. The "Residual or Error Sum of Squares", the "Check error sum of
squares' and the "Square root of (the) residual variance" are specifically
computed for the step at which they are printed. That is, the "Residuel
or Error Sum of Squares" equals ATSS - ASSR(N') when the model of the
given step contains N' IVs. In the single dropping procedure, one has
ATSS -« ASSR(N') = SS(2) where 55(2) is the value which, if divided by
DF(2), gives MS(2) as printed in the FCA. (See Section 3.3.1.) A
detailed general formulation of the "full printout" in NOVACM is given

in Herring [1967]. See also Section 2.1.4 of the presert report and
Example 1 in Section 3.4.1.

Chart 8.

Bor 3.1 The a-significance level No. KALPHA is the one (specified
by the uscr) which determines the significant CIVs to be kept in the
analysis of covariance model when ranking the factorial effects by FEMO.
See also Section 2.1.2 and Control Card No. 1, ceolumn 25 (Secction 3.1.1).

Box 8.2 Since all T CIVs are deleted from the model, FEMO will
operate on an analysis of variance model only.

Box 8.3 The significant CIVs will be kept in the model, therefore,
FEMO wlll operate on an analysis of covariance model.

Chart

Bov 9.1 The single dropping procedure starts with the mcdel which
was that ot the first good step of the cumulative dropping procedure.

Box 9.c For a more detailed descript on of the single dropping
procedure in COMQ, see Section 2.3.1,
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Box 9.3 The zero error perfect it is the same as that reached in
COMO, cumulstive dropping. (8e= Box 6.2 in Chart 6.) However, since in
gingle dropping the degrees of freedom corresponding to all previously
ranked CIVs are accumulated in DF(2), at Step (p+l) one will have DF(2) > O
and, consequently, MS(2), F, and I(X) can be computed from Step (p+1) on.

Box 9.4 For the case of a perfect fit (zero error perfect fit, that
i5) see the comments on Box 7.2 in Chart 7.

Chart 1C.

Boxes 10.1 and 10.2 See comments on Boxes 8.2 and 8.3, respectively,
in Chart 8.

Chart 1ll.

Box 11.1 For a more detailed description of FEMO, cumlative droepping,
see Section 2.3.2. FEMO, cumulative dropping, ls presented in Charts 11
through 14 in loop form which is more concise than the detailed manner in
which FEMO is described in Section 2.3.2. The variocus modifications of
FEMO, cumlative dropping, (the " *", " **" and " ***" procedures) in
uddition to the basic procedure, can be summarized as follows:

No " *" at all: 9S(1) and DF(1) are due to the group of all
previously ranked (deleted) effects plus the effect presently
searched for. 8S(2) and DF(2) are those of the first good step of
FEMO and remain constant thereafter.

" +". 38(1) and DF(1) are due only to the effect presently
searched for. SS(2) and DF(2) are due to the group of all previously
ordered effests. At the firat step following the " *"-procedure, the
pooling starts anew for S8(1) and DF{1), but 83(2) wnd DF(2) remain
constant.

" ++":  (This procedure i3z always preceded by the " *".procedure.)
SS(1) and DF(1l) are due only to the effect presently searched for,
Ss(2) and DF(2) are due to the group of all previcusly ordered effects
plus effect "(k,0)". At the steps following the "*"-procedure, effect
(k,0) is replaced, in SS(2) and DF(2), by effect (k**,-); and S8(2)
and DF(2) rcmain constant from Step (k**+1) on. Also at Step (k**+1),
SS(1) and DF(1) are due only to the effect then seerched for. From
Step (k**+1) on, pooling starts anew for S3(1) and DF(1).

" **+".  (This procedure is always preceded by the " **"-procedure.)
Here, efTect "(k,0)" of the " **"-procedure takes the place of efrfect
"(k***,-)." Otherwise, the " ***"_procedure is as the the " **".
procedure,

Box 11.2 If DF(c)=0, the data used leads to a zero error perfect
it in FEMO. Since there is no basis, in this case, to rank the factorial
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effects by the I(X)-criterion (the camputation of I(X) reyuires an error
sun of squares 88(2) > C), FEMO cannot be executed. The program, therefore,
stops and then goes to the next dependent variable or CC 4 set. In order
to avoid the stop, the program user must provide for DF(2) > O (which will *
imply 88(2) »0) at the firat good step. Hc may do so by deleting one or
more of the factorial effects.

Chart l2.
(See comments given for Box ll.l in Chart 1l.)

12.1 The reason for defining effect "(k,0 ;' as the one which is
to be pooIed into the error sum of sguares, 83(2)* "), is that (k,0) is
the effect which should reascnably be defined as the "leut important
effect" at this step in case the " ***".procedure becowes necessary. By
previocusly using (k,0 :Lp the™* *.procedure /one sffect has to be defined
for pooling into 88(2)(*" 1), no additional computalicnk are necessary
in case of the " ***".procedure.

Charts 13 and 1.

(See comments given for Box 11.1 in Chart 11.)
Chart 15.

Box 15.1 For a more detailed description of the FEMO, single dropping
procedure, see Section 2.3.2. Note that, since in FEMO, single dropping,

the ranking order of the effects is taken from the cumulative procedure,
there is no need for the " **% or " +++'_ procedure.
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2+ _USE OF NOVACOM

2.1 Input Preparation
3.1.1 Control Cards and Data Cards

1n this section the input preparation for NOVACOM ia
discussed as far as the control cards and date cards are concerned.
consequences of the choices of the various options and the use of the
options are describved in Bections 3.1.2 and 3.1.3.

The

The carda are deacribed below in the order of input. The
deck of the identification card, the 6 types of control cards and the 3
types of data cards comprise & "problem deck." An arbitrary number of
problem decks may be stacked one deck after the other; NOVACOM will
perform all the problems in that given order. An end of file card at the
end of one problem deck will terminate the NOYACOM computations.

Identification Card

This card contains an 80 column problem identification. The
information on this card is completely at the discretion of the user.

Control Card No. 1

Progranm
Eolumna Variable | Format Description Range
1-2 E 12 The mumber of factors. Zero or 0-79
blank when regression (COMO) only;
in which case, columns L-11 are not
used.
3 NGRaDV n The number of dependent variables. 0-4
Zero, blank or 1 impliea one
dependent variable.
h-5 D I2 The order up to which the program 0-6 and
will automatically generate DIVs. Dg< E
Zero or blank when DIVe are to be
put in entirely by means of CC No.k.
6 GDD Al GDD = G - generate DIVs deacribed G, D, or
on CC No. 4 and include these | blank
DIVs with any which may have
been automatically generated,
= D - delete the DIVs described
on CC No. 4 from those which

T2




CC No. 1 (Cont'd)

ogran
Columns| Variable| Format Description Range
have been automatically
generated,
GDD = blank - nelther generate
nor delete DIVs by means of
CC No. b.

-9 NCCL 3 The number of DIVs to be generated GenoutiomJ
or deleted. Blank or gero when GDD 0-139
= blank. (NCC4 ~ constant for all Deletion:
N9CCLh sets of CC No. 4, sea columns | 0-255
10-11.)

10-11 | NsCCU I2 The mumber of seta of CC No. 4. 0-99
Zero, blank, or 1 when one set only.
12-13 TP I2 The mumber of OCIVe. Zero or blank 0-99
when analysis of variance (FEMO)
only; {n which case, columns li-19
are not used.
k-1 P I2 P=1if OCIVs only, or OCIVs and 0-6
additional hand-generated GCIVs
(by means of CC No. S).
1< Pg 6 1f GCIVa to be automati-
cally generatesd up to powersunm
P, plus possibly hand-generated
or deleted GCIVa (by means of
CC No. 5).
P = O or blank only if OCIVs (TP>0)
to be put in entirely by means
of CC Nou. 5. (An unusual situ-
ation.)
(Note. GCIVs of powersum 7 to 21
may be hand-generated by means
of CC No. 5 only.)
16 GDC Al GDC = G - generate CIVs described on |G, D,
CC No. 5, blank
= D - delete CIVs described on
CC No. S from the automati-
cally generated set of ClVs,
= blank - no CIVs to be gen-
erated or deleted by means of
CC No. 5.

15
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CC No. 1 (Cont'd)

Columns

Program
Variable

Format

Description

Range

17-19

24

NCCH

CODE

DROP

I3

Il

F3.0

Il

Il

The number of CCas No. 5, i.e., the
mimber of CIVs to be deleted or
hand-generatsd. Blank or zero when
@D blank.

CIE = 0 - code the OClVs and the
quantitative factor level
values. For coding, the form

X=X

———

CR

-~ 1 n

X =27 x and R = max(x) -
n

« x' 1a used, with

pin(x) and C as specified in
columna 21-25 belov; n ia the
total rumber of observations
for OCIV coding or is the
number of level values of a
factor for quantitative
factor level coding.

= 1 - do not code.

The coefficient of R in x' (see

column 20) for OCIV coding. (C w 1

for quantitative factor level

coding. )

C = gero or blank has the same
effect aa ¢ = 1.0,

DROP = Zero or blank - cumlative
dropping, only.
= 1 - cumulative and slngle
dropping.

The cardinal nmumber of the ALPHA
value which value (in COMO) will be
used as the significance level for
the inclusion of CIVs in the FEMO
model. In casc of FEMO only, the
Program ignores this colwnn.

(eneration:
0-139
Deletion:
0-254

0,1

0,1

pustsbtendliad emste ).




CC No. 1 {Cont'd)

Columns

Program
Variable

Format

Deacription

Range

2025

30-33

34-37

33

30.-hk

b5

by

ALPHA(L)
ALPHA(2)

ALPHA(3)

TOLI2

IRCO

F4 . b

Fli. 4

F4. b4

Il

Il

Il

Firat significance level for CMO
and FEMO

Sccond significance level for CQMO
and FEMO.

Third aignificance level for COMO
and FEMO.

NOTE: Th:se values should be in
descending order. The progrem
uses only the first non-zero
entries.

CAD = O ~ ugse reatricted admissi-
bility rules for ranking in
COMO and FEMO.

> 0 - uge unrestricted admissi-

bility rules for ranking in
COMO and FFMO (i.e., relaxed
admissibility rules for FEMO
when both qualitative and
quantitative factors are
present).

A tolcerance which is uscd to check
the main diagonal elements of the
identity matrix formed from the
product of the matrix of the normal
equations with its inverse. If thesd
diagcnal elements deviate from 1 by
an absolute value leas than the valud
of TOLIZ then the inverse is con-
sidered acceptable.

IRCO = O - do not print the
regression coefficients at
every step of NOVACQM.

= 1 = ptrint the regressiocn
coefficients at riery step.

ADA = O = do not perform additional

analyses of variance ("ANVAs").

7

.0001-1.0

0.0-.9999

0.0-.999"

0,1




C¢C No. 1 (Cont'd)

Program
Columns| Variable | Format Description Range

ADA > O - perform additional analyses
of varlance ("ANVAs") for the
dependent variable(s) after
exclusion of all CIVs from the
model and for each significant
OCIV and for each OCIV con-
tained in a significant GCIV.

Contrel Card No. 2

(Optional - omit when regression only: E = 0.)
3 4L 5 6 7 8 9 10 1 12

X IR R T B A Y IR
5

6 E < 99

Column: i 2
L 3] 37
2

Factor No.: 1

' "
3 L

CC No. 2 gives the number of levels of each factor. Example given
above: Factors 1, 2, and 3 have 3 levels each.

With twe columns per factor there may be eniries for LO factors per
card, the maximum number of levels per factor being 99. Use a second card
if there are more than 40 factors and also a third card if there are more
than 30 factors. Entries are read with an I2 format.

Control Card No. 3

(Opticnal - omit when regression only: E = 0.)

Column: 1 2 3 4 5 6 T 8 10

9
RED N I O I O

n

CC lic. 3 gives the factor numbers of the quantitative factors using
2 colurns for each factor. Example given above: Factors Nos. 2 and 3
quantitative.

Biank card (or cards) when there are no quentitative factors (i.e., all
Tfactors are qualitative). Entries are read with an I2 format. .
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Control Card No. 4

(Optional - omit when E = 0, or GDD = blank and NCC4 = 0.)

Column: 1 23 4 5 6 7T 8 9 10 11 12 13 14 is 6 17 18

1| * 11 l2|. 1 3-' 2
Factor Pair: First Secaond Third

Each CC No. k4 gives a DIV to be deleted from the automatically
generated set or to be generated (possibly in addition to the automatically
gererated set of order D). The number of CCs No. 4 equals the number of
DIVs to be deleted or generated. (The number of CCas No. 4 is given in
columns 7 to 9 of CC No. 1.) There will be 1 DIV symbol per card of
CC No. b format. Providung 2 digits for each factor mumber and for each
level number or power, the symbol for a DIV of first order will occupy
5 columns; a DIV of second order willi occupy 10 columns, etc., (5 columns
for each "factor pair"). The maximum order for a DIV is 6. Example above:
DIV 1%l x 2.1 x 3.2.

There may be several sets of CC No. 4, each containing the same

mumber of cards = number of DIVs. The number of sets of CC No. 4 is given
on CC No. 1, columns 10-11. Each set of CC No. 4 means & separate analysis
and, therefore, merns a separate final comprehensive analysis (FCA). If
there is more than one set of (C No. 4, then the program repeats, as the
"Final FCA", all the FCAs for FEMO, cumulstive dropping, together as one
printout; likewise for FEMO single dropping. Sets of CC No. 4 are stacked
one after the other.

When preparing CC No. 4, include in one group DIV descriptions of the
same order. Within one of these groups, it is not necessary, but slightly
faster, to include together DIV descriptions having the same factors.
Arrange the groups by increaging order.

The program works even if the natural (increasing) order of factors
in a DIV description is violated. For example, writing either 1*1 x 2.1
or 2.1 X 1*1 is possible.

Control Card No. 5

(Optional - omit if NCC5 = O or blank ard GDC = blank. )

Cclumn: ) 2 3 L 5 6 7 8 9 10 11 12 13 14 15 16 17 18
el (Jalyix] Jufcfel)

Notec: A él | Dl

[

) 9
o 1

A
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CC No. S QCont'd!

Note A: two columns for the OCIV number.

Note B: the parentheses are here only for the purpose of conforming
with the printout. These columns could be left blank.

Note C: one column for the power.
Note D: X indicates multiplication.

Each CC No 5 describes a CIV to be deleted from the automatically
generated set of CIVs or to be generuted ard included with any CIVs which
may have been automatically generated. Hence the mumber of CCs No. 5
equals the number of CIVs to be deleted or to be "hand-generated" and
is given in columns 17-19 of CC No. 1.

If TP > 0 and no GCIVs are to be generated, P in column 15 of CC No. 1
must be set equal to one.

As an example, GCIV 2{1) x 4(2) (x=x} in the usual notation) is written
in the format illustrated above. In this example the power sum is 35; the
maxirmm power sum for a GCIV is 21. No GCIV may contain more than 6 OCIVs
and no OCIV can be raised to a power greater than 9. CC No. S5 input is the
only way to obtain GCIVs with power sums > 6.

When preparing CC No. 5, include in one group CIV descriptions with

the same power sum. Arrange these groups by increasing power sum. On any
CC No. S the CIV numbers must be in increasing order from left to right.

Control Card No. &

(Optional - omit w'en there are no quantitative factors.)

Coluun: 1 3 12 13 22 23 32

2
l 27[ 3.5 [ €.5 | s 1

Factecr number of
Quantitative factor

A set of CC No. 6 gives the (uncoded) quantitative factor levels for
one of the factors which are indicated as being quantitative on CC No. 3.
These sets of CC No. 6 should be in the same order as the quantitative
factor numbers are entered on CC No. 3.

e =




¢C No. 6 (Cont'd)

In columns 1-2 of the first of a set of CC No. 6 for a particular
factor there must be punched, right adjusted, the factor number. In
columns 3-12 the value of the first level is entered, in columns 13-22
the value of the second level, ..., in colunns 63-72 the value of the
seventh level. The value of factor level 8 would begin on the next
card in columns 3-12 {with columns 1-2 blank) aud so on until the values
of all levels have been entercd for this factor. The level values are
read with an F10.5 format.

As an example, the values of the three levels of quantitative factor
number 2 are entered: 3.5, 6.5, and 11.5 for the first, second, and third
level, respectively.

Data Cards

1. The lst data card (optional - omit if regression only: E = 0) gives
the cell identificution, using two columns for each factor and as many
cards as necesaary, until a leve) number has been entered for each factor.
If there are several observations of the dependent variable(s) y in cne
cell, the first data card(s) must be repeated for each of them.

Example: Cell 131

Column: 1 2 3 4L s 6 7 8
L t1] tv3 ]
1 2

Factor No.:

~

2. The 2nd data card gives the valwe(s) of the dependert variable(s) y
in the cell identified by the lst data card and/or associated with the
(CIV values entered on the 3rd data card(s). Each y-value occupies 10
columns beginning with columns 11-20. The values of up to 4 dependent
variables may be entered depending upon the value of NOSODV in column 3
of CC No. 1. 1In order to specify the last "2nd data card", columns 1-k4
of the 2nd data card must have the characters LAST. Otherwise, columns
1-10 are blank. The y-values are each read with an F10.5 format.

Example: NOSODV=2; this card is the las* 2nd data card in the

problem deck; the vaiue of the first dependent variable ig 2.0 and the
value of th> second dependent variable is k.5.

Column: 123 4S5 67T 8 9 10 11 +++ 20 21 «-- 30

lalsiel T 1 V1T | 20 [ us |
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%. The 3rd data card (optional - omit when there are no OCIVe: TP = Q)
glves the luncodeds values of the OCIVs as they are observed together with
the y-values(a) entered on the 2nd data card. The number TP of OCIVs is

iven in column 12-13 cf CC No. 1. Each OCIV value occupies 10 columns,

values per card. Each OCIV value is read with an F10.5 format. If
there are several observations of the dependent variable(s) y for a given
set of OCIV values, the third data card(s) must be repeated for each
observation.

.1.2 Model Generation ions

As can be seen from the description of the Control Cards,
the generation of the N IVs of the NOVACOM model is controlled by the
entries in columns 1 to 19 (except column 3) of CC No. 1 and by the
entries in Centrol Cards No. 2 to 5. The options for the generation of
the FEMO part of the model will be discussed firat.

The data classification to be analyzed by NOVACOM may
have & maximum mmber of Ex99 factors (column 1, CC No. 1). Since the
limitat.ion of the mumber N of IVs in the model is 139, the restriction
on the feasible number of factors will be gevere in most cases.

The order D {cchmmns L-5 of CC No. 1) up to which the program
will automatically generate DIVs, cannct be larger than 6. This means that
the highest order interaction which can be included in the FEMO part of the
model is that among 6 factors. (The maximum order 6 of DIVa is also
reflected by the specifications of CC No. 4.) For example, if the user
has a case with E=6 factors, f,, J2) 2++» Jo, and specifies D=6, the
program will automatically generate ml‘, -1 DIVs, vhere F, is the number
of levels of factor £y, § = 1,2,...,8. With ¥, w 2, that ig with a 2 -
dates classification, « -1=563 DIVi will be sutomatically generated. The
upper limit of the number of sutamatically generated IVs (DIVs and/or CIVs)
is 255. For example, the DIVs of & four-factor clasgsification, where each
factor has 4 levels, could be generated automstically by specifying E=D=k:
There are 4*-1=255 DIVa in the full model of this case. However, since
the model limitation is N=139, at least 255 - 139 = 116 DIVs would have
t0 be deleted fram the automatically generated set of 255 DIVs. The
deletion in this case, would have to be done via CC No. It by specifying
the 116 DIVs to be deleted.

The program variahle GDD, column 6 of CC No. 1, controls

the 4 options of the generation of the FEMO part of the model; see further
below.

The numben NCC4 of Control Cards + (colwmns 7-9 of CC No. 1)
equals the rumber of DIVs to be deleted or "hand"-generated. The ranse of

30

i | i e ¢ e

e eyl




Rt e vy et e e e o e . e o

(R PV

NCC4 indicates that it is theoretically possible to generate up to 139 DIVs
by hand (l.e., to go to the limit of N=139 IVs), or to delete up to 255

DIVas from the automatically generated set of up to 255 DIVs. In general,

the user will generate or delete considerably fewer DIVs by means of CC No. k.

When the number NSCC4 (columns 10-11, CC No. 1) of sets of
CC No. 4 is larger than 1, the number of DIVs = number of carda, NCCh, is ;
the same for each of these sets. The only reason for having two or more i
sets of CC No. 4 is the presence of two or more, respectively, confounded '
constants for the data layout, sce Appendix A. When there are two o
confounded constants, it means that 2 models can be fitted which differ ’
only in one DIV, that is, N-T-1 DIVs are identical in both models. The
one remaining DIV represents, in each "possible" model, a different one-
degree-of-freedom-effect, where these two effects are completely confounded.
If more than two constants are confounded for a data layout, there are more I
than two "possible" models which are represented by more than two sets of
CC No. k. FEMO executes the ranking of the factorial effects for all NSCCk
models put in by the corresponding number of sets of CC No. 4. See also
Section 3.3.2 and Example No. S in Section 3.4.5.

PRI

Obviously, there 1s a number of possibilities to generate
the FEMO part of the NOVACOM model. The set of the N-T DIVs (with possibly
T=0) of the model may be generated in the following 4 ways:

I. by autcmatic generation only;
II. by automatic generation and "hand"-generation via CC No. 4;
III. by automatic generation and deletion via CC No. k;

IV. bty "hand"-generation only.

I. "Automatic generation only" (by the program variable D, columns
k-5, CC No. 1) is applicable only when a "full model" is to be generated.
For the ANOVA part in FEMO, a "full model" means that all factorial effects
up to a given order (D) are to be generated and can be generated which
requires the presence of observations in all cells of the associated data "
classifications. For example, in a three-way classification with factors
a, 8, and ¢, all DIVs representing main effects and 2-factor interactions
may be gencrated (D=2) if none of the three two-way classification tables
has empty cells: the ¢ x @, the @ x &, and the B x @ table. (Note. In
the)e above discussion the absence of "identities" was assumed, see Appendix
A.
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II. "Automatic generation and hand-generation" of the DIVs may be
used in order to save on input writing in cases where a "full model" is
not to be generated. For instance, in the example mentioned under "I"
above, the user may wish to fit and be able to fit some DIVs representing
degrees of freedom of the three-factor interaction in addition to the full
model of order D=2. Rather than writing all N-T DIVs of the model on
CC No. 4 (which the user may do if he wishes to, see "IV." below}, the
user may automatically generate the second order model (D=2) and write
only the additional third order DIVs by means of CC 4. See example 4 in
Section 3.4.4.

III. "Automatic generation and hand-deletion." Again teking the
above exam) le, this third way of model generation enables the user to
automatically generate the third-order model (D=3) and then to write on
CC No. 4 the DIVs representing those degrees of freedom of the three factor
interaction which are not wanted in the fit (or cannot be fitted) and are
to be deleted. {Jee Example 5 in Section 3.4.5.) The method of input
{II or III) in such a came is left to the uaer. In general, the user

will .choose the way which means the least amount of input writing via
CC No. &. A

IV. "Hand-generation only." This option may be useful in some
cases when the input writing of DIVs to be deleted from an automatically
generated set involves more work (and more possibilities of writing
errorsl) than would be encountered in specifying the whole set of N-T DIVs,
to be generated, on CC No. 4. See Example 6 in Section 3.4.6,

The options for the generation ol the COMO part of the
NOVACC.1 model are very similar to those of the FEMO part.

The program variable P, columns 1h-15, CC No. 1, is the
"power-sum”" up to wnich the program will automatically geuerate CIVs.
The power-sum 1is defined, ar the name suggests, as the sum of all powers
in a CIV. The GCIV x3:8¥x,, for éxample, has a power sum of 2+3+1l=6.

The powver-sum, P, up to which the program will automatically
generate CIVs, ls equivalent to the "crder" of the CIV-model as it was
called 1n Section 2.2.1. The reader is referred to that section and to
formule {2-14) giving the total number, T, of CIVs in the model when P
is specified. A "full model" of order P means that all GCIVs may be
generated which, in general, is the case if no linear dependencies are
introduced into the matrix A by thils generation. For a more detailied
discussion of linear dependencies ("obviocus" and "non-obvious") in
regressiaon models see Reference 2.

While the upper limit for P is 6, GCIVs of higher order, or

larger power sum, may be "hand"-generated by means of CC No. 5. The maximum
pover sum of GCIVs thus generated ias 21.
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The cptions I - IV described before for the gencration of
DIVs apply correspondingly for the generation c¢f CIVs. The 4 options are
controlled by the program variables GDC (column 16) au. NCC5 (columns
17-19) of CC No. 1. As a consequence of the L options to generate each
part of the NOVACOM model, there are, in 8 model which is tu contain
both CIVe and DIVs (i.c., in an analysis of covariance model), Uxk=16
different ways of generating the same model, provided one deals with
"full models" in both DIVs and CIVs.

3.1.3 Ranking Options

The
entries in columns

The
determines whether

ranking options in COMO and FEMO are controlled by the
24 to 38 of CC No. 1.

input value for the program variable DROP, column 2U,
cumilative dropping alone is performed in CQMO and/or

FEMO (DROP = 0), or both cumlative and single dropping (DROP = 1).

Since

in single dropping the ranking order of CIVs or factorial effects is taken
from the order established with the cumlative dropping, the additional
running time for single dropping is amall. Therefore, the program user
wlll probably choose, in most cases, the option for both cumilative and
single dropping.

The difference.between the two dropping procedures is in the
determination of the significant model. Since the two ranking orders are
identical, the difference between the procedures is only the step at which
the "non-significance," i.e., the 7(X)-value, reaches a given significance
level ¢ (see columns 26-37 of CC No. 1). In some cases, the two significant
models will be identical; in other cases, they will be differcnt. Therefore,
the user who chooses the option for both dropping procedures may face the
problem cf huvring to decide between two significant models.

The problem is slmilar to thc onc cacountered in "eorthegenal"
ANOVA: Should one pool the non-significant effects into the crror term or
not? Whereas in orthogonal ANOVA the reason for pooling is usually the
desire to increase the number of the degrees of freedom for error, the
pooling in NOVACQM is a feature of the ranking method employed here.
There is pooling in both dropping procedures. In cumulative dropping,
the pooling takes placec in the numerator mean square of the F-value (of
the Main Theorem, sce (<-10) in Section 2.1.2), whereas in single dropping
the pooling takes place in the denominator mean square. Among the two
ranking procedures of NOVACM the cwmlative dropping procedure obviously
is the "right" one, bccause singlc dropping implies a redefinition of the
molel at cach step according to an intermediate result of the analysis.
However, the single dropping ls provided as an additional procedurc since
cumulative dropping tends to be less powerful than sinple dropping. An
cxample may serve &s an illustration: 1In the ranking order, as established
by FEMO, cumilative dropping, of the factorial effects in a given rroblem,
the rirst k-1 effects ranked as least important may, in the true model of
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the problem, be non-existent. Thelr associated mean aquare 15 then an
estimate of the error variance. The kth effect, however, may ecxist and
may have a relatively large contribution to the numerator mecan square in
the F, -value of the Main Theorem. But as a consequence of the pooling

with the k-1 non-existing effects, the I{X)-value at Step k in FEMO may
only be slightly decreased as compared to Step k-1. 1In contrast to this,
sinzle dropping would "detect" the aignificance of the k'N least imiortant
eftfect since it would have pooled all the k-1 non-existing effects into the ;
exrtor term where they actually belong according to the assumption made for i
this example: the I(X)-value at Step No. k of single dropping would |
definitely be much smaller than that of Step No. k-1, and would indecd i
possibly reach a given significance level o.

In ma.y cases the gap between the two significant models

may be closed by apulying essentially the equivalent of the alternative
ranking procedure discussed in Section 2.1.2, provided one makes the
(reasonable) assumption that the ranking orders resulting from the cumulative
and the alternative ranking procedures would be identical. In that case,
the non-significant I(X)-values at the steps of the cumilative dropping ‘
procedure indicate which null hypotheses may be accepted. At each such ’
step where all previous mull hypotheses could be accepted, Lhe additional
regression sum of squares due only to the effect ranked at that step may ]
be divided by the associated degrees of freedum to give e mean square :
; ("DIFF MS" in the FCA; see Section 3.3.1) which has expectation o® if the

null hypothesis concerning the effect ranked at the step is true. Therefore,

if in the single procedure the I(X)-velue reaches a given significance

level ax at a step No. k;, say, and 1f, in the cumilative dropping praocedure, !
- 7 I(X) rcaches a* at a later step No. ko, say, (k= > k;), one can divide |
! DIFF MS from Step ky in the cumlative procedure by the original error 1

mean square based on n-N-1 degrees of freedom to form a valid F test. If

this F-valuc is significant at the same level as the F-value at Step k) i

in the singie dropping procedure, the two s.gnit'icant models arc identical

and the cap 1s closed. See also Section 3.3.1 and the discussion of the

nuncrical examples in Section 3.h4.

The user of NOVACOM should keep in mind that the main
purpese of the program is to screen imcomplete and unbalanced dota
classifications for significant factorial effects. NOVACOM, by its nature,

cannct always give clear-cut answers such as may be possible in "erthogonal"
analysis cf variance.

Therefore, if the gap between the two significant models
cann 't b cacged vy any means, the statistician may conclude that the
ine aipnifitant model is between the two models from the two procedures.,
This cituation will indicate the need for additlonal efforts to further
analyce the given body of data. (See Example 6 in Section 3.4.0.)




The varisble KALPHA (column 29 in CC No. 1) specifies which
of the possibly up to threc significance levels o (volumna 2u to 37) will
be uged for the determination of the significant medel in CAMO, cwmlative
dropping, when the model alsc contains o FEMO part. That iag, XALPHA has
importance only in the case of an analysis of covariance. (In case of
regression only the specified value of XALPHA hac no influencc upon the
printout.)

The varieble KALPHA would not have been required in NOVACOM
(for analysis of covarlance cases) assuming there was only uvne g-value
(instead of three) to be specified for the determinativn of the significant
model. However. for reasong given below, up to three such a-levels may
be specified by the user and, theretore, c¢ne of them haa to be chosen for
C(MO by means of the variable provided, KALPHA. (The program could have
been constructed such that up to three FEMOs would have been performed
corresponding to vhe three o-values; however, this possibility was _
disregarded in order not to add unnecessarlly to the computer running
time of a given probiem.)

8ince KALPHA deicrmines which one of the three signilicance
levels is to be used in COMO, curmlative dropping, for FEMO, and considering
the fact that cumlative dropping in sume rases ylelds sipnitricant models
which contain fewer terma than actually arc significant, the choice of
the three o-values and KALPHA should be made accordingly. That is, in
analysis of covariance it will be advantegrous Lo choose the first of' the
three a-values larger than actunlly drsirced tor the determination of the
aigniflicant model and then set KALPHA=l. For cxample, if o = 0.0] is
the desired level for the significant ricdel in an analysls or covariance
case, one could choose oy = 0.05, ap = 0,01, and g3 = O0.W1, gay, where
then, with KALPHA=1, the significant CIVs to be carricd through the FEMO
part of the ranking would be determined at the 0.05 level ol sipniricance
in COMO, cumulative dropping. 8ee also Example ¢ in Seotion 3.4.0.,

The above is one reason for havli: the possibillity o
specify woie than one g-level of significanco in HOVACGHM.  Ancther reuason
is that the program givea & "full printout" containing all pertinent
information for a given atep of the ranking cnly when a specitied g-level
is reached by I(X). By specifying the maximum of 5 o-levels, say, HOVACOM
will give, at the most, 3 full printouts fur both cumulative and single
dropping in beth COMO and FEMO (other than fur the tirst pguod step),
provided the 3 levels are reached by 1(X) wf different steps in cach

procedwre. (Note. NOVACOM could have teen constructed such that the
"full printout” would have been given at cuch step of the rankings, however,
this possibility was disregarded becausc of problem runnine: tine vengiderations, )
The analyst, in chousdng mcre than one si nili-canee 1o vel
end in obtaining the corresponding tull pritntouts, is cnwd iod to Vrewden
his judgment concerning the sipnificance ol the CIVi andivy Pac’ riad
3
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effccts. By chooning two "neightoring" aignificance levels in addition
to the one principal level decided upon in ndvance, the user obtains all
infurmat ion about the models which would have resulted from the other
two mignificance levela. In grneral, the user will choose, if he makes
uge of the option, one o«level above and one below the one principal
significance level. For example, he may have chosen o = 0.05 as his
principal significance level. He would write o = 0.05 into columns
30-33 of CC No. 1 as ALPHA(2) if he would like to apecify two additional
velueg, These could be ALPHA(1) = 0.10 and ALPHA(3) = 0.01, for example.
It should be noted that the aq-valuea must be put in by decrecasing order,
tnat 1s, ALFHA(1) > ALPHA(Z) > ALFHA(3). This order is in accordance
with the characteristics of the backward runking technique.

The variable CAD (column 38 of CC No. 1) specifies whether
to use reatricted or unrestricted (relaxed) admiseidility rules in the
renking process. The terms “restricted” and "unreatricted” concern only
the admissiblity rules for ranking CIVs and/or factorial effects containing
quantitative factors. (The ranking of factorial effects with respect to
the qualitative factors contained in them is always done under "restricted"
admissibility rules.) The cholce of the type of udmissibility rules is
entirely up to the user. Restricted admissibility in the ranking of CIVa
or factorial effecta containing gquantitative factors is necessary if t. e
option for coding the OCIV values and level valuea is chosen (in order to
achieve computational accuracy) provided the user wishes to have a
possibility to retransform the resulting values (for example, the regression
coef'ticients) without changing the significant model, see Abt et al. [1966].
Another application of restricted admissibility is when a significant model
is desired which la to contain all polynomial terms having lower order than
the significant terms. For example, a significant model may result, under
unrestricted admissivbility rulea, which containa only second order terms.

If the uscr wighea, in thia case, for reasons of phyaical interpretation,
& model also containing the first order (linear) terms, he can achieve thia
by applying the restricted sdmissibility rules.

Rarking under restricted admissibility rules is also the
only means to arr.ve mt a breakdown of the sums of squares which corresponds
to the breakdown achieved by the method of orthogonal polynomiala. As
known, orthogonal polynomials are constructed such that each polynomial
term is fitted "in addition" to all previcusly fitted terms. This holds
independently of tha fact whether one usea orthogonal coefficients in the
case of equidistant levels or actually constructs the polynomials in the
case of non-equidistunt levels., Therefore, in the use of orthogonal
polynomials, the quadretic contrast as such, for example, is meaningless;
only the fact that it iu ritted in addition to the linear contrast givea
it meaning. This tealure of fitting "in addition" to all lower order terms
{s achicved by the restricted admissibility rules in NOVACOM.
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If none of the three discussed reasons for uaing restricted
wlnissibility rules 4n the ranking are present, the analyat sliould choose
the option for "unreatricted admissibility" (CAD21). Hc may even have a
strong rcason to do 80 because the relationaship he 1s anulyzing
statistically may be theoretically known to contain no linear terms, for
example.  One can often observe that ranking (by NOVACOM) of CIVs or
efects under "unrestricted admissibility” leads to significant models
containing many fewer terms than result from ranking under restricted
admissibility. (See Example 3 in Bection 3.4.3,) That 18, unrestricted
admissibility may lead to a significant model in which a minimun number
of' terms can explain a maximum of the total variability.

3.2 Running Time Forpula

The running time needed by NOVACWM for a given problem obvicusly
is dependent wpon many parameters. In order to find an approximate time
farmula, a prediction equation was evaluated by applying the program DA-MRCA
to the actual running times of a mumber of problems which had been run with
NOVAC(M on the IBM 7030 (STRETCH). In this study, the actusl running time
uscd by NOVACOM was the "dependent variable", y, 4in minutes. As "indcpendent
variables” (0CIVa, that is) the following three variables were uaed:
X3 = N = number of IVs; xp = G = number of factorial effects; and
X3 = n = number of observations. The BIVOR-subroutine of DA-MRCA lcd to
a more concise formula as comparcd to the one resulting from IVOR. In
order to account for the time consumption caused by some of the other
paramcters, the coefficients W, S, and H (see below) are introduced in the
formula. All actual 1unning times which entered the least squarcs
cevaluationa are from problems where the ranking option for bioth cumulative
and singdle droppling was chosen.  In previous studles, only little differences
werv noted between the running times of rankings with restricted and
unrcstricted admissibility rules. The parameter rostrictod/unvestricied
admissibility is, therefore, neglected in the formula. The number of full
printeuts in the problems, whose times were used in the evaluation, may be
vonsidercd as representative of the typical problem.

The formula is as follows (T = NOVACQM - time in minutes on IBM 7030
STRETCH) :

T = 0.0 + -"‘% [11hoN + 20HGW + 0.159G17)
X

where the symbols have the following meaning:
W = pumber of dependent variasbles
S - number of sets ot CC No. 4

H = number ol ANVAs performed (this must be estimated since H is
dependent upon the results of the analysis)
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n = rumber of observations

N number of IVs

it

G = number of effects. (In case of multiple regression, use G=N.)

In the use of the formula, the third term in the expression in brackets
may be neglected as long as n < 100, say. Only in analysis of covariance
has H to be estimated. In the twoc other types of problems, H=l. S§> 1
applies only in cases with confounded constants; otherwise, S=1.

Since the estimated standard deviation for the least squares
fit of BIVOR was 0.9 (minutes), the formula is not very precise for the
running times of small problems. (See also the running times printed
for the examples in Section 3.4.) For example, for G=10, N=20, and n=100
(W=8=H=1, say), the formula yields:

0.6 + 108114 °100°20 + 26+10°400 + 0.159°10*10000]

3
[}

0.6 + 10°®[228000 + 104000 + 15900]

0.6 + 0.348 = 0.948 as L(minute).

However, the actual running time for a case like this may be as much as
three minutes. The relative accuracy is much better for large cases for
which the formula is mainly intended. In the largest case used for the
time study, where n-768, N=138, G=88, the actual running time of NOVAC(M
was . minutes. The predicted time, by the formula given, for this case
iz H4.% minutes.

3.3 Interpretation of Results

In this section the meaning and use of the results contained
in the Final Comprehensive Analysis printouts of HOVACOM will be discussed.
The formulation of the complete printcut for a problem is not given in
algebraical terms. However, the complete printout is discussed with
Example No. 1 in Section 3.L.1. For a general formulation of the complete
printout see Herring [1967] and the general interpretation of the printout
of DA-MRCA (Reference 2) which is similar to the complete printout of
NOV. QM. (iiote. "Complete printout" means the entire printout for a
problem; whereas the "full printout” consists of the pertinent data at
a significant step in the ranking.)

5.3,1 The Final Comprehensive Analysis (FCA)

The format of the Final Comprehensive Analysis is the same,
for COMO, FEMO, and for the ANVAs. (In case of more than one set of
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CC No. 4, the FCAs of FFM0) are merely repeated as the "Final FCA" at the
end of & problem printout.) If the corresponding option is requested
{column 24 of CC No. 1), the FCA is printed for both the cumulative and
the single dropping procedure in COMO and/or FEMO.

The FCA format has 12 columns which are discussed below,
starting from the left.

"STEP". This column gives the step number of the ranking procedure.
(These are the same numbers which identify the "full printouts.”) If CMO
has been part of the ranking, FEMO will always start again with step
mumber "1." The step numbers are not influenced by the fact that one
or more models couid not be accepted by the program. (See Example T in
Section 3.4.7.)

"CQIC_VAR" (CaMO) or "EFFECT" (FEMO). The second column from the

left gives the symbol of the concomitant variable ranked at a given step
of COMO or the symbol of the effect ranked at a glven step of FEMO. The
symbols used are explained in Section 2.2.

"PRC". In this column the PRoCedure is indicated which was used in
the ranking of an effect at a given step of FEMO. Depending upon whether
the *=, **-, or ***_procedure occurred at the given step, the corresponding
symbol is printed in this column. Also printed in the PRC column is an
asterisk if, at the given step, I{X) reached one of the up to thr:e
sperified significance levels o focr the first time. Since even the
smallest specified o-value will be larger than <he value Co = 10°® which,
if reached by I(X), activates the *- (or **-, or ***.) procedure, the
printing of the symbol " *" (or " **", or " ***") always has predominance
cver the asterisk. . -

An asterisk indicates which step in the ranking corresponds to the
significent model for the a-level which is associated with that asterisk.
That is, the CIVs or effects whose symbols are printed at the step number
where the asterisk occurs and at all higher step numbers belong to the
significant model corresponding to that asterisk.

"I(X)". This ¢ lumn gives the computed value of I(X) which is
associated with the CIV or effect ranked at a given step. In general,
the printed I(X)-values will decrease with increasing step numbers. Due
to the behavior of the values which enter the I(X) computation, however,
the I(X)-values may fluctuate considerably in some cases.

Naturally, the asterisk in the PRC column ac¢ & given step corresponds
to the I{X)-value which reaches, for the first time, a value smaller than
or equal to the significance level o associated with that asterisk. For

example, if the first asterisk printed corresponds to o = 0.05, the v

I(X)-value of this step will be smaller than or equal to 0.05.
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P "DIFF MS". The abbreviation of this column stands for 'DIFFerence

: Mean §_quare." The value printed is the difference between the regression
sums of squares of two consecutive steps in the ranking, divided by the
degrees of freedom of the CIV (which is always 1) or the effect ranked

at the given step. In "orthogonal" analysis of variance, DIFF MS equals
the mean square which one would obtain in a regular ANOVA table (see
Examples 2 and 3B in Section 3.k4.).

In "non-orthogonal” ANOVA, as was discussed in Section 3.1.3, DIFF MS
can be used as a basis for a valid F test only when the nmull hypotheses
corresponding to all previously ranked CIVs or effects could be accepted.
The user would, in this case, divide DIFF MS by MS(2) (given in & column
of the FCA discussed further below) tc obtain an F-value whose¢ si_-ificance
he can find from an F-table.

In the single dropping procedure where the user is willing to redefine
his model at each step of the ranking order (which was established by the
cumlative ranking procedure), DIFF MS actually is the basis of the F-value
printed in an FCA column more to the right.

"DIFF DF". The abbreviation of this column stands for "DIFFerence
Degrees of Freedom," and the number DIFF DF printed is associated with
| DIFF MS as indicated before. Independently of that association, the
DIFF DF column takes the place of the usual degreeg-of-freedom column
in a'regular" ANOVA table.

' "F". This column gives the F-value of the Main Theorem, see (2-10)
4 in Section 2.1.2, as computed for the CIV or effect ranked at the given
step, for the cumulative or the single dropping procedure, as applicable.

"MS(1)". This column gives the casputed mean square of the numerator

in F of the previous column. In single dropping, MS(1l) equals DIFF MS for
obvious reasons.

"DF(1)". This is the numbter of degrees of freedom in the numerator
of the value in the F-column. If, in cumilative dropping, DF(l) is
multiplied by the MS(1l)-value of the previous column, the result is the

"additional regression sum of squares", 8Sy.y » of the Main Theorem, due
to the N-N' IVs which have been deleted at the given step (when the rmumber
of IVs remaining in the model is N'). 1In single dropping, one has merely
DF{1) = DIFF IF and DF(1) + MS(1) = DIFF MS.

"MS{2)". This column gives the computed mean square of the denominator
in the F-value printed in the F-column. MS(2) is the estimate of the
residual variance and is used as such in the ranking procedure. 1In
cumlative dropping, MS(2) remains constant through all steps until a " *"

2
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or " **", or " ***" is printed in the PRC-column. (See the FEMO-part of
the flowcharts in Section 2.4.1.) 1In single dropping, MS(2) is redefined
at each step according to the redefinition of the model at each atep in

this ranking procedure.

"DFEE!". This 1s the number of degrees of freedom in the dencminator
of the value in the F-colwan. DF(2) is assoclated with M3(2) of the
previous column in an obviocus manner. If the two valucs are multiplied,
the result is the residual sum of squares.

"CCEFF DET". 1a this column the value of the coefficient of
determination is prinved for the model of a given atep before the CIV or
effect ranked at the stop has been deleted. This means, for example, that
the value of the coefficient of determination printed at the first step
of the FCA for COMO is the one for the model containing all N IVs.

3.3.2 The Final FCA

In case there is more than one get of Control Cards 4 in a
given problem when FEMO is used, the program will repeat, at the end of
the printout of the problem, all FEMO FCAs which had been printed earlier
at the ends of the printouts for each individual set of CC 4. The reason
for printing the Final FCA ig to ease the comparisons between the results
corresponding to the varicus sets of CC k4.

In general, 2ach FCA corresponding to a set of CC 4 will
show a different significant model. It should be remembered that each
set of CC 4 corresponds to a different model which includes one possible
selection from the set of the confounded corstants (see Appendix A). .
Consequently, there are, in general, as many models, or sets of CC L
(and, therefore, as many FEMOs in the Final FCA), as there are possible
selections from the set of the confounded constants. The Final FCA then
serves in finding that significant model which contalns the least number
of significant effects which is then called "The most probable significant
model." For further discussion of the use of the Final FCA the reader is
referred to Example 5 in Section 3.4.5.

The sequence of the printout of the individual FCAs in the
Final FCA 18 as follows, assuming the most general case where several
dependent variables have been analyzed and where both dropping procedures
have been performed (using the actual form of the printout in the identifi-
cation of the individual FCAs):
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FEMO/Y1/CUMUL/SET 1
S

FEMO/Y1/CUMUL/SET 2
A AR A

FEMO/Y1/CUMUL/SET 3
1] /YE / " n

L 1 v 1
t t t '

FEMO/Y1/SINGLE/SET 1
P/

FEMO/Y1/SINGLE/SET 2
P S

FEMO/YL/SINGLE/SET 3
R

Note. In the Final FCA, cnly the results of steps with
accepted models are given. This is the only possible deviation from the
printouts of the individual FCAs.

3:3.3 Additional Analyses of Variance (“AIWA:“)

As mentioned earlier, in case of analysis of covariance
vhen significant CIVs were found in COMO (cumilative dropping) and
accordingly were Kept in the model through the FEMO ranking, the program
rerforms additional rankings of the factorial effecta for the dependent
variable(s) after exclusion of all CIVs from the model and for each
significant OCIV and for each OCIV contained in & significant GCIV,
provided the corresponding option (ADA > O in column 46 of CC No. 1) is
requested. Only the curulative ranking procediire is performed in the
ANVAs which are actually FEMOs for y and the OCIVs concerned.
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The ANVA for an OCIV may sho factorial effects to be
siguificant when the OCIV is not a "fixed" variate (i.e., does not correapond
to the theory of mnalysis of covariance) but is & random variable itself
like the dependent variable, y. For example, if one "factor" in the data
layout is "time of the day" (with levels 8 a.m., i2 noon, 2 p.m., ray), and
if one covariate is air temperature, the factor "time of the diy" will
almost certainly appear to have an influence upen this OCIV.

If, in this example, the response variable y is a true
function of the time of day (independent of air temperature) the factor
"time of day" will appear to have a significant effect alsoc upon y. There-
for, both the ANVAs for y and the OCIV (temperature) will show the effect
"time of day" to be significant. If both variables are analyzed in
combination in an analysis of covariance model, and if temperature exercises
an additional effect upon the responge variable, the OCIV "temperature"
may be significant (in COMO); and if kept in the model through the FEMO
ranking, may cause the effect "time of day” to be non-wsignificant with
respect to y. In other words, in performing an analysis of covariance
alone there is the possible danger of not detecting the significance of
a factorial effect. Performance of the ANVAs for y and the OCIVs will
prevent the indicated danger. Also, the ANVAs will give in combination
with the analysis of covariance, a rmuch better general picture of the
relationslip between the variables concerned than the analysis of covariance
results alone could give. See also Example 6 in Section 3.4.6.

The final comprehensive printouts of the ANVAs are
complemented by listings of the admissible effects at each step of an
ANVA and the associated I(X)-values and their argumentg. These
complementary printouts serve, as they do in the other printouts, to
inform the analyst how the ranking of the factorial effects was actually
performed.

3. L Exemples of Application

In this section, T examples of application of the NOVACOM
program are discussed. Since it is not possible to show all features of
the program in the printout of one single example, those parts of the
printout of the examples are reproduced which show features not exemplified
in other examples. For Example 1, the complete printout is reproduced.

For some examples, only the Final Comprehensive Analyses (FCAs) are
reproduced.

Following is a list of the headings of the 7 examples:
Example 1: Multiple Regression (Duncan, 1959)

Example 2: Half Replicate of 2x2x2x2 Factorial (Davies, 1956)
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, Example €: 3x3x3 Factorial, 9 cells empty, with 3 OCIVs, 2 dependent
variables

' Example 7: 3x3x3 Factorial (Example 6 modified) with singularity in
. matrix A.

The areas of application exemplified are as follows:

1I. Analysis of variance for orthogcnal data layouts: Examples 2,
3A, 3B, 3C.

III. Analysis of variance for non-orthogonal data layouts without
confounding: Example 4.

H

|

! I. Multiple (polynomial) regression: Example 1.
! .

|

_ IV. Analysis of variance for non-orthogonal data layocuts with
! ) confounding: Example 5.

V. Analysis of coveriance for non-orthogonal data layouts with
confourding: Example 6.

The various features of the program are illustrated as follows:

1. Complete printout: Example 1.

ro

Multiple dependent variables: Example 6.
3. Model generation options (not all possibilities illustrated):
CIVs, all outomatically generated: Example 1.

CIVs, automatically generated; and deleted via CC No S:
Example 6.

t Example 3: 3x4 Factorial (Hicks, 1964, and Robscn, 1359)
' A: Restricted Admissibility, Uncoded .
z B: Unrestricted Admissibility, Uncoded
Unrestricted Admissibility, Coded :
1 ﬁ Example 4: 2xhxh Factorial, S cells empty (Stevens, 1948)
; Example 5: 3x%x2 Factorial, 5 cells empty, 3 constants confounded
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DIVs, all hand-generated via CC No. k: Exarmples 6, 7.
DIVa, all automatically generated: Exemple 3.

DIVs, sutomatically generated; and hand-generated via CC No. 4:
Examples 2, 4,

DIVs, automatically generated; and deleted via CC No. 4:
Example 5.

L, Types of factors:

All qualitative: Examples 2, 4, S.

All quantitetive: Example 3.

Both qualitative and quantitative: Examplen 6, 7.
5. Coding: Examples 3C, 6, 7.
6. Admissibility for ranking:

Restricted: Examples 1, 3A, 6, 7.
Unrestricted/Relaxed: Examples 3B, 3C.
T. ANVAs: Example 6,

All example problems were run with the option for both cwmilative
and single dropping and in all examples, except No. 1 and No. 2, 3 signifi-
cance levels o were specified (1 only in Examples 1 and 2).

3.b4.1 Example 1

This example is exhibited in order to show the capability of
NOVACOM in multiple regression. The example also serves to illustrate the
entire printout of the program for this case. The exhibit of the complete
printout allows a comparison with the treatment of the problem by DA~MRCA

(Reference 2). The same data was also uged as an example in the documentstion
of DA-MRCA.

The data is taken from Duncan [1959]), puse 697. There are
two OCIVs (x; = Plate Thickness in inches, and xz = Brinnell Hardneas
Mumber) and one dependent variable (y = Ballistic Limit in Feet/Sec.).

A model of third order in X, and xa is automatically generated which leads
to N=% CIVs. The number of data points 18 n=20. Sece the reproduced input
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sheet for this example. Following the input sheet iz the reproduced
printout from NOVACOM on which are written the mumbers of the notes which
follow below. The reader is also referred to the notes on the flowcharts
in Section 2.4.2 which explain many of the features of the complete
printout.

Notes on (c ete) printout le 1.

(References to "boxes" are to the comments in Section 2.4.2.)

Note 1.1. The entries on Control Card No. 1l are printed for identifi-
cation purposes.

Note 1.2. The 2 OCIVa ("IV 1" and "IV 2") and the 7 automatically
generated GCIVa (P=3, CC No. 1, columns 14-15) are identified. See
Section 2.2.1 for the notation used.

Note 1.3. The date input is printed (x;,Xa,y). 8ee comments on
Box 1.1.

Note 1.L. The maximum and minimum value for each OCIV is given plus
the range and the interval size ("DELTA") for the frequency bar charts of
the OCIV values. See comments on Bax 1.1.

Note 1.5. The "FULL DATA MATRIX" contains the values of the 9 CIVs
(2 OCIVs and 7 GCIVs) and of the dependent variable. The horizontal and
vertical marginal identifications give the 1V numbers and the observation
nupbers, respectively. See comments on Box l1.3.

Note 1.6. The "SUMMATION MATRIX" is the (N+2)x (N+2) - matrix composed
of the (N+1) x (N+1) matrix (A) of the coefficients of the normal equations,
| ]

i.e., of the terms ‘Elx"x,. ¢+ v =0,1,...,N, (R=9 here), with x,, = 1; and

of the N+2 terms (only the row vector printed) '!:‘x“y, and ;lyf The two
marginal identifications give the IV numbers, v = 1,...,9. ee comments on

Box 1.3.
Note 1.7. The averages of t:x: values of the N=9 CIVe and of y; are
- 1 9 - 80
printed. (For example, X; = 5 ‘:‘x“ = 0.249799 .., and y=§15 ‘tly‘ = 1179.15.)

Note 1.8. This is a printout of the IV-numbers of the admissible
CIVs at Lhc Tirst step r COMO. See Note 1.2: wunder restricted admissibaility,
only x}, x{xa, x,x%, ar .} ure admissible for ranking at the firsi step.

Note 1.9. The regression coefficients are always printed at the first
atep.
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Note 1.10. The I(X)-value corresponding to the CIV (IV No. 6: )
ranked least Importmt at the first step of CAMO is printed together with
its arguments: ARG 1 = Xfpa5 and ARG 2 = §f3=0.50. (8ee also formula
(2-12) in Section 2.1.2.’

Note 1.11. The printout identification indicates whether this is a
CQMO or a FEMO ranking; the number of the dependent variable is given
("Y1" AT there is only one dependent variable as in the present example);
the ranking option is indicated: CUMUL = cumulative dropping; SINGLE =
single dropping; and the number of the SET of Control Cards No. 4 is given.
If there is none or one Set of CC 4, or if the problem ia one of multiple
regreasion (as is the case here), "SET 1" is printed here. (Ses also the
identification lines at previous places of the present example: "SET 1"
is printed everywhere, whereas the other 3 apaces are left blank when not
applicable. )

Note 1.12. The inverse matrix A" is printed for the first step
of CGMO where the model contains all N=9 IVs.

Note 1.15. The main diagonal elements of the computed identity
matrix are not printed since all deviationa from 1 were smaller than

TOLI(2) » 0.001 which was used as input value.

Note 1.14. Following are the printouts assoc’ated with the Chi-square
computations for the normality test of the residua.-. Thege printouts are
alvays given for the first (gocd) step.

Note 1.15. Admissible for ranking at the second step are CIVs Nos. 7,
8 and' 9; that is, after dropping x1 from the model, no CIV became additionally
admissible for ranking. Following are the ranking informations for steps
& through 7 (see Notes 1.8 and 1.10) and the values of the regression
coefficients for each step because IRCO+l in column 45 of CC No. 1.

Note 1.16. At Step Number 7, I(X) reacheg for the first time, the
rirst specified g-level: ay = 0.05, see columns 26-29 of CC No. 1. The
"full printout" for thic step follows; see the comments on Box 7.k,

Note 1.17. The statement "DEVIATICNS OF MAIN DIAGONAL IDENTITY MATRIX
ELEMENTS 8 THAN .001" is printed, however, the actusl camputational check,
in this example, was done for the first step only. Once the model of a
step has been accepted by NOVACOM, the accuracy checks are not performed
anymore after that step. See also Section 2.1.3.

Note 1.18. The "RESITUAL OR ERROR SUM OF SQUARES", at this point of
the "full printout" is defined as ATSS-ASSR(N'), with N'=9-(7-1)=3 in the
present cxample. That is, should the analyst decidz to use the model o
this step (the "significant model" at ¢ = 0.05, contalning 3 CIVs) as the
prediction model, while pooling all non-significant CIVs into the error,
the value printed is the pooled error gum of squares. The "CHECK ERROR
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SUM OF SQUARES" 1a thc sum of the squares of the prediction errors given
further below (ses Note 1.19). It serves as an additional check on the
computaticnal accuracy. The "SQUARE ROOT OF (the) RESIDUAL VARIANCE" is
the estimated error atandard deviation, s, for this step based on the Error
Sum of Squares discussed above. The value s is used in the computations of
the standard devistions of the regression coefficients given later in the
full printout (asee Note 1.20). See also comments on Box T.U.

Note 1.19. The "PREDICTED VAIUES", the "PREDICTION ERRORS", and the
subacquent Chi-square camputations are based on the model of this atep,
that i3, on the model containing the 3 significant CIVa. See Note 1.18.

Note 1,20. The "STANDARD DEVIATIONS OF THE REGRESSION COEFFICIENTS"
arc the values r /~,,, v = 0,1,2,4 in the present example, where s is the
standard deviation of this atep, see Note 1.18.

Note 1.21. The last 9 lines give the information on the I(X)-computations
for CMO, single dropping.

Note 1.22. The FCA for COMO, cwrmulative dropping, shows that the
significant model, at the o = 0.05 level, baaed on this dropping procedure,
contains X;xz, x;, and xg (in their order of ranking, with xp being the most
important CIV). See also Section 3.5.1 on the interpretation of the FCA
results. A caomparison with the treatment of the same problem by DA-MRCA

(Reference 2) shows the same aignificant model cbtained by NOVACOM and by
the BIVOR option of DA-MRCA.

Note 1.22. The significant model, at the o = 0.05 level, resulting

fram single dropping is the same a8 the one remulting fram cusnulative =

dropping.

Note 1.24. The indicated problem running time is 28 seconda. This

is approximately the same time which the problem toock when analyzed by
DA-MRCA.
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3.4.2 Example 2

Example 2 is to show the capability of NOVACOM in the
analyais of variance for incomplete but balanced data classifications.
This capability is demonstrated with one of the simplest cases possible,
namely that of a half-replicate of a 2* -tactorial experiment. The data
is token fram Davies 51956] p. 455, The layout of the 8 observations is
given in Table 3.1. The cell numbers are indicated in the upper left
corners of the cells.) M the reproduced input sheet for this example
note that only 2 of the 3 two-factor interactions have been fitted in
order to provide the minimim of 1 degree of {reedom for error in the
FEMO ranking. The two interaction effects fitted are 8 and @; their
respective aliages Cf and BF could have been fitted as well. The four
raln effects aAre automatically gerierated vhereas the two interactions
are written on two CCs No. 4, that is, they have been "hand"-generated.

C Ca
b5 B2 b1 P4
1111 1122
B 107 ] 100
a1 1010 1201
B2 122 120
s 2112 2101
go 2 114 121
2 2o11 2022
Ba 130 132
Table 3.1

Data Layout Example =&

A partial reproduction of the printout of this example
is given in order tv show features which could not be shown with Example 1.

The notes on these features follow belot.

Notes on printout Example 2.

Note 2.1.

the admlssibility of effects; see Herring [1967].

117

The numbers printed here are programming information on



' et et —— s ———————

Hote 2.2. The DIVs and the e¢ffects are identifled. In the present
cagse the number of DIVs equals the mumber of the et.'ects since all factorial
effects are one-degree-of-freedom effects.

Note 2.3. For a crcssed data classification the FULL DATA MATRIX also
contains the cell identifications. The numerical values of IVs No. 1
through 6 are the design point coordinates which values are either 1 or O.

Note 2.4. At the first step (of FIMO), effects No. 4, 5, and 6 are
admissible for ranking, that is, 8, &, and &. &, B, and ¢ are sub-effects
of @ and @ and, therefore, are not admissible at the first step.

Note 2.5. The three I(X)-values corresponding to the three effects
L4, 5, and 6 are printed. The second I(X)-valne, that is, the I{X)-value
correaponding to effect No. 5, 1s the largest one. Therefore, effect
No. 5 (@8) is r.nked as the least important and deleted from the model.
With 8 deleted from the model, effect No. 2 (B) becomes admissible for
ranking in addition to effects No. 4 and 6 at the second otep.

Note 2.6. The last 5 lines of the I(X)-printouts are the first
five of FEMO, single dropping. Note that the last I(X)-value is smaller
than ALPHA(1) = 0.05. Therefore, a full printout is given for step No. §
of FEMO, single dropping.

Note 2.7. The FCA for FEMO, cunulative dropping, siiows that there
are no significant effects. However, one must not forget that this
conclusion is based on only 1 degree of freedom for error. For the
orthogonal date layout of this example, the DIFF MB - column shows the
mean squares as given by Davies [1556], p- 456.

Note 2.8. The FCA of FEMO, single droppin.g, does show a significant
model which contains the two main effects 7 and 8, with @ being the effect
ranked most important. By covicus reasons in the present example, which
is exhibited for the purpose mentioned, it does not make sense to try to
close the ghp between the results of the twe ranking procedures.

Note 2.9. Problem running time was 24 seconds. This is relatively

long; however, one must not forget that a program like NOVACOM is bound
to be inefficient (timewise) for & small case as the present one.
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Example 3 is exhibited in order to illustrate the effect of
coding and of the restricted admissibility rules upon the determination of
a significant model when there are quantitative factors. At the same time,
the example demonstrates the applicability of NOVACQM in analyzing orthogonal
date layouts when the quantitative factor levels are non-equidistant.

LY Bz [ ) B
Xy = Xyo = Ls=> Xya =6
_ 16 12 17 13
dr Xy =0 b u 19 1

L =30 |T =23 T =36 T =24

- 15 1k 15 12

% Ke=2 15 17 18 1L
-

L =30 L =31 T =33 T =26

- 1Q 7 10 9

T Ko™ 9 6 1 13

T =1¢ T =13 T =24 T =22

Data out le

The date as erhibited in Table 3.2 is taken from two -
sources: the 2L values of the response variable, y, are from Hicks [1964],
p. 129, and the quantitative factor variable values are from Robscn [1959].
(The totals for each cell are given for purposes to be seen later.)

The data in the 3xk classification with both factors a
and B being quantitative (leading to a breakdown into 11 one~-degree-of-

freedom components of the sum of squares between cells) is treated in
three different ways:

2L

Lt s, ol el




A (Example 3A): factor levels uncoded; restricted admissibility
in the ranking of factorial effects.

B (Example 3B): factor levels vncoded; unrestricted admissibility
in the ranking of factorial effects.

C (Example 3C): factor levels coded; unrestricted admissibility in \
the ranking of factorial effects. !

The resulting significant models are different in all three cases as !
will be discussed with the reproduced printout of the FCAs. Beslides the
FCAs again only those parts of the actual printout are reproduced which |
show features not exhibited in tie two previous examples. |

Notes on printout Example 3A.

Note 3.1. The level values (values of the cuantitative factor
variables) are identified.

Note 3.2. The quantitative factorial effects (all with 1 degree of
freedom) are identified.

Note 3.3. Only effect No. 11 (Z,,aar. X Byypse) 16 admizsible for
ranking at the first step since all other effects are sub-effects of this
effect.

Note 3.4. The I(X)-velue corresponding to effect No. S (B, ,,,) i8 the
larger one among the two computed at this step so that this effect is being
daropped fram the model at this step (No. 8). Since the I(X)-value
corresponding to B, ,,, is also smaller than ALPHA(Z) = 0.01, a full
printout for this step is given.

Note 3.5. Step No. 7 in "single dropping"” yields an I(X)-value
which is smaller than ALPHA(2) = 0.01. Sinc~ no full printout for step
No. 7 had been given before, it is given here.

Note4ﬁ. With restricted admissibility in the FEMO ranking, the .
"DIFF MS" column in the FCA shows, for this orthogonal case, the breakdown
of the sum of squares between cells into orthogonal components as one would
obtain them by application of orthogonal polynomials.

The value DIFF MS = 5.2457707 for Quntr. X Biyaear (Step S of the
ranking) may be checked in employing the coefficients given by Robson [1959],
ir. his "Table 4." The sum of squares (1 degree of freedom) due to the
compon2nt Q, Iy is computed as follows, using the totals from Table 3.2
given earlier:
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-15-30
+25-30
-10:19
- 923
+15+31
- 6:13
+ 336
- 533
+ 2:24
+21:24
-35:26
+14-22

e ®

= 183
Sum of squared coefficients = 3192

l’ : Sum of squares due to "QL" = é'ls:}fgﬁa = 5.245T707.

Note that the significant model, at the o = 0.05 level, contains all 11
effects.

Note 3.7. The FCA for the single dropping procedure shows the same
i significant model at the 0.05 level as did the FCA for cumulative dropping.
) For the 0.01 significance level there is a gap between the two models.
This gap may be closed by dividing DIFF MS = 36.266LLT of Step 7 in
cumlative dropping by MS(2) = 2.875 to give a value of F = 12.614 which,
with 1 and 12 degrees of freedom, is significant at ALPHA(2) = 0.0l1.

[ N WO P

Note 3.8. This is the FCA, FEMO, cumuative dropping, for Example 3B.
Due to the unrestricted admissibility in the ranking, the ranking order is
different from that obtained in Example 3A. Note the difrerences also in
the values of DIFF MS in this orthogonal case: none of the DIFF MS-values
is equal for Example 3A and 3B. The significant model is equal for
cumlative and single dropping at both levels ALPHA()) = 0.05 and
ALPHA(2) = 0.01. Note that at the 0,01 level of significance, the
aignificunt model as defined by the ranking now contains the effect
‘“ only. However, dividing DIFF MS = 39.272801 for B ,,,.. (Step 9)
lé(2) 2.875 yields F = 13,660 which is also significa.nt at the 0.01
level

; Note 3.9. Example 3C differs from Example 3B only by the coding of
the cmantita.tive factor level values. For instance, the three levels of
factor g, i.e., =0, X3 =2, and X4 = 5, with Range = 5-0 = 5, and
with average = (O b 2+ 5)/3 = 2.33, are in coded form: =~0.4667, -0.060T,
+0.5333. The ranking is again different (fram those of Examples 3B and 3A)
and the significant models contain even fewer terms than in Example 3B. The
gap between the significant models of cumlative and single dropping at the
0.05 level may be closed by dividing DIFF MS = 17.402285 of ® edr. (Step 6)
by MS(2) = 2.875, leading to F = 6.053, which is signiticant at ALPHA(1) = 0.05,
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3,4,4 Exemple 4

Example 4 is the first in this series of examples of
NOVACOM applications which deals with an incamplete and unbalanced data
layout. The data is that of the example treated by Stevens [1948] and
the layout of the values of the response variable y = "gain in weight"
is given in Table 3.3 in slightly different arrangement than given in
"Table 1" on page 349 of the Stevens paper. The factor symbols used
correspond to the 3 (qualitative) factors as follows:

Factor ¢: Sex (qp = "M", @2 = "F")

Factor 8: Type of wheat in diet (B, = "A", B = "B", B3 = "C",
84 = "D")

Factor &t Litter (¢ = "I", @2 = "II", G = "III", Gy = "IV")

Ca Ce Ca Ca
B1 43 73 81 67

| 58 |59
32 93 T5 101 100
2 83 89
Ba | 91 |35 | 92 |106
88
e 53 98 | 105 | 109
89 108
5y 58 62 T1
B2 60 1L . 76
dz
Bx | 70 [ 710 (5
58
B 9 T6
T2
Table 3.3

Data Layout Example L

The fitting of constants follows the rules given in Appendix A. All
main effects and all two-factor interactions can be fitted, however,
because of the five empty cells, only 4 constants for the @ interaction
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can be fitted. This interaction would be represented by 9 constants

(9 degrees of freedom) in a "full model." There are no "identities"

tor this layout, that is, there is no confounding smong the factorial
effects. The fiiting process for the 4 three-factor-interaction constants
is illustrated in Table 3.4 where the types of checkmarks explained in
Appendix A are used. The four circled "X's" indicate the four constants
fitted: abcyyy, abCiyz, 8bCiay, &nd &bcyap. (Other sets of 4 constants
could have been chosen for the @ interaction.)

82

74
8s

$BIK % e

Be

51

%] X% ®le

B2

da

&SN K| K|B@ |0

Ba

K] [K] SIK[K K |2

Ba

KK %

Table 3.U4
Pitting of @ Constants in Example L

The model containing 26 DIVs was fitted by generating
automatically the full model of order =2 (2C No. i, columns k-5) and
by adding the four @-constants via CC No. 4; see the reproduced input
sheet.

Of the NOVACM printout for Example 4 only the two FCAs
are reproduced. The cumulative dropping procedure results in a significant
model (at the level ALPHA(2) = 0.05) containing only the main effects of
 and 3. The single dropping procedure results in a model, at again the
0.05 level, containing the effects @, /3, ¢, and 3. Dividing
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DIFF M8 = 197.28205 of (#9 in cumulative dropping (Step U4) by MS(2) =L49.722222
yields F=3.968 which with 3 and 9 degrees of freedom is aignificant at

a = 0.05. Therefore, the gap between the two significant models can be
closed, and the conclusion would be that the significant mode), at the 0.05.
level, containe the three main effects (with 7 degrees of freedam) and the

@ x 8 interaction (with 3 degrees of freedam). The ranking order within

the significant model shows that ¢ and & are of approximately equal
importance, whereas @ and 729 are less important with (3 being marginally
significant.

The above conclusions are essentially those which are
reached in the analysis by Stevens ("Table 12" on page 365 of the paper).
However, Stevens separated one degree of freedom from the @9-interaction
whichk enabled him to allocate the significance of (#® to this one degree
of freedom. In NOVACOM, the apiit-up of qualitative factorial effects
into single-degree-of-freedom contrasts is not poasible.

Table 12 of the Stevens paper also allows a comparison with
the sums of squares obtained by NOWACOM.

The following table of values is computed from the FCA,
cumulative dropping, columns "MS(1)" and "DF(1)."

Stevens
Ste S8(1)aM3(1)xDP(1 DF(1 Due to Value
T 9272.50 26 all effecths 9272
I 1401.07 19 all interactione -
Difference 7871.43 T 3 main effects TST1
T 9272.50 26 all effects geTe
3 809.22 16 .80, 813
Differsnce 8463.28 10 a,8,C.,aB8 8Us59
h 1401.07 19 all interactions --
.3 809.22 16 a,/’C,ax 813
Difference 591.85 3 am 588
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The discrepancies between the values obtained by Stevens and those by
NOVACQM are small and may be attributed to the lesser accuracy of the
computational procedure employed by Stevens. Note that the Stevens
value 533 for the sum of squares due to ¢# is the sum of the values
L62 and 126 in his Table 12.

137




|
|

— O~y e
— DT I

135

-

<+ 4+—4-

- w] =]
B BRI S ES

!

=3
34

-3
-

OO ABE SO/ IS - ma- B

ANGLYY BV viee ome




B s v

sviCorec-
22410369
2gitosos”
*6L040

sZ2%8iL8°
sco%0vie”
Te0%oi 6o
13 130

svafgroc-
zealoteer
204 toe0e
*€404040°
SZtbdile’
C1a6d e
168900 ca°
130 s43¢d

O s

02
any

12133

T96sTCat
[YY {04 14
498320° 09
10609208
*1ad2e K¢
SDLPEL 20
12122 78]

(Tigs (3257 ]

12272 FRrY)
(2222 Farig
11272 788}
2822T "0
(1274 Fod ]
RBETLZ  °a
2222 sy
(2ign

*20
s
e
otc
I
[4 1

(229

(Tig

sigvietds
ONJQ.O.&&
Cotlseoig
(-1 PAFTY]
268,982
YRl 1]

SoRZTc Ty

(3)Sn

(1114 AX 114

9490 ¢92

1Y) i 1
O4e0vL €L
969148
*uwplCn-vg
[ 144 S
(1igs

*0ipsot e
reller 5t
L{]=]{YYRF?
[ 12112749
1EoTgeCe”
etroesc t
s0Civ0K8’
Fl 409

[ (1778 2F%
wosssTo s
*6i0240°2
eesoser 1
A\TINA TS
wiigevt 1

§02,40cy*

So0
Yoo
€00
€00
Con

vo0
1810

§gdiddit

*00

Slev-gsll

(Y21 AXY FY
Sarlg-olg
$0c9Z L6k

v2uC 0 C2

sCuZlc ty

Su 5410

clerresll
o2ov-guil
Conls otg
Socad-iel
L TUM ¢4
soudey S
$0w2ic° Ty

3 38 5310 S salC

0002300338 I Shul3b iy 7NNl r aITEpue

0¢€ec2000 20eLa 400
998330000 10CU0  +GO
1v839000°0 o €L00LC  <OL

249¢30%0°a o 20000x33CL0  +00

2oee0eli’o €cCooxto000 €00
€4083c0L "0 €£0000X26000 <00
#v0¢3066°0 sV0CCx2ZoooontoLcs Tud

(1 3] 133333 PEXY Y

iddON0 2TIN]E~

3 3A1Sa2nIugnt) “Wnis

Te 439737 2n)S/Varend s’

(UeeT SvYIAIIS) Ajon] $TVD) ¢ WOLIVY Pp.¥2° 'y 3 gemvERd

€€v05200°0 : 20CL0  (Uw
[ 21 Y11 hRL] - I0CLs  vow
L 23 71 14 5 L5 B fulin =20
6099 ic°0 ({73 2 {7 3N4 9
({1 7Y [ LI ] [ 298 2 14 A7}
[ TX 7P R4 X 20 [ -8 T V] SNIVERRY J¢14)

090¢TRLs" 5 gvLCOzzcLCoztLiute 106
(1)} s8a 133933 edid

Sv[anend ALV erd-Panas A[Sade Juesrl) “wrls

Te 4887 “ranc/ba/senlyn’
(000T°Sn3a248) alend $T73) B IWIwe I35 PEIB2° Y dlgavad

139




P

3.4.5 Example 5

Example 5 is a numerical illustration of Example E (a 3x3x2
f~ctorial) which is tr~ated in general t-rms in Appendix A. Exampl. 5
gserves to 1llustrate the capability of NOVACOM in snalyzing incomplete
and unbalanced deta classifications when there is confounding among the
factorial effects.

The numerical data of the example has been generated
according to the following model in which all effects involving factor C
are adasent:

Yapyp = Yady * Capyp T Mt 8 by + alyy + € gy,

where eggyp ~ NID(O,l) and where, according to the structure of Example E,
a=21,2,5;,8=123;y =12 Actually, therefore, one deals with a two-
factor classification containing a dummy third factor, ¢. Consequently,
the ranking process is expected to yield a significant model containing
only the constants &, S,, and abyg .

In the construction of the data the following values were
assigned to the model congtants:

m= 13
&g = b by = <3
az = 11 bp = 8
aby; = 5
abg; = -19 abgp = 3

With these values, the following Table 3.5 of expected cell means, '“ s
and actual "observationa", yaay, = Yasy * €3pyps has been constructed,
using a table of random normal 8ev1ates with o=1. (See also Figure Sa
in Appendix A.) For example, Yy3; = 13 + 4L - 3 + 5 =19, and e;;;; - 0.8.
Note alsc that repeated observations ysgyo have been included in 5 cells
which will provide an cstimate of o®=1 based on 5 degrees of freedom.
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8, 3a By
(Y13 =19) (Yiay =17)
Ca ¥1131~19.8 Yia1=14.8
a
' Yz =19) (Yisa =17)_
Ca yi1121=16.2 Yisaa=15.7
Y1120=20.7 Yiaaz=16.1
(Y21, =2) (Ya2; =35)
¢ yaia=2.1 Yoo211%34.7
Yemia=35.3
74
(Ypoz =35) (Yoo =24)
Ce Yor21%35.6 Yaar=ak.0
(Yaay =20) (Yauy =13)
C1 lell.lo'h ¥an:,v1%.0
¥3118=10.8
a
(Ysrz =10) (Yaoz =21) (Yaag =13)
Ce ¥3121+12.8 Yaz21=21.6 Yaaa1=13.U
Yagaas20.3
Table 2.9
Data t e

Because of the coafounding in the given data layout, there are three
poasible models upon which the ranking proceas can be Lased, as is

deacribed in Appendix A.

All three nodels have in common the following
part:

¥ am+ayxg + agxp + bixa + baxg + c3xs
+ abyiXe + abaoXy + AC); Xg + beyyxg + abC 333X30.

Each model, in addition to ¥©) » contains two more cuonstants, namely
& pair from the three confounded conatants eba;, ®cyy, and begy.  Thus
the three models are defined as follows:

]




T

) e PR

Model I : Y(3) = ¥©O 4 apy 4]’ + acy, ¥}’

Model IT : YI1) o YO 4 qn IV} 4 by, d§?)

Model III: YII1) » ¥O) 4 ao  Af13) + bey, i3’

The three models are gencsated by NOVACOM as follows. A third order
model (D=3, cclumns 4-5, CC No. 1) is gensrated automatically from which,
in each case, 5 DIVs are deleted via CC No. k. The 3 respective sets of
CC No. 4 have in ccesson the & DIVs ab;p, abcyg), &bczii, and abeggy. In
addition, CC 4 Set No. 1 contains the cunstant bcgy, Set No. 2 contains

acg), and Set No. 3 contains abg;, corresponding to the three models
defined before.

Since Model III contains two constants (acg; amd bep;)
representing interaztions with the dwmmy factor ¢, this model must be
expected to yield ixprobable results because the effect appropriately
meagured by the constant abg, is assigned to degrees of freedom associlated
with 4% and &>. Models I and II, however, should yleld the proper
significant model since both contain the constant abg;.

The asmmptions axe verified by the results of the ranking
processes as shown in the FCAs.

In thia example, only the "Final FCA" is reproduced which
combines the individual FCAs given for the three sets of CC L, that ia,
fur the three models.

In practice, the user of NOWWACOM does not know which CC 4
Set will yield the proper significant model. Bowever, as was discuased
in 8ection 3.3.2, he may conclude that the significant model containing
the smallest nmumber of effects is the proper one. This model has been
called "the most probeble significant model."

Looking at the rankings as established for the three models
(the FCAs for "SET 1", "SET 2", and "SET 3"), one can see that the first
two significant models contain only the effectsz 8, &, and @9 at all three
significance levels o umed as input. Model III (S8et 3), however, leads to
a significant model (at o = C.05 in cumulative dropping and o = 0.0l in
single dropping) containing all erfects except @3. Therefore, the user
would conclude that either Model 1 or Model II was the right one to use
since both led to the same "most probable significant model."

w2
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Although the problens of estimation are not discussed in the
present report, it ia interesting to see how rlose to thuir true values the
conatants are sstimated in the aignificant model which reads as followe
for both Nodels I and II (the printout of the regression coafficients of
Btep S for "Set 1" and "Sat 2" 18 not reproduced):

Y= 13.2 + 2.Txy + 10.8%x5 - 1.9%3 + T.Bxq + 5.6%g + 3.4x;, - 20.0x,,.

That is, one has:

= 1%.2
a - 2.7 - -1.9
aa a 10.8 %; - 708
a1y = 5.6 R
abgy = «20.0 abgp = 3.b

None af these estimates 1s significantly d{fferent fram the true values
(which were listed earlier) when testing at the 0.05 significance level.
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b.6 le 6

Among all examples exhibited in the present report, Example 6
shows the largest number of NOVACQM features in combination. Example 6
is one of analysis of covariance for an unbalanced and incomplete 3x3x3
data clagsification with 2 dependent variables and 3 OCIVs. The data is
synthetic.

Of the 27 cells of the layout 9 were randomly selected to
be eupty. Factors ¢ and ¢ are quantitative, and factor £ is qualitative,
The quantitative factor level values are unequally spaced and their values
are coded as are those of the 3 OCIVs.

Two different models were used in the construction of
the data for the two dependent varisbles: For Y; a model was used in
which ¢ is e dummy factor, whereas for Yo a model was used where (7 is a
dummy factor. The constants of the two models are as follows:

For Y,:
m= 13
a) = 5 by = -6
a2 = 9 bz = 3
aby; = 2 ab;p = 40
abpy = =10
For Yz.
m= 13
by = 20 cy = 5
ba = 10 c2 = 25
bciy = 1 bcyz = 30
begy = -16 begz = 60

(Note.) The cornstant avpp wag not needed in the model for Y;; see further
below.

Table 3.6 shows the data layout of the values of Y, and Y,
i.2., of the expected values of the response variables. Also shown are
the numbers of repeated observations in the cells, Reay » 8nd the values
(factor levels) of the quantitative factor variables X, angd X, .
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EV Rk ~ < —_
?_.
1
F
13 & Ce Ca
’ Xy Xe= X.a=
R111=2 Y1=ll¥ Rll2=l Y1=ll+ R113=2 Yl=l)4
5 Y2=39 Y2=88 Y233
Ryp1=0 R122=14- Y1=61 Ryon=0
@ Xy=2 | B Y2=108
- s Riz1=2 Y3=18 | Rya>=1 Y;=18 | Rygs=l Y;=13
3 Y2=18 Y2=38 Yp=13
By Rz11=3 Y3=6 Rz12=0 R213=0
Y2=39
Razy=1 Y;=25 Rzpp=0 Ropn=l Y;=25
dz  Xa=6 | B2 Yo=12 Yp=23
s Rzgy=l Y,=22 Rzma=3 Y,=22 Rzaa=l Y;=c2
3 Y2=18 Yo=38 Yo=13
8 Ra11=2 Y3=T7 Rgi1z=1 Y3=7 Raja=2 Y;=
: Y2=39 Ip= Y2=33
& Xa=T | Ba Ra21=0 Ra22=0 Razm=
~ 3
B Raz1=1 Y;=13 Rasz=l Y;=13 R333=0
3 Y-=18 Yo=38
Table 3.6

Data Layout Example 6

Considering, for the moment, all three factors as being
qualitative, Table 3.7 shows the fitting of (®-constants using the method
explained in Appendix A. Only one @@-constant mey be fitted; abcyyy was
selected from the two possible constants (the other one being abcyya).
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Table 3.7
Fitting of g&-Constants in Example 6

Since factors ¢ and C are, in reality, quantitative factors,
the fittod constant abe;j;; must be interpreted accordingly. One can easily
see that abtcy;i1 can represent the interaction between the component
@y, ¥ Oy, and factor 8. Therefore, abci;; is equivalent to X b, X, with
1 degree of freedam. In the terms of the NOVACOM notation this is the DIV
1.1 x 2*%1 x 3.1. Since this is the only DIV representing the interaction
@2 (containing both qualitstive and quantitative factors), this DIV is
also a PFFE,

Tables 3.3 a-c show the fitting of two-factor interaction
constants. Again, all three factors are considered to be qualitative
for the moment. As can be seen, 3 of the 4 @@-constants can be fitted,
and all 4 - and all 4 A-constants can be fitted. Since all 6 main
effrct constants can be fitted, one has 6 + 11 + 1=18 constants which
appr as iU they can be fitted. However, there are only 27 - 9 - 1 = 17
degrees of freedom "between cells.” Consequently, there must be one
identity in the duta. Ilooking at Table 3.7, one notes at once that

ellminating all observations from cell (7,82 also eliminates all observations

from cell B C». Therefore, the identity is:

Bz = BLe
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Tables 3.8 a-c

Fitting of the Two-Factor Interaction Constants in Example 6

One can fit either ab;z or bcop, but not buth at the same time.

In order not to add unnecesasgarily to the amount of printout
to be reproduced, it was decided to have only one CC L set and to fit bego.
(The fitting of bcys leaves the interaction &%, which is represented by
2 constants, to be the only other PFFE in sddition to a@.) Since ® is a
dummy factor for Y;, the fitting of begs (instead of aby2) should lead to
a falsc significant model containing factorial effects which involve factor
C. For Ya, @ is a dummy factor, and the fitt'ng of bepe (instead of ebya)

should lead to a realistic significant model. These assumptions are verified
by the FEMO rankings, see further below.
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The interpretation of the 17 fitted constants for the real
situation of factors ¢ and ¢ being quantitative is not difficult. The
relations for all 17 constants fitted are as follows:

Fit X, and ¥ instead of a; and ap.
1 Fit X, and X¥ instead of c, and ca.
Fit X, b, and X, instead of ab,; and abp;.
Fit XX, X0, XX, X)X instead of acyy, &c12, 8C21, 8C2a:
Fit b X, and b, X¥ instead of bcy; and beyo.
Fit b X, and by X? instead of bcz, and beza.
Fit X, by X, instead of abcyyy-
The 17 DIVa were "hard"-generated via CC No. 4; see the
reproduced input sheet. A third order model in the three OCIVs was

automatically generated from which 9 GCIVa were deleted via CC No. 5,
leading to & total of 10 covariates (CIVs) in this analysis of covariance

example.

The residual terms, e, in the observed values, y = Y+e, of the
two dependent variables were taken from a table of normal random deviates
with g=1. The 30 values each of y; and y> and the 30 values each of the
thrce OCIVs are given on the reproduced input sheet.

The significant CIVs, if any, to be kept in the model for

the FEMO ranking are determined by the choice of KALPHA = 1 and ALPHA()) = 0.05.

ALPHA(2) = 0.0l may be considered as the principal significance level in this
example. See also the diascussion in Section 3.1.3. All rankings in the
present example are performed under restricted a.d.misa:l.bility rules (CAD

in column 38 of CC No. 1).

The printout exhibited for Example 6 consists of the
identification of the IVs, all FCAs, and the ranking information for the
ANVA of OCIV 1. Following are the notes referring to the printout.

Notes on printout Examnle 6.

Note 6.1. The coded factor levels (va.lues gi‘ th tite,tive factor

variables) are printed. For example, X'

Note 6.2, The identification of the 17 IVs and the 14 effects is
reproduced since an example of the ldentification for which the number of
IVs is different from the number ol effects was not shown previously.
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{Also, the numbering of the effects is necegsary information if the reader
wants to follow the ranking process in the ANVA for OCIV No. l; see Note 6.11
further below.) Note that effects Nos. 6 and T represent the PFFE (&9 with

2 degrees of freedom and that effect No. 14 rep-esents the PFFE ¢ with 1
degree of freedom.

Note 6.3. For y;, only OCIV No. 1 is significant at the 0.05 level.
Note that due to the fact of having fitted 10 CIVs there are only 2 degrees
of freedom for error: DF(2) = 2.

, With OCIV No. 1 being significant at ALPHA(1) = 0.05, this OCIV will
) ' be kept in FEMO and, thcrefore, the program will perform the ANVAs for
' yy and OCIV No. 1.

l Note 6.4. COMO, single dropping, ylelds a significant model (at
a = 0.05) containing 4 CIVs. However, with only 2 degrees of freedom for
error in COMO, cumlative dropping, it does not make sense to try to close
i the gap between the two models. (In practice, one would not fit such a
' large covariate-model as was done here for demonstration purposes.)

Note 6.5. The significant model for y; resulting from FEMO,
curalative dropping, contains four factorial effects involving the dummy
' factor ¢, as was predicted. DF(2) equals 1l after one degree of freedom
for OCIV No. 1 was subtracted from the degrees of freedom "within cells."

Note 6.6. The single dropping procedure o." FEMO for y; results in
the s~ue significant model as was obtained with the cumlative procedure.

Note 6.7. For the second dependent variable, yz, COMO, cumulative
dropping, docs not show any significant CIVs. Therefore, no ANVA will
be performed for yp, or any cther OCIV than No. 1.

Note 6.8. The single dropping procedure of COMO for y does show
significant CIVs, however, again because of only 2 degrecs of freedom for

error in the cumulative dropping procedure, closing the gap between the
two modela 1ls not worthwhile trying.

Note 6.9. FEMO, cumulative dropping, yields a significant model for
Y2 which contains effects involving factors 8 and ¢ only, as was predicted.
That 1is, there are no factorial effects in the significant model involving
factor @, which is a dummy factor for ya. The significant model is reached
rather abruptly at Step 10: the **-procedure had to be applied in order to
continue the ranking. The ranking order within the significant model shows
factor C to be by far the more important of the two factors.

Note 6.10. The single dropping procedure of FEMO results in a
slgnificant model for yp which contains, at the 0.05 level, mlso the two

152

!.
E
i
i




degreces of frecedom representing the mailn effect of the dummy factor .
Indeed, dividing DIFF MS = 4.0072434 of Step 8 ia FEMO, cumulative dropping,
by MS(2) = .688333%3 yields F = 5.321 which, with 1 and 12 degrecs of
freedom, is marginally significant at the 0.05 level. However, becausc of -
this marginal significance (which actually is random, as is known from the
construction of the datal) and because ALPHA(2) = 0,01 was cecided upon in
advance to be used as the principal significance level, one may say that
both dropping procedures show the same significant model (containing effects
involving A and C only).

Note 6.11. This. is the printout of the ranking information for the
ANVA of OCIV No. 1. (This and the FCA is the only information ever given
for any ANVA.)

Note 6.12. In the last step of the FEMO-type ranking for OCIV No. 1,
the **-procedure had to be applied. (For practical purposes, this has no
influence upon the ranking here since effect No. 3 is the only onc lert
not yet ranked and, thereby, is the most important effect by definition.)
The last three I(X)-values are those of "Step 14", "Step 1k*", and “Step 14**."

Note 56.13. In the identification of the ANVA printout the cardinal
number of the OCIV or the symbol of the dependent varisble, Y, is given.
Since the present ANVA 1s that for OCIV No. 1, the identification "@ul" is
printed.

Note ©.14. The FCA, ANVA (cwmlative dropping) for OCIV No. 1 shows that
the factors ani their interactions, in the present example, had significant
cffects upon this concomitant independent variable. Except for the
interaciicn (3, all factorial effects contained in the significant model
Tor y; in the analysis of covariance (see Note 6.5) are also contained in
the significent model (at & = 9.01) for OCIV No. ). This happens Lecause
the numerical values of OCIV No. 1 were constructed such that they are
highly corrclated with the values of y;.

Note 6.15. This is the FCA, ANVA, for y;. (The preceding ranking
informntion is not exhibited here.) 1In other words, the FCA shown is that
which would have becn obtained for y; if no OCIVs had been included in the
FEMO ranking. (Sce the degrees of freedom for error: DF(2) = 1 which is
the number of degrecs of freedom for "within cells.")

The ranking order within the significant model for y, alone is
slightly Jdifrerent from thet obtained in the analysis of covariance (sce
Note uv.n), but both significant models contain the same scet of effcets. Tt
is obvious that the significance of the factorial effects is much higher
when OCIV Hu. 1 is cxcluded from the model. That is, the prosent example
shows how the use of covariates can cause o decreas: in the powns of the
F-test although the residual variunce is considerably reduced (rrom MS(.)=
L.o¥59050 with 10 degrees of freedom to MS(2) = .11673LR2 with 11 dggrecs
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of freedom in the present case). Without having the ANVAs available the
analyst would not know whether the factors had effects upon the covariate(s)
nor vhether the sensitivity of the analysis was decreased by perfoming an
analysis of covariance ranking rather than an analysis of variance ranking..

[T

Note 6.16. The "Problem Running Time" of 4 minutes and 11 seconda ia
that for both dependent variables and includes the time for the 2 ANVAs.
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3:4.7 Example 7

The purpose of exhibiting Example 7 1s to show the capability
of NOVACM in dealing with unacceptable inverses of the matrices (A) of the
normal equations. In crder to show this, Example € was modified such that
a singularity is introduced into the matrix A of rank N+l. This was
achieved by fitting both confounded constants ab;, and beppy while abeyyy
was not fitted, which again makes 17 constants fitted as in Example 6.

(In the proper interpretation considering that factors ¢ and @ are
quantitative and in the NOVACQM notation, the two confounded constants
are 1.1 x 2*2 and 2%2 x 3.2; see also the reproduced input sheet.)

Because of the purpose mentioned, the problem was executed
for y; only, and as covariates only the 3 OCIVs were used, i.e., no CIVs
were generated for Example T.

The numerical values for y; and the 3 OCIVs used in the
present case are the gsame as in Example 6. Again only the FCAs are shown
in the reproduced printout.

Notes on printout Exagg;e T.

Note 7.1. The inverses, A°', for all three steps in COMO were rcjected
because the determinants were found to be negative. The 3 OCIVs were
deleted "from the right": in the order of input, OCIV No. 3 was the
"rightmost" admissible CIV and, therefore, was deleted from the model at
the first step. See also Flowchart No. » in Section 2.k4.1.

Jdote 7.2. The FCA for CQMO, single dropping, shows the appropriate
statement for this case.

iote 7.3. The first € steps in FEMO led to rejections of the inverses
because only at Step 6 of the ranking vas the constant 2%2 x 3.2 del.ted
from the model whereby the singularity in the matrix of the rormal cquations
was eliminated. Because of the rather arbitrary deletion of effects which
are "rightmost" among the effects admissible for ranking at a given step,
the program is not very efficient in eliminating the singularity at the
earliest possible step. If the effect 2 x 3.2 (which was admissible at the
first step!) had been deleted at the first step, the remaining 12 steps
would have represented a genuine FEMO ranking. However, the analyst who
meets & similar situation will, no doubt, execute the problem & second time
after correcting for the cause of the rejections. The results of the first
trial will usually be of considerable help to the analyst for the indicate:
correction. In the present example, the analyst would rightfully suspect
that effect 2 x 3.2 caused the previous model rejections and he would take
the appropriate corrective action. (The cause for the rejections could be
other than in the present example where it was assumed that the analyst
made a mistake in fitting the constants. For example, the causc may be the
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. insufficient accuracy of the inversion process. One may also consider
using the corrective capability of NOVACM for the detection of canfounding
if it cannot be detected otherwise.) Note tuat DF(2) = 19 at Step T are the
12 degrees of freedom "within cells" pocled with the 7 degrees of freedom : :
due to the 6 deleted effects. '

Note 7.4. The FCA of FEMO, single droppirg, shows only the "good" .
steps, i.e., the steps at which 'he inverses were sccepted.
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4. GLOSBSARY OF TERMS USED IN THE REPCRT

The page numbers in the following alphabetical glossary give the
pages waere the main definitions are introduced (page number underlined)
or vhere additional pertinent information concerning a term is given
{page inmber not underlined). The glossary is not a complete reference
to all pagws where a term is discussed or mentioned. Rather, the glossary
is intended &1 a guide to the page where a given term is introduced.

A (= matrix of normal eguations)

A (= mumber of levels of factor @)

Additional analysis of variance (ANVA)
"Additional" regression sum of squares (= 88,_,:)
Admissibility (of CIV ar effect for ranking)
ANVA (= Additional ANalysis of VAriance)

ASSR(N) (= "total" regression sum of squares adjusted
for the mean

ATSS (= total sum of squares adjusted for the mean)
Automatic Generation (of CIVs)

Automatic Generation (of DIVs)

Auxiliary independent variable (u,)

B (= mumber of levela of factor 8)

Beckward ranking method

CIV (= Concomitant Independent Variable)

Coding (of OCIVs)

Coding (of quantitative factor variables)

CMO (= COncomitant Variables Magnitude [of prediction
pover for y] Ordering)
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Complete printout 88
Campound 13
Control Card 4 Set 8,80,91
Cunnlative dropping (in CQMO) 3
Cumlative dropping {in FEMO) L2
Cwrulative ranking 2,13
D (= order of DIV-model) 2
Data input 19
Data matrix 31
Deletion (of CIVs) a3
Deletion (of DIVs) 26
Design Independent Variable (DIV) 3,7
Design matrix 34
DIV (= Design Independent Variable) 37
Effect (= factorial effect) 4,26
Factorial effect L,26
Factor munber 25,26
Factor pair 25,27
R, ©
FCA (= Final Comprehensive Analysis) 20
FEMO (= Factorial Effects Magnitude [of prediction g
povwer for y] Ordering)
Final Comprehensive Analysis (FCA) 20
Final FCA 20
First good step 19
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Full data matrix

Full effect

Full model

Full printout (at significant step of ranking)
GCIV (= Generated CIV)

Generated CIV (GCIV)

Generation (of CIVs)

Gencration (of DIVs)

Good model

Good step

Hand-generation (of CIVs)
Hand-generation {of DIVs)

I, (= A"'A = computed identity matrix)
ISULX

IV (= Independent Variable)

I{X) (= Non-Significance)

KALPHA

Level number

Main Theorem (of multipi. regression)
Matrix of normal 2quations (A)

"Most probable" significant modsl

N (= total number of independent variables)

n (= total number of obscrved y-values)
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"Non-orthogonal" analysis of variance

Non-Significance (I(X)) n

NOVACOM 1 _ :
OCIV (= Original CIV) 3,20
CIV nmumber 2 :

* Order (of DIV) 23 ;
Qriginal CIV (OCIV) 3,20 i
"Orthogonal"” analysis of variance 1
P (= order of CIV-model) a
Partially Fitted Pull Effect (FFFE) 17,29
FFFE (= Partially Fitted Full Effect) 17,29
Power {of CIV) 21,35
Power (of quantitative factor variable) 2y
Power-sum 82
¥ -procudure 18,45
Qualitative factor ﬁ
Quantitative factor | &

Quantitative factor varisble (X, ,X,,...) 6

Fapy... (= number of cbservations in cell afy...) 4 .-
Rejected model 19

Relaxed admissibility (of effects for ranking) 17,28

Restricted admissibility (of CIVa or effects for ranking) 14 »19,10,17,23,27
Restriction-dependence (of 88, . -values) 1,17

Significant model 9,1h4,15,14,19
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Single dropping

Single dropping (in COMO)

Single dropping (in FEMO)

S8,.y (= "additional" regression sum of squares)
Sub-C1IV

8ub-DIV

Sub-effect

Summation matrix

T (= total number of covariates)

TOLI2

"Total" regression sum of squares (= ASSR(NM))

TF (= total number of OCIVs)

v, (= vth auxiliary independent variable)
Unrestricted admissibility (of CIVa or effects ior ranking)
W (= number of dependent variables in & problem)
X, (= quantitative factor variadble for fector &)
X, (= quantitative factor vexr’able for factor 8)

Zero error perfect fit

180

2
Lo

204,17

16,2




2. REFERENCED

1.  Abt, K. [1960]. Analysc de Covariance ot Analyse par pifferences.
Motrika 3, 26-45, 95-116, 177-21l.

2. Abt, X., Gemmill, G., Herring, T., and Shade, R. [1966]. DA-MRCA: A
FORTRAN 1V Program for Multiple Linear Reyression. U. 3. Naval Weapons
Laboratory Technical Report No. <UJ5.

3. Abt, K. f1967]- on the Identification of the Significant Independent
Variables in Linear Modela. lMetriks 12, 1-1j.

L. Anderson, R. L. and Bancroft, T. A. [1932]. BStatistical Theory in
Research. McGraw-Hill Book Co., Inc., New York.

5. Brownlee, K. A, [1960]. Statistical Theory and Methodology in Sclence
and Engineering. John Wiley and Sons, Inc., New York.

G. Davies, 0. L. (Ed.) {1956]. The Design and Analysis of Industriel
Experiments. Hafney Publ. Co., New York.

7. DiDonato, A. R. and Jarnagin, M. P. [196u]. A Mcthod for Cumput ing
the Incomplete Bets Punction Batio. U, S, Naval Weapons Laberatory
Technical Report No. 1949, roevised.

8. Duncan, A. J. [1959]. Quality Control and Industrial Statistics.
Richard D. Irwin, Inc., Home wood, Jilinols.

g. Goasleg D. G. and Luvcas, H. L. [195).  analysis of Variance of
Disproportionate Data when Interaction 1 Present. Ricmetrirs 21,
115-133.

10. Graybill, F. A. [1961]. An Introducticn to Lincar Statistical Models,
volume I. McGraw-Hill Book Co., Inr., lew York.

11, Greenwood, J. A. and Hartley, H. O (1% Guide to Tables in
Mathematical Statistics. Princeton University Press, Princeton,
New Jeraey.

12, Hader, R. J. and Grandage, A. H. E. [19°87. Simple and Mulliple
Regregsion Analyscs.  In: Experimentual Pesigns in Industry.
(Chew, V., Ed.) John Wiley and Sens, Ine., New York.

15. Herving, T. [lQb%). A Programming Guide to NOVACOH, . G TG computer
Program for ' on-urthogonal” fnel.sis of Jeriusnce and Cuvariance.
U/. 5. Naval Weapoas laboratory Technlcal Report No. Th-2137.

1h.  Hicks, C. R. {1904). PFundamental Concepta in the Desipn of Experiments.
Holt, Rinehart and Winston, liew York.




- SRR L. e . L.

15.

— e ey e e T

Robson, D. S. [1959]. A Simple Method for Constructing Orthogonal
Polynomials when the Independent Variable is Unequally Spaced.
Biometrics 15, 187-191.

Scheffé, H. [1959]. The Analysis of Varisnce. John Wiley and Sons,
Inc., New York.

Stevens, W. L. [1J48]. Statistical Analysis of a Non-Orthogonal
Tri-Factorial Experiment. Biometrika 35, 346-~357.




ey

APPENDIX A




PAGE

BLANK




T TV

Appendix A:

METHOD OF FITTING CQNSTANTS FOR NON-ORTHOGQNAL

IAYQUTS WITH INTERACTICNS AND EMPTY CELLS

The method proposed in this Appendix is developed for the case of
only qualitative factors in a given data layout. However, an extension
to cases with quantitative factors is easily possible. The method of
fitting constants is treated strictly from the viewpoint of hypothesis
testing. Therefore, emphasis is put on the procfs that the mull
hypotheses are testable when the backward ranking technique of the
factoriel. effects is applied.

In order to introduce some of the concepts of the proposed method,
the two-way crossed classification example from Section 2.1.1 of the present
report is used (Example A below) together with two modifications (Examples B
and C). Then, a three-way crossed classification example (Example D) where
all cells are occupied is treated. Finally, all the essentiel features of
the method are exemplified, in a combined manner, with a three-way crossed
classification where scme cells are empty (Example E).

Example A

In Figure 1 the layout of Example A is given together with the two
marginal one-way classificatinns for factors 7 and 8. The following are
some of the concepts and symbols which are used for the various features
of the fitting process: A cell is identified by the sequence of the
facter level symbols (in alphabetical order of the factors) which uniquely
definc the cell. For example, the cell identification for the ceil defined
by the first level of ¢ and the second level of B is given by #1/=. A
distinction is made between "basic ceils" and "marginal cells": basic cells
are those of the hasic (original) classification, whereas marginal cells are
those of the marginal classifications which result from summing over all
levels of at least one factor. For example, cell @8y in Figure 1 is a
tasic cell, and cell 1 is a marginal cell (resulting fram summing over
the 3 levelis of factor /). A "row" of cells is defined as the group of
¢cells (basic or marginal) which is formed by keeping constant the levels
of all but one factor in the layout of the basic or marginal cells. For
exmmple, by Keeping B = 1 constant in Figure 1, the three cells (h/, @l
and @y3, Torm a row of basic cells. An "X" in a cell (basic or marginal)
means that the cell is occupied, i.e., that there are observations in this
cell. A circle around the "X" means that a constant (parameter) has been
fitted Lased on the observation(s) in this cell; and a checkmark (of one of
three types to be defined) through an "X" means that a constant either hag
not been fitted or can not be fitted based on the cbservations in the
checkmarked cell.
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In Figure 1 the two marginal one-way classifications ("rows of
marginal cells" by structure) will be used to demonstrate the fitting of
main effect constents, and the two-way classification (of the basic cells)
will be used to demonstrate the fitting of the interaction constents.

oh Bz fc)

a | ® | ® |w an | ®
az (:) (:) dz (:>
: @ X W & |

<

8 (7] B3

® |«

Figure 1: Layout of Example A.

Legend:

\/ : Type I-Checkmark
(See Rule I)

QV/ : Type II-Checkmark
(See Rule IIa)

Since a linear restriction has to be imposed on each set of main
effect constants (i.e., for ¢ and A), a consteant based on the observations
in one of the (A=3 and B=3) marginal cells is linearly dependent upon the
constants based on the observations in the other (two) cells. Generally,
the two constants do not have to be based on the first two cells (as done
for both factors ¢7 and A in Figure 1). However, if the linear restrictions
of the Graybill type, a,=b, =0, are chosen as suggested in Section 2.1.1 of
the present report, the last cell can not be used as a basis for fitting a
constant since this constant is eliminated a priori from the model.
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Under the correspcending restrictions fcr the iiteraction constants,
(abgy = abg = O fora@ = 1,...,A; B = 1,...,B) the same argument applies
to each row and each column of the two.way classification: only the
interacticn constants ab,;, ab;p, abpy, and abss can be tritted. This
completes the full set of AB-1=8 constants contained in the model as
glven in equation (2-5) of Section 2.1.1.

The argumentation just used is the basis for the fitting of mein
effect and interaction constants by visual inspection, according to which
the fitting will be performed from here on: circles are used (Figure 1) i
in the four cells ¢h, @2, 81, and B3 to indicate that main effect constants -
have been based on the observations in these cells. As a consequence of
this choice, the last cells in both rows of marginal cells have to be
checkmarked. '"Checkmarking" is used here as a synonym for equating to !
zero the constant which would have been based on the cell if it had been |
possible. The first rule for checkmarking & cell is thus stated:

Rule I. If, in a row of basic or marginal calls, all but one
occupied cell have baen circled (where the choice of cells to be
circled is up to the analyst), the one occupled cell left will
receive a "Type I - checkmark": see legend in Figure 1.

Note that, as indicated before, it would hLave been possible to choose,
for example, the merginal cells ¢; and 3 ror circling, which would have
left cell 7> to receive & Type I-checkmark. (This would have implied

a set of linear restrictions different from the Grayblll type.)

In fitting the four interaction constants in the two-way layout of
basic cells as shown in Figure 1, the last cells in the 4 rows defined by
o=l, o=z, B=1, and =2 also receive Type I-checkmarks according to Rule I.
Then, the anly occupied cell not yet considered ln the fitting process by
visual inspection is 7383. The reasoning for not being able, in the visual
process, to vase aun interaction constant on thie cell, given the four
interaction constants have been fitted as indicated in Figure 1, is as
follows. Each interaction effect (of any order), to be represented by a
fitted constant, must be interpretable as a contrast of contrasts and,
therefore, vequires two occupied cells in the rows of (basic or marginal)
cells with which the effect is to be associamted. Further, if two occupied
cells in & row are available, a choice must obviously exist to actually base o
the constant on the one or the other occupied cell. This feature of having
the choice to base the constant on either one of the cells in the row will
be called "reversibility."

Inspecting, in Figure 1, the row of basic cells defined by 8=3, one
can see that once the cells (383 and ¢%; are checkmarked (by Rule I),
therc are no cells left (in the row #=3) for which reversibility exists.
Therefure, no interaction constant cen be based on cell @331, and it is
checkiarked according to "Rule IIa":
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Rule ITa. If, in a row of baslic or marginal celils, all but one
cell have been checkmarked according to Rule I such that no
reveraibility (as defined abuve) exigts for tho one cell left,
the cell wiil receive a "Type II-checlmark": see legend in
Figure 1,

{Note: A "Rule IIM" and a "Rule Ilc" according to which the Type II-
checkmark will again be applied, are glven in the discussions of Examples
B and D, respectlvely, &rter the definition of a "Rwle III.")

Notice that, with respect to cell 7483, the necesslty of applying
the Type II-checkmark is elso evidanced by the two Type I-checkmarks in
the row defined by w=3.

This completes the fitting process by visual inspection, following
the established Rules I and XIa, for Pxample A.

Performing, in Example £, thc analysis of variance corresponding to
the backward ranking process under reatricted admissibility (see Section 2.1.2),
the only admissible mill hypothesis at the first step is the null hypothesis
concerning the interaction effect @9, i.e., Ho{abyi=ab;z=aboy=abpp=0}. This
joint hypothesis is testable aince for each of the four ab-constants there
is a linea:r function of the cbservations having the particular ab-constant
{parameter) as expectation under the given model. For example,
E{y124-Y13p-Ya2p*¥sa ] = abyp. At the second step, provided the null
hypothesis aboug s was not rejected and the ab-constants were deleted
frem th- model, the null hypotheses about the main effects of both factors
@ and /3 are admissible. Both hypotheses Ho{a;=85+0} and Ho{by=ba=0} are
testable since there are linear functions of the observations which have
a;, 8z, b1, or bz, whichpvnv ip applicable, am expectation under the
given model.

Considering only degreea'of freesdom, the AB-1=8 degrees of freedaom
"between cells" are assigned to the three factorial effects as follows, as
would be expected for a layout in which all cells are occupiled:

2
2
L
8

Total = "between cells"




Example B

Example B is a modification of the previous Example A: the (basic)
cells 1Rz, 7483, and (a3 are now empty, whereas the other six cells are
occupied as before; see Figure 2. By employing the fitting procesa by
visual inspection, the main effect constanta are fitted as before which
consumes 4 of the now 5 available degrees of freedom "between cells.”
Obviously, this time only 1 interaction constunt can be fitted.

Inspection of the two-way layout in Figure 2 shows that cell #,8, ‘

is the only occupied cell in the row of basic celis defined by f=3. As !

stated before, any fitted constant requires the availability of twou :

| occupied cells in the row of cells with which the effect (= contrast), |
represented by the fitted congtant, is to be associated. Therefore, )

certainly no constant can be based on a single occupled cell in a row such

as M3 in Example B. This leads to the simple "Rule III":

Rule III. If, in a row of basic or marginel cells, there is
only ohe cell occupied, this cell will receive a "Type III-checkmark':
see legend in Figure 2.

5 8z 8

741 \ V.4 .4 a1 (:)
da (:) V.4 d2

®

%
%
)
<

a3

®| ® | w

Figure 2: Layout of Example B.

Legend:
. w” ¢ Ty»e II-Checkmark
d (See Rules IIa and IIb)

ﬁy’ : Type II1I-Checkmark
. (See Rule III)
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N Once cell 18a in Figure 2 is checkmarked, cell )8, remains the

) only occupied cell not checkmarked in row a=1. Therefore, no reversibility
exists for the two occupied cells in that row, and it ie not posalble to
base an interaction constant on cell 738, either. However, unlike in
Example A, this time the checkmarking of a cell, which is the only cell
not yet checkmarked in a row of cells, is not a consequence of fitting
constants by choice (1.e., of circling cells in other rows), but a
consequence of checkmarking a cell when no alternative exists. This
leads to the definition of "Rule IIb":

: Rule IIb. If, in a row of basic or marginal cells, all bdbut one
i cell have been checkmarked according to Rule III, the one cell
left will receive a "Type II-checkmark." (See legend in Figure 2.)

The fitting process by visual inspection in Example B ia campleted
by choosing to base the one interaction constant on cell @g%9,, for
example. This is done in Figure 2, and cell F=29; 18 circled accordingly.
As a conasequence, cells 729 and 7>/ are checkmarked following Rule I
and cell 7282 is checkmarked following Rule IIa.

At the first step of the ranking process, the anly admissible null
hypothesis is again that on the interaction, Ho{abg;=0}. This hypothesis
| is testable since E{yai1p-Yeag-Ya1p+¥azp] = abzy under the given model.

Example C
The layout of Example C, as given in Figure 3, results from

Exa~rle A by deleting the observations in the four cells 8z, 7281,
@GS 4, and a3z, as indicated.

Br | B2 | B
| o | ® ¥ 4 a | ®
T2 L4 g2 x) 1
a | W W a | W

By Rz Ba

®| ®f w

Figure 3: Layout of Example C.
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Now five basic cells are occupied and it appears, Irom applylng Rules

111, I, and IIa, (8see the checkmarks in Figure %), that five conatants

can be fitted as is indicated by the circles. (The two "I"s in the

marginal cells Z» and By will be explained later.) However, actually

only 4 degrees of freedom "between cells' are available to be assigned .

_ . to factorial effects. The reason for the discrepancy ls simple: The
deletion of the observation(s) in cell @#8> would lead not only to the

il loss of one degree of frecdom "between cells", but alsc t» the loss of

one degrec of freedam for each of the main effecta of factors 7 and R.

In other words, the observation(s) occupying the basic cell £y?. cause

both marginal cells (7» and A> to be occupled; that is , deleting all

observations from cell 7> also delctes all cbaservations from cell 83.

The type of relation among non-empty cells (basic or marginal) thus

exemplified will be expressed in an algebrailc identity containing the

symbols (identifications) of the cells involved in the relation, that is,

in the present example

(/o m Ra,

Each such identity represents cne confounded degree of freedom.
That is, one degree of freedom of all those factorial effects, whose
constants are based on the cells represented by their cell symbols in

the identity, 1s confounded. In Example C, therefore, onc degree of
frecedom of each of the main effects is confounded since the constants

ar and by are based on the (marginal) cclls ¢?» and 3a, respectively.

For this reason, cells @» &nd R are marked with an "I" (for Identity)

in Figure 3. Clearly in this case, eithexr ap or ba can be fitted, but
not both simultancously. Therefore, at the first step of ranking in this
example, Ho{abyy;=0} will be tested with the model cocntaining cither the
constants a3, ap, by, or ay, by, bg. At this first :tep it makes no
difference whebher an or pa i8 ritted in addition to &, and by.

Once the interaction constant aby; is deleted from the model
(assuming that Ho{ab;;=0]} was not rejected) the fitting ot ap or by
depends upon which null hypothesis 1s to be tested. For example, in order
to test Ho{by=0}, i.e., to teat the hypothesis that there is no main cffect s
due to factor B in addition to the main ctffoect ot factor ¢, the reduced model
nmist contalin the constants ay and az. The corresponding argument holds for .
the testing of Ho{n,<0], in which case b; and by must be contalned in the
reduced moded. Both null hypotheses about ap and by are testable, since, for
example, Elviip=yiag] = by and E[y1y5-yx1p) = a1 under the models containing
81, Az, by, und a3, by, bp, respectively,  Naturally, not rejecting the
hypothosis Hp{b1=0}, for cxample, does not imply that the overall main efrect
or B is not asigniticant, but it dors ‘mply, given the pattern of empty cells,
that the dirferences among the 5 cell means can sufficiently be explained by
the muin effect ol rfactor @ alens.  In this casc, once the constant by has
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becn deleted from the model, the hypothesis Ho{ap=a,=0) 18 tcstable. A
similar argument holds for the case of not rejecting the hypothesis Hpo{a,=0}.
Rejecting Ho{a;=0} or Ho{by=0} means that the corresponding main effect is
aignificant, at least tased on the one unconfounded degree of freedam.

The concept of identities will be further discussed in Example E
below.

Example D

Example D is the basis for Example E which will be used to demonstrate
all features of the fitting process in a combincd manner. Example D results
from Example A by introduction of a third factor, &, with C=2 levels. All
AXBxC = 3x3x2 cells are assumed occupied, and the layout is given in Figure b.

81 B2 B

® | ® | w

- Wl | W
o | ® | ® | w
- W W
SRV SRV S I %4
“r ce | W w0 | owr

Figure %: Layout of Example D.

The three marginal vie-wuy classifications and the three marginal two-way
classifications are nol shown since the fitting of canstents and testing
ot null hynotheses for main cffcets and first order interactions correspond
to those shown in Exwnpls A.
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The fitting of second-order interaction constants (abc-terms) by
visual inspcection follows the rules established before. For example, in
the row of baslic cella defined by B=2 and y=1 only two abc~constants can
be fitted. Circling the cells 1S and daBxC: (i.e., fitting the
constants abcyp; and abcppy ) lemds to the checkwarka in cells 8L,
AL and BPL2; according to Rule I. The other two constants fitted are
abcyyy and abeoyy, and the checkmarks in the remaining cells except 7a3f4Cpe
are applied in an obvious mannar following Rules I and IXa. The chzckmark
{of Type II) in cell 84’2 is applied following a similar reasoning as .
that used for Rule Ila: Cell 7@l is the only occupied cell left unmarked |
in a)1 threc rows of basic cells to which it belonga. 1In these three rows
(defined by a=3, B=3; w=3, y=2; and =3, y=2) all other cells have been
checkmarked according to Ruie IIa as a consequence of previous checkmarking
according to Rule I which was done as a consequence of fitting the four |
abc-constants as indicated. Therefore, no reversibility exists for the !
remaining cells once the 4 cells as indicated are circled, and cell ¢h3:02
accordingly i3 alsoc checkmarked. This argumentation can also be generelized
to higher-way layouts and thus leads to the last rule to be defined for the
fitting process by visual inapection:

Rule IIc. If, in a row of basic or marginal cells, all but one cell
have been checkmarked according to Rule IIa, or, as a conscquence

of Rule IIm, according to the present Rule IIc, such that no
reversibility (as defined betore) exists for the occupied cells

of the row concerned, the one cell will receive a "Type II-checkmark."

Note. Rules IIa, IIb, and IIc could be cambined into one "Rule 1I" which
would state the folleowdng: Any cell will receive a Type Il-checkmark

which 18 left as the only unmarxed occuplied cell in a row of basic or
margiinal cells where all other cells have been checlmarked according to

Rale I or 1II oy, &6 a cunsequence of Fule I or 1Il, according to "Rule II."

ATler finishing the fitting process for Example D, th: choice of
the four abec-constants fitted can be seen to correspond to the choice of
the lincar restrictions of the Graybill type. The restrictions read, for
the three-factor interaction constants: abcgg, = O for all (a,e);abqa.Y = 0
ror all (a,y)# and abc,g, = O for all (B8,y).

At the first step of the ranking process, the only null hypothesis v
admissible is that ~oncerning the three-factor interaction &, and abtviously,
this hypotheais is testable.

Example E

. This oxample results from Example D by deletion of tle obscrvat lons
in > cells as indicated in Figure Sa.  The example contains all the essential




features of the method as they were successively introduced in Examples A
through D. Example E, therefore, will be used to demonstrate all the
egsential aspects of the proposed method.

In addition to the layout of the three-way classification given in
Figure 5a (in which factor @ is treated as a "subclassification"), Figures
5b and 5¢ chcw the same classification arranged such that factors # and &4,
respectively, are treated as the "subclassification.” These three possible
arrangements are convenient for the demonstration as will be seen. Figures
5d, 5e, and 51 show the three marginal two-way classifications for fitting
@&B-, @, A-interaction constants, respectively.

By B2 Ba
C @ \)(
i L
| ce | ¥ v
o | W | W
dz
e v | v
! Ca W V4
!? s
' ’ ca | W | & "4

Figure 5a: layout of Example E. (C as "subclassification")
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a1 dz aa
5B x X X
[ B2 X
Ba X X
IcoN X X
Ce B2z X X
Ba X X X
Figure 5b: Example E. (8 as “"subclassification")
Ca Ce
175 X X
B d=2 X
da X X
(741
82 dz X X
da X
L X X
B4 aa X
s X X
Figure 5¢: Example E. (¢4 as "subclassit'ication")
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=3 B2 )
748 ® V.4
e | @' ® | w
7 w v 4 v 4
Figure 54: Example E, Interaction 8
C Ca
ai ® v ¢
e | @'
a2 V.4 W
Figure Se: Example E, Interaction O
TG Ca
5 @ V.4
g2 | @] W
8> V.4 V.4
Figure 5f: Example E, Interaction &2
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A convenlent first approach is to fii, Ly the process of visual
inspection, all constants which appear as if they can be fitted, according
to the rules previously established, in all marginal clasesifications and in
the basic (three-way) classification. If, in this way, k moie constants
result than there are degrees of freedom "between cells", then exactly k
identitics must exist for the given data. Naturally, if the number of
canstants thus fitted 1s equal to the pumber of degrees of frecdom "between
cells", identities do not cxist for the given data. In the present =xample,
the fitting of main effect constants (the three marginal one-way classifi-
catlons not shown ror this example) and first-order interaction constants
(see Figures 5d-5f) yields 2, 2, and 1 conatants for 7, B, and ¢, respectively;
and 3, 2, and 2 constants for 43, &, and A2, respectively. In order to
evaluate the possibllities of fitting abc-constants, consider Figure Sa.
Four cells, as indicated, are checkmarked according to Rule III. For
cxample, cell @a®.;: is the only ~ccupied cell in the row of basic cells
defined by B=2 and y=1l. Cell Za5:Ce 18 checkmarked following Rule ITb
(as a consequence of the Type III-checkmark ia cell a8z ). Without
Titting an abc-constent first, the remaining 3 occupled cells can not be
checkmarked. If cell ¢1/S:C2 1is chosen as the basis for a constant itted
(i.e., for abcy;;), the remaining 7 cells can be checkmarked following
Rules I, ITa, and IIc. Summarizing the results fram the fitting process,
the following degrees of freedom are preliminarily assigned to the 7 factorial
cffects:

R EIE I
O TSN BT

ax 1
Total 13

However, only 13 basic cells are occupied (Figure 9a), conscquently, there
are only 12 degrees of frcedom "betwcen cells."  Accordingcly, 13-12:1
identity mst be present in the given layout.

The scarch for the identities, i1 these are not obvieus as in
Example C, can bc Jone cither systematically o1 by trial and error. For
example, the analyst can systematically delete the observations of cach
basic and marginal cell, cell by cell, and examine the numbers of constants
which can be fitted in earh situation. 1In general, this cxamination cheuld
give suffi~icnt hints as to the "locaticn" of the identitics. On the cther
hand, som: cxperience with the peculiarities of idenvities wiii cpabl: ¢ he
analyst to rind the identities of a given layout much faster by trial and
error. In the present example, for instance, it is pci difricult to I ind
that deleting the observations frem the marginal cells 9y and A, aunes
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the marginal ccll 7% to be empty too. Algebraically, this relationship
is expressed by the identity

ddf3y + By = dLa -

This identity implies the following (see Figures [d-5f in which the 3
affected cells arc marked with an "I"): One degree of freedom is confounded
in each of the three two-factor interactions, i.e., in @9, &, and &. The
three constants affc~ted are those baged on the obaervatione in the three
marginal cells whose symbols are contained in the identity, l.e., abg,,
acy;, and bcg;. Any palr of these three constants can be fitted; the
simltanewus fitting of all three constants is not posaible since it would
lead to a singular matrix of the normal equations.

The above identity happens to contain only cell symbels for which no
factor is at its last level, i.e., at a=A=3, p=B«3, or y=C=2. This absence
of last levels is very desirable since cell symbols at the last level of
any factor can not be associated with constants to be fitted because these
constants are deleted a priori from the model if one uses the suggested
linear restrictions of the Graybill type. Whenever applicable and possible,
therefore, the levels of the factors should be interchanged such that the
identities contain only cell symbols in which none of the factors is at its
last level. The interchanging is feasible when the method being discussed
is applied to cases with only qualitative tacturs or (quantita.tive) factors
which are treated as quolitative factors. Should it be impossible to free
the identities from cell symbols at last factor levels, it will still be .
possible to find, for ‘ach identity, a set of constants which can not be
fitted similtaneous) (lNote that, for the proper testing of null hypotheses,
a set of constants wuich can not be fitted simultmneously must be found.)
The search for this set of constants again may have to be done by trial and
error, i.e., by obacrving whether or not the matrix of the normal equations
is non-singular while trying variocus possibilities of fitting.

There may be more than one identity for a given set of data. However,
all identities must be linearly independent from each other in order to
account for one confounded degree of freedom each. (The latter implies that,
in o system of identities, the cell symbols can be added to and subtracted
from each other, which is stated without proof.) For instance, two or more
identities are linearly dependent when they can be added to yield a "trivial”
identity. A trivial identity is one which does not account for a confounded
degree of freedou. In the present Example E one such trivial identity is
(see Figure 5a):

B2 + daff2 = BL, + BA2p
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As can be seen, with cell 7,8, bveing empty, Voth sides of the identity _
are equal to S,. :

After finding the identitiea (if presonl.) and finding, for each
ldent ity, cne set of confounded constants which can not Le {ivted
simultaneously, the appropriate mull hypotheses can be tested.

In the present example, at the fivst step of the ranking pro-ess,
only Hofabcy;y=0} 1s admissible for testing (assuming therc is a possibility
Tor testing, 1.e., there exists a valid estimate of the experimental error).
This hypothesls is testable since there is a linecar function of the obser-
vations which has abe;y; a8 expectation, under the model containing the
constants abcy,;, ab,;, abpam, acyy, beyi, 83, ap, by, bo, c;, pPlus any two
of the three confounded interaction constants, &bz, acgy, bepy: |

E{ (¥111p-¥131p=Y112p+¥132p) - (¥a11p-Yan1p-Ys12p*Yasgp)] = by -

Assuming ahcyy =0 to be true (and, conriquently, usswsing abeyyy to
have been deleted from the model), at the sicind step of the ranking
process for this example, the mill hypothicses about the interaciion effects
as, @, B2 are admissible for testing. 1n urder to s2e how the confounding
will affect the posaibilities of testing, a list of the expected values of
the functions indicated below is advantagccus. For the present investigation
only, the model is assumed to contain all scven interaction censtantg
(besides the five main effect constants), thal is aby,, &by, abaz, acyy,
acsy, beyy, and bepy.

The censtruction of the functims D, (ot individual cbscrvaticns,

y““;.P)’ having the desired expected values, was facilitatcd by inspection
of Figures Sa, Sb, and Sc:

KD,] = EY111p-Ya11p-Y131p*¥a310] = aly,

HD2] = H Yazep-Yazzy-Yanoptyauuy]  alb.

HDa) = Hying-Yiazp-yarip*yorng] - @y "
E{D4] = Elyinip=yisrp=yuzptvinc,l oy

E{D.] - E[.\’2210')'2220‘5’331p*)"a:;up] = Qg thepy

E{Dg] = E{Yxng')'anp'hszp*:y';'-):.p'] Sabyptacyy=ibpyeny

D]

E{yEElp'YEllp'Y3229+)'31:}p-\. S athpoebioyyanh g by

A1
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The last tvo functions will be replaced by linear combinations with other
functions such that the expected values of the new functions contain only
confor'nded effects:

E{Dp) = E[D3+D3-Da] = abzy+acz;
K D;]} = E{D2-D¢-D;] = ahp)-beay

When equating to zero one of the three confawndeda constants, i.e., abp,
acg, or bcg;, one can see that the null hypotheses on all three interaction
effects, AR, (@, and 8%, arm testabl:. For example, if abg; is set equal
to zero (i.e., if abp; is deleted fram the model), the mall hypotheses
Ho[lbll-!bu-o.], HO[IC].],'BCQJ_'O}' and Ho[bCLI-bCRl-O] are testable aince
the functions D;, Dg, Dy, Dg, Dy, and (-D;) have the respective constants
a8 expectations. However, if according to the {est result, Hofab;;=-abyz~0}
does not have to be rejected and ia assumed to be vaild, cne does not

have evidence that the interaction ¢f8 1is not significant. The only valid
councluslon is, glven the pattern of empty cells, thet all two-factor inter-
action effects (if preaent) can sufficiently be explained by the interactions
@ and &, Corresponding arguments apply when acp; or beg, are deleted fram
the model and Ho{acy)=0) or Ho[be;;=0], respectively, are assumed to be
valid on groands of the test resultu.

If each of the mull hypotheses on the three interaction effects %,
a, and & has to be rejected, regardless of which one of the three
confounded constants is deleted fram the modei, the conclusion is clearly
that all two-factor interactions are significaant end that the ranking process
has reached the significent model. Naturally, thero are many more possible
result s, all of which can not br discussed hers, vhen testang the inicracilon
effects under the condition of the confounding es contained in Exemple E.
For example; the deleted constant may be mcgy, and Ho(bcy;rbeg; =0} may be the
only one of the three mull hypothesea on interaction effects which does not
have to be rejected. This also would mean that the significant model ia
reached in the ranking process.

Once the main effects in Example E became admissible for testing
(4.e., once all interaction constants have been deleted from the model),
their testing is straightforward since they are not affected by identities.

(Note. For a numerical illustration of Example E see Example S in
Section 3.4.5.)
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