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BRIEF 

The problem investigated in this study is that of evaluating psy- 

chological tests as aids to the selection of personnel for training and 

jobs.    When an institution uses a test for the purpose of personnel 

selection, some estimate of its value as a decision-making tool is needed 

by psychologists and management.    The conventional approach to test evalu- 

ation, namely, correlational analysis, ignores three important situational 

factors:    hov well the institution could do by chance  (commonly called the 

"base rate"), the proportion to be selected from the population (the se- 

lection ratio), and the institutional gains and losses resulting from 

correct decisions and incorrect decisions. 

A method based on statistic decision theory was developed which 

handles these factors explicitly and systematically.    The method, as 

presented,  is restricted to the dichotomous (or dichotomized) criterion 

case and does not rely on the correlation coefficient as an index of 

association between the test and the criterion.    The decision-theoretic 

method involves the construction of a payoff matrix corresponding to the 

contingency table relating the test to the criterion.    Hie cell frequencies 

are weighted in a utility equation by the payoff values  (utilities) in the 
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corresponding cells of the payoff matrix. This utility equation represen 

a new test evaluation index that directly expresses the utility of the tet 

to the institution using it. 

Also presented is a method based on Brogden's publications on thii 

problem. It Involves the comparison of criterion groups, e.g., satis- 

factory and unsatisfactory, in terms of their utility to the institution 

using the selection test. It is called the "utility function11 method 

since the criterion is converted to a utility scale. 

The three methods (correlational, decision-theoretic, and utility 

function) were compared with tests used to select students for technical 

schools in the U. S. Navy. Scaling techniques were developed for the 

measurement of values inherent in the Navy situation. Specifically, the 

graduate-fail criterion was translated to a utility scale and the corre- 

sponding job areas were scaled on need (or the relative utility of gradu- 

ates to the Navy). Using scale values obtained for the Job areas, a pay- 

off matrix was constructed for each school on the assumption that the 

currently used test cutoffs are optimal. 

The three methods led to quite different indications regarding thi 

utility of the selection tests evaluated. The decision-theoretic and 

utility function methods agreed in terms of the proportion improvement 

over chance prediction provided by the tests, while the :orrelational 

method tended to underestimate this proportion. In term;? of utility, the 

decision-theoretic method indicated the tests were worth much more to the 

Navy than did the other two methods. 

In addition to the above, the following conclusions were stated: 

• 



(l)   Statistical decision theory Is veil suited to the usual selection 

testing situation.     (2)    Psychological scaling methods provide a solution 

for the measurement of values required In the application of the decision- 

theoretic approach to test evaluation.    (3)    Supplementation of corre- 

lational analysis of tests with decision-theoretic analysis is likely to 

lead to new insights into the utility and use of tests for personnel 

decisions. 

• 
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CHAPTER I 

STATEMENT OF THE PROBLEM AND IHEORETICAL BACKGROUND 

The problem Investigated In this study Is that of evaluating 

psychological tests as aids to the selection of personnel for training 

and Jobs.    When an Institution uses a test for the purpose of personnel 

selection,  some estimate of its value as a decision-making tool is 

needed by psychologists and management.    The conventional approach to 

test evaluation, namely,  correlational analysis, ignores three impor- 

tant situational factors:    bow veil the institution could do by chance 

(commonly called the "base rate"), the proportion to be selected from 

the population (the selection ratio), and the institutional gains and 

losses resulting from correct decisions and incorrect decisions. 

In an attempt to contribute to more adequate test evaluation, 

three tasks are undertaken in this study: 

(1) Demonstration of the need for a new approach to selection 

test evaluation. 

(2) Development of a mathematically rigorous yet practical 

approach to selection test evaluation which explicitly utilizes infor- 

mation about the base rate, selection ratio, and Institutional gains 

and losses. 

(3) ESnpirical tryout of the test evaluation approach developed 

in this study. 

It is assumed throughout that to "evaluate" a test means to 
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determine Its value for a specific decision In a specific applied situ- 

ation. 

Background of two Diverse Approaches to Test Evaluation 

The Conventional Approach 

Personnel tests are typically evaluated by determining the 

correlation between the test and a criterion, usually some measure of 

performance. The resultant coefficient is commonly called the validity 

coefficient. Several Indices have been developed for Interpreting va- 

lidity coefficients; the one having the longest history is the "index 

of forecasting efficiency," E; 

E - 1 - A - r2, 

where r is the correlation between the predictor and the criterion. 

This index compares the standard error of criterion scores predicted 

by means of the test to the standard error of chance estimates.    The 

proportionate reduction of the standard error is taken as a measure of 

the value of the test. 
2 

The "coefficient of determination," r , is another index that 

is used to evaluate tests.    This index expresses the ratio of predicted 

variance in the criterion to the total variance.    Use of this index and 

the index of forecasting efficiency requires that the correlation be 

reasonably high (about -50) in order to conclude that the test is sub- 

stantially beneficial.    The index of forecasting efficiency describes 

a test with such validity as predicting only 13 per cent better than 
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chance, while the coefficient of determination describes such a test as 

accounting for 2b per cent of the variance in the criterion. 

Tne major variation on this approach is due to Brogden (1946). 

He demonstrated mathematically--through manipulation of the formulas 

2 
for r--that r,  not E or r ,  is a direct measure of the proportion 

improvement over chance prediction afforded by a selection test.    Thus, 

an r of .05 indicates that the test provides five per cent of the improve- 

ment over chance that a perfect test would provide; an r of .50, 50 per 

cent;  an r of .95, 95 per cent.    This means,  if the correlational approach 

is valid,  that the units on the r scale are equal in value to the insti- 

tution using the test, a great departure from the implications of E and 

2 
r    that the units near 1.00 are much more important than the units near 

zero.     (For example, E is  .0o4 greater for an r of  .10 than for an r of 

.05,  while it is  .12 greater for an r of .^5 than for an r of .90.    This 

1 implies that the units between  .90 and  -95 »re 30 times as important to 

the Institution as the units between .05 and .10.) 

Subsequently, Brogden (19^9) developed an index of selection 

test value that avoided some of the restrictive assumptions of r, 

namely, normal distributions and linear regression.    When the empirical 

data conform to these assumptions, Brogden's index theoretically equals 

r.    He also advocated use of utility scales as criteria in place cf con- 

ventional measures of performance. 

Chapter II is devoted to pointing out some of the limitations 

of the correlational approach.    A method based on Brogden's approach is 

developed and presented in Chapter IV.    It is called the  "utility function" 

method. 
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The DeclBlon-Theoretlc Approach 

Taylor and Russell (1939) took the first major step toward the 

decision-theoretic approach.    They contended that the value of a test 

varies with the particular decision to be made, and that the problem 

is one of improving selection rather than of simply raising the cor- 

relation of a test with some criterion measure.    They shoved that 

considerable benefit can be obtained from tests with rather low va- 

lidity.    Benefit was defined as the difference between the proportion 

of employees likely to be "satisfactory" before and after selection by 

means of the test.    This difference was as much dependent on the a 

priori probability (commonly called the base rate) and the selection 

ratio as it was upon the validity coefficient.    (This is demonstrated 

in Chapter II.) 

The next major advance In this approach came Id years later 

with the publication of the monograph Psychological Tests and Personnel 

Decisions by Cronbach and Gleser (1957)-    Cronbach and Gleser took the 

position that the ultimate purpose of any personnel testing program is 

to assist in making decisions in regard to what f'nould be done with an 

individual, and that the soundest approach to evaluating a test or 

testing program is through determining the benefits which accrue to 

the institution or Individual as a result of the decisions which have 

been made.    These writers used the concept of "utility" as a measure 

of test value and defined it as the benefits which accrue from a set 

of decisions less the total costs which are Incurred in the decision- 

nailing process.    Thus,  this approach is a pragnatlc one stressing the 
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consequences of direct action  (selection decisions;  instead of abstract 

standards of predictive efficiency. 

The most formidable and complex aspect of carrying out this 

approach in practice is quantifying the relative utility of decisions 

outcomes.    Cronbach and dieser (1957) make no contribution to the sol- 

ution of this problem, other than pointing to It and discussing its 

relevance.    However,  there is an extensive history of value measurement 

and psychological scaling which is directly applicable.    The present 

study attempts to draw on this knowledge for a solution of the test 

evaluation problem. 

It should be noted that decision theory did not introduce the 

problem of values into the decision process and hence into personnel 

selection.    It does, however, make it explicit.    Value systems have 

always entered into decisions, but they were net heretofore clearly 

recognized or systematically handled. 

Plan of the Study 

Chapter II is devoted to demonstrating some of the limitations 

of the correlational approach for evaluating selection tests.    Then 

in Chapter III personnel selection on the basis of psychological tests 

Is presented in statistical decision theory terms.    It is shown that 

this theory treats the base rate,  selection ratio and institutional 

gains and losses explicitly and systematically.    This formulation of 

selection test theory, unlike the Cronbach and Gleser one,  is restricted 

to the dichotomous  (or dichotomized) criterion case and does not rely on 
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the correlation coefficient as an index of association between the test 

and the criterion. 

Two new indices for evaluating selection tests are developed 

in Chapter IV. One is based on statistical decision theory as pre-

sented .in Chapter Ill and the other is based on Brogden's approach (1949). 

'lbe next two chapters, V and VI, deal vi th utili ties and ways to 

measure them. Two psychological scaling methods are described and applied 

in an empirical situation. A way to determine payoff matrices given 

these s ·ale values is presented. This method is applied to .the scale 

values and the final payoff matrices are determined. 

An empirical tryout of the new indices is reported in Chapter 

VII. Selection test scores and final grades were obtainec! for large 

samples of students in u. s. Navy technical schools. The index values, 

as well as ! and ~, are presented and compared in te:nns of their indi

cations of the predictive efficiency and utility of the selection testa. 
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CHAPTER II 

LIMITATIONS OF THE CORRELATIONAL APPROACH 

h 

There can be no doubt that validity coefficients dominate the 

test evaluation scene.    Of the h26 abstracts in the Handbook of Ea- 

ployee Selection  (1950),  236 use a validity coefficient as the sole 

measure of test value.    Manuals of published tests rarely report any- 

thing on test value except validity coefficients.    Only about one-half 

of the reviews of aptitude tests in the Fifth Mental Measurement Year- 

book (19?9) cite any evidence of test value ether than validity co- 

efficients.    Of the 32 abstracts in the  "Validity Information Exchange" 

of Personnel Psychology in 1959» not a single one reported any numerical 

analysis indicating test value except validity coefficients. 

The inappropriateness of validity coefficients as selection 

test evaluation indices is due to the following four limitations.    (In 

each case the statistical assumptions underlying validity coefficients, 

namely, normality,  linearity,  and homoscedastlclty are granted.    Since 

both of the special product-moment correlation coefficients recommended 

under these assumptions—r    and r     -*are approximations to a Pearson 

r and are generally equivalent to it when these assumptions are true 

[Cuilford, 1956, pp. 297-310] , the limitations apply to them as well. 

The question as to whether the limitations also apply to phi is not 

raised because point distributions, or "genuine dichotomies," are not 

discussed.) 



Validity Coefficients !!! Independent 
of the Selection Ratio 

The selection ret:o is the proportion of applicants (or pop

ulation tested) to be accepted. It may be any proportion between :tero 

and 1.00. The validity coefficient is independent of the selection 

ratio but test value is not. Consider Table 1 Ybere the entries a.re 

the proportion of accepted applicants who are satisfactory in terms of 

16 

job proficiency. These entries can be compared with the a priori prob-

ability .50 which is the proportion that would have been satisfactory 

had selection been random. The variation in each row shOwf ·:ari-

ativn in test value vhich is not accounted for by the correlation 

bet ... een test score and job proficiency. Take !or instance the row 

pertaining to an ! of .50; if the selection ratio is .05, 88 per cent 

vill be satisfactory, a sizeable increase over the a priori probability; 

if the selection ratio is .95, 52 per cent will be satisfactory, a very 

sliGht improvement over the a priori probability. The correlation may 

not adequately indicate the value of the test in any specific situation. 

It can be seen from the table that a test with almost any validity may 

or may not be of much value depending upon the selection ratio. 

Validity Coefficients ~ Independent 
of the ~ Priori Probability 

The a priori probability is the proportion who Yill be satis-

factory if selection is rando~ . Test value is very ~uch dependent upon 

the a priori probabil1 ty but valid~. ty coefficients are not. Table 2 will 

clarify this. As in Table 1 the entries are the proportions of accepted 
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.00 

.05 

.10 

.15 

.20 

• 25 

-30 
-35 
.40 

.45 

.50 

-55 
.6o 
.65 

·10 
-75 
.eo 
.85 

·90 
-95 

1.00 

TABIZ l 

THE PROPORTION WHO WILL BE SATISFACTORY AMONG THOSE 
SEUJ:TED, WHEN THE A PRIORI PROBABILITr IS .50 

{FROM TAYLOR AND RUSSELL, 1939) 

Selection Ratio 

.05 .10 .20 -30 .40 .50 .6o ·10 .eo 

-50 .50 -50 .50 -50 -50 .50 ·50 -50 
.54 .54 -53 -52 -52 -52 -51 -51 -51 
-58 -57 .56 -55 .54 -53 -53 -52 -51 
.63 .61 .58 -57 .56 -55 .54 -53 -52 
.67 .64 .61 ·59 -58 .56 -55 -54 -53 
-70 .67 .64 .62 .6o .58 .56 -55 . .54 

-74 -71 .67 .64 .62 .6o -58 -56 -54 
-78 -74 -70 .66 .64 .61 -59 -57 -55 
.82 -78 ·73 .69 .66 .63 .61 -58 .)6 

.85 .81 • 75 • 71 .68 .65 .62 -59 .56 

.88 .84 . 78 • 74 ·70 .67 .63 .6o -57 
-91 .87 .81 . 76 -72 .69 .65 .61 -58 

-94 ·90 .84 -79 ·73 -70 .66 .62 -59 
.96 -92 .87 .82 ·11 -73 .68 .64 -59 
.98 -95 ·90 .85 .eo -75 ·10 .65 .6o 

·99 -97 ·92 .87 .82 ·11 -1~~ .66 .61 
1.00 ·99 ·95 -90 .85 .80 ·73 .67 .61 

1.00 ·99 -97 -94 .88 .82 • 76 .69 .62 
1.00 1.00 ·99 ·91 .92 .86 -?8 -70 .62 
1.00 1.00 1.00 ·99 -96 ·90 .81 ·11 .63 
1.00 1.00 1.00 1.00 1.00 1.00 .83 ·11 .63 
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·90 -95 

·50 ·50 
·50 -50 
-51 ·50 
-51 .51 

-52 -51 
-52 -51 
.52 .51 

·53 -51 
·53 .52 

-53 -52 
.54 -52 
-54 .52 

-54 -52 
-55 -52 
-55 ·53 
-55 ·53 
-55 -53 
-55 -53 
.56 ·53 
.56 -53 
.56 ·53 



r -
.oo 
.05 
.10 
.15 
.20 

.25 

-30 
-35 
.lto 

.45 

.50 

-55 
.6o 
.65 

-10 
-75 
.80 
.85 

-~ 
-95 

1.00 

TABLE 2 

THE PROPORTION WHO WILL BE SATISFAC'IURI AMONG THOSE 
SEUX:TED, WHEN THE SELEX;TION RATIO IS .50 

(FROM TAYWR AND RUSSELL, 1939) 

A Priori Probab111tr 

.05 .10 .20 -30 .lto -50 .6o ·10 

.05 .10 .20 -30 .4o -50 .6o -10 

.05 .11 .21 -31 . 42 -52 .62 ·71 

.06 .11 .22 ·33 .43 -53 .63 ·13 

.06 .12 -23 -34 .45 -55 .65 -74 
-01 .13 .25 -36 .46 -56 .66 -76 
.OT .13 .26 ·31 .48 -58 .68 ·11 
.01 .14 -27 -3d . 49 .6o .69 -78 
.oa .15 .28 .lto -51 .61 ·71 .80 
.08 .16 .29 .41 -53 .63 ·13 .81 
.08 .16 -30 .43 -54 .65 -74 .83 
.09 -17 ·31 .44 .56 .67 -76 .84 
.09 .17 -32 .46 -58 .69 -78 .86 
.09 .18 -34 .47 .6o -70 .ao .87 
.10 .18 ·35 .49 .62 ·13 .82 .89 
.10 -19 -36 .51 .64 -75 .84 -91 
.10 .19 ·37 .52 .66 ·11 .86 -92 
.10 .20 -38 .54 .68 .80 .88 -94 
.10 ·.20 -39 .56 ·11 .82 -91 -96 
.10 .20 .lto -58 -74 .86 -94 -98 
.10 .20 .4o .6o ·11 -90 ·91 ·99 
.10 .20 .4o .6o -~ 1.00 1.00 1.00 
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-~ -~ ·95 

-~ -~ ·95 
.81 -91 ·95 
.82 -91 -96 
.83 ·92 -96 
.84 ·93 ·91 
.86 ·93 ·91 
.87 -94 ·91 
.89 ·95 -98 
.89 ·95 -98 
-~ .96 -98 
·91 ·91 ·99 
·92 ·91 ·99 
-94 -98 ·99 
·95 -98 1.00 

-96 ·99 1.00 

·91 ·99 1.00 

-98 1.00 1.00 

·99 1.00 1.00 
1.00 1.00 1.00 
1.00 1.00 1.00 
1.00 1.00 1.00 
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applicants .,·ho are satisfactory in tenns of Job proficiency. Comparison 

of each entry •ith the appropriate a priori probability, i.e., the one 

that he~ds the column in which the entry is located, provides a meaning-

ful indication of tes t value. The difference between the a priori 

probability ani an entry is the improve;ner. G over chance which the pre-

dieter makes possible. The variation in these differences ~!thin any 

ro" is the variation in test value that is not accounted for by the 

validity coefficient which heads that row. For example, the differences 

between the a priori probabilities and the entries in the ro~ pertaining 

to an r of .5Ll are .04, .07, .11, .14, .16, J.1, .16 .14, .11, .07, 

.04. Thes differences for an ! of .bO are .05, .10, .18, .24, .28, 

.jU, .26, .24, .16, .10, .05. 

We may conclude therefore, that the validity coefficient ~ay 

not adequately represent the value of a test in a specific situation. 

Even a ve ry high correlation is not very good evidence that the test is 

worth much. A test that correlates .90 with a criterion may be worth no 

more than a test • 1t correlates .30 with a criterion: when the first 

criterion has an a priori probability of .10 or .90 and the second 

criterion has an a priori probability of -50--the differences bet~een 

the a priori probabilities and the corresponding entries in the tabl~ 

are eqHal. 

All Errors of Measurement Attenuate 
the Validity Coefficient 

Wher. all observations in the criterion-test plct fall in a 

straicht line, the correlation is perfect, i.e.,! • 1.00. Any 
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deviations from a straight line result in an r less than 1.00. Such 

deviations are said to "attenuate" r. Therefore, when r, or any corre- 

lation coefficient derived from r such as the biserial r and the 

tetrachorlc r, is used as an evaluation index, the assumption is im- 

plicit that all deviations from the line representing perfect correlation 

are important. In other words all such deviations are assumed to have 

practical significance. It can be argued, however, that only deviations 

which affect the decision for which the test is used should attenuate 

the evaluation index. 

When a psychological test is used as an aid in making decisions, 

the most common practice is to set a cutoff on the test scale and make 

one decision about persons who receive a score above that point and the 

complementary decision about persons who receive a score below that 

point. In the personnel selection situation the decisions are to 

accept or to reject the persons for the assignment. Such a situation 

is depicted in Figure 1. The cutoff is labeled x . The line passing 

Criterion 

Reject 
Test 

x Accept 

Fig. l.--An exemplary scatter plot showing the regression 
line and the cutoff used in making decisions. 
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1 

through the plot is the regression line, the line of best fit in a 

least-squares sense (Guilford, 1956, p. 366). If a person whose score 

on the test exceeds x receives a score located at v., on the criterion, 
c 'x 

the test could be said to have made an erroneous decision since, had 

the test predicted perfectly,  this person would have been rejected. 

However,  if this "accepted" person received a criterion score above 

y2>  regardless of which one,  the decision based on the test must be 

considered correct.    Similarly,  the decision to reject a person must 

be considered correct if his criterion score is below y.. 

The establishment of, and adherence to, a cutoff divides the 

scatter plot into four areas shown in Figure 2. Deviations from the 

regression line in areas B and C are not errors and should not attenuate 

Criterion 

C .   ^ 

Reject x   Accept 
Test 

Fig. 2.--A scatter plot showing the four decision- 
related areas determined by the cutoff and the regression line. 

the evaluation index if it is to be taken as an estimate of the value 

of the test in this decision situation.    Only deviations which lead to 

an erroneous decision should be considered errors.    These are 

■Htft' 

_J 
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observations which fall in areas A and D. Validity coefficients, of 

course, consider every observation that falls off the regression line 

as an error regardless of its importance to the decision. 

Furtherrnore, the size of a deviation from the regression line 

in areas B and C is irrelevant. All observations in each of these 

cells should receive equal weight in the evaluation index since they 

are all equally correct--a perfect test would have led to the same 

decision in every case and to, therefore, the same consequences. This 

is not true cf the validity coefficient, which weights observations in 

proportion to the size of their deviations from the regression line. 

It seems reasonable to contend that differential weighting within these 

areas is illogical when attempting to determine the value of a test for 

a dichotomous decision. 

Validity Coefficients do not Adequately Reflect 
Institutional Gains and Losses 

A validity coefficient in selection testing is an index of 

■ 

strength of predictive association between a selection test and a 

criterion (usually some measure of performance). As such, the only 

link with institutional gains and losses is through the criterion. 

Implicit in the use of r as an evaluation index is the assumption that 

the utility function of the criterion is linear, i.e., that equal In- 

crements of the criterion represent equal increments of utility or 

value to the institution using the test. This assumption is rarely 

tested with quantitative research. In fact, it is rarely mentioned 
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In the psychorcetrlcs literature. 

Following the logic of the previous section,  a more reasonable 

assumption In general for selection tests would be that the utility 

function is stepwise about the point on the criterion corresponding 

to the test cutoff.    Consideration of this point is what usually 

leads to the choice of the cutoff.    It seems reasonable to expect the 

criterion units around this point to be more important to the Institution 

than those far above or below this point. 

Actually, of course, the shape of the utility function of the 

criterion in an applied situation is an empirical question to be 

answered ideally through research.    In the absence of such research 

the most reasonable assumption should be stated and an evaluation index 

used which does not violate that assumption.    In selection test evalu- 

ation it would seem that any evaluation Index based on product-moment 

correlation theory should be avoided. 

Another point mentioned in the previous section is that obser- 

vations which fall off the regression line are weighted by the validity 

coefficient in proportion to their distance from the regression line. 

Institutional gains and losses are not expressly taken into account. 

The two extreme types of deviations are commonly called false positives 

and false negatives.    (In subsequent chapters these are called erroneous 

acceptees and erroneous rejectees.)    The implicit assumption in cor- 

relational analysis is that these are equally costly to the Institution 

using the test.    Whether or not they are equally costly is an empirical 

question.    Their actual cost to the institution should be determined 

through research. 
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In this chapter some of the Inadequacies of the conventional 

approach to selection test evaluation have been discussed showing that 

a new approach..i8 needed and that a more adequate approach should handle 

the following factors: 

(1) selection ratio, 

(2) a priori probability, 

(3) institutional gains and losses. 

The next chapter presents the theoretical foundation of an 

approach based on statistical decision theory which handles these 

factors explicitly and systematically. 
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CHAPTER III 

SELECTION TESTS AND STATISTICAL DECISION THEORY 

The monograph by Cronbach and Gleser (1957) was the first and 

most direct, large scale restatement of test evaluation theory In the 

decision-theoretic framework.    The present chapter outlines a somewhat 

simpler, more straightforward approach to what Cronbach and Gleser call 

"selection decisions with single-stage testing," which, unlike their 

approach, does not rely on correlation coefficients.    It is restricted 

to situations in which the criterion is dichotomous  (or dichotomized) 

and the test score is continuous. 

Statistical decision theory specifies the optimum decision 

in a situation where one must choose between two alternative statistical 

hypotheses on the basis of an observed event.    In particular, it spec- 

ifies the optimum cutoff, along the continuum on which the observed 

events are arranged, as a function of (a) the a priori probabilities 

of the two hypotheses,   (b) the values and costs associated with the 

various decision outcomes, and (c) the amount of overlap of the dis- 

tributions that correspond to the hypotheses.    See especially Chemoff 

and Moses (1959)* Good (1962), Mar -hak (1951*), and Swetts et al.  (1961). 

In applied psychology, selection tests are most often used to 

make a simple yes-no decision in terms of such things as hiring, pro- 

motion, training, etc.    A particular dichotomous decision represents 

predictions (or hypotheses) based on a test score.    In Figure 3 te^t 

 --■■- 



26 

score is labeled x and plotted on the abscissa.    The left-hand dis- 

tribution,  labeled £„{*), is the probability density function of x r — 

given a person «ho would "fail."    The right-hand distribution is the 

probability density function of x given a person who would "succeed." 

(Probability density functions are used,  rather than probability 

functions,  since x is assumed to be continuous.)    Although the distri- 

butions appear to be normal and equally variant,  the selection test 

model presented below assumes neither. 

P 
r 
0 D 
b e 
a n 
b s 
i i 
1 t 
i   y 
t 
y 

fs(x) 

Test Score  (x) 

Fig. 3.--The probability density function of Fail and Succeed. 

The basic decision is whether a given tesL öcore arises from 

one distribution or the other, or, equivalently,  the relative probabi- 

lities that a person obtaining that score will succeed or fail.    It is 

desirable to establish a standard,  a cutoff x    on the continuum of test 
c 

scores, to which any given score x. can be related. If it is found for 

the i-th test score, x., that x. > x , the decision is to "accept"; if 

x < x , the decision is to "reject." 
i   c 

In the language of statistical decision theory a subset of all 

the scores, namely a Critical Region A (accept), is chosen such that a 
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test score in this subset leads to acceptance of the Hypothesis S, to 

the prediction that the person will succeed.    All other scores are In 

the complementary subset R  (reject); these lead to rejection of the 

Hypothesis S, or, equivalently,  to the acceptance of the Hypothesis F, 

to predict the person will fail.    The Critical Region A, with reference 

to Figure 3,  consists of the values of x to the right of some cutoff x • — c 

The decision outcome may be a correct acceptance  (A,S--the 

joint occurrence of a score in Region A and success), a correct re- 

jection (R,F), an erroneous rejection (R,S), or an erroneous acceptance 

(A,F).    If the a priori probability of a success and the parameters 

of the distributions of Figure 3 are fixed, the choice of a cutoff 

value x   completely determines the probability of each of these out- c 

comes. 

L Clearly, the four probabilities are interdependent.    For ex- 

ample, an Increase in the probability of a correct acceptance, P(A,S), 

can be achieved only by accepting an increase in the probability of an 

erroneous acceptance, P(A,F), and decreases in the other probabilities, 

P(R,S) and P(R,F).    Thus,  a given cutoff yields a particular balance 

among the probabilities of the four possible outcomes;  conversely, the 

balance desired in any instance will determine the optimum location of 

the cutoff.    Now one may desire the balance that maximizes the expected 

value of decisions where the four possible outcomes have individual 

utilities.    One may, however, desire a balance that maximizes some 

other quantity--i.e., a balance that is optimum according to some 

■ * 
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other definition of optimum--in which case a different cutoff will be 

appropriate. One may, for example, want to maximize P(A,S) while 

satisfying a restriction on P(A,r), as one typically does when as 

an experimenter one assumes an .05 or .01 level of confidence. Al: 

nately, one may want to maximize the number of correct decisions. 

The manner of specifying the optimum cutoff will be illustrated 

for Just one of these definitions of optimum, namely, the maximization 

of the total expected value (or utility) of a decision in a situation 

where the four possible outcomes of a decision have individual utilities 

associated with them. The expected utility (EU) of a strategy is 

defined in statistical decision theory as the sum, over the potential 

outcomes of a decision, of the products of probability of outcome and 

the desirability (utility) of outcome: 

EU - P(A,S)UA^ + P(A,F)UA>F + P(B,F)UR p + P(R,S)UR^S. 

In this equation U.  _, U      , U      , U      , are the utilities of a 
A,o      A,r       n,f       f\,b 

correct acceptance, an erroneous acceptance, a correct rejection, and 

an erroneous rejection, respectively. For any observed value, x ,the 

expected utility of the decision to accept is: 

^A - P(SiXi)UA,S + P^Xi)UA,F' 

where P(S|x )  is the probability of a "success" conditional upon, or 

given, x.; P(F|x ) is the probability of a "fail," given x .    Similarly, 

the expected utility of the decision tc> reject is given by 

^R " P(FK)UR,F + P(SK)VS- 

J 
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In statistical decision theory the optimum cutoff is specified 

in terms of the likelihood ratio: 

which is the relative probability that a person obtaining score x will 

succeed or fail.  It will be shown that the optimum cutoff can be 

specified by some value of ^(x), provided that (l) ^(x) is raonotonic 

increasing with x and (2) the utilities of correct c'erlsions are greater 

than the utilities of the complimentary erroneous decisions, I.e., 

U. „ > Ur, ,. ani U,, „ > U. „. 
A,S   R,S    R,F   A,F 

Given these conditions, EU. will equal EU at the optljnum 

cutoff, x , since it is the point on the test score scale where it 

makes no difference whether the testee is accepted or rejected—the 

expected payoff is the same in either case. Ihus 

p(s|x1)u^s + P(F|xi)uA)F - HfhJXr + ^\\)\s 

or 

Cross multiplying yields 

(1) 

(2) 

^J      (UR.F - "A.F^ (3) 

Mow accordinc to Bayes'  rule  (Good,  1962),  the likelihood ratio,>i(x), 

I as 
P(F)P(s|x1) 

K*^ ' P(s)P(F|x1)- 
(U) 

for any x.  can be expressed as 



Multiplying both sides of Equation (3) by P(F)/P(S) yields 
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P(F)P(s|xi)  P(F)(UR)F - UA[F) 

P(S)P(F|X1; " P(SHUA;S - uR;s) 
(5) 

The left-hand term of Equation (5) iß the likelihood ratio given in 

Equation (U). Thus, the likelihood x^atio at the optimum cutoff has 

been shown to be equal to the right-hand term in Equation (5). That 

is, it is the point on the x continuum where Equation (5) is true. 

The optimum cutoff can be specified by some value B of A(x). 

This value can now be given as 

B 
P<F)<VF - v 

(6) 

since, when \{x)  > B, EUA > EUR, and when \{x) < B, EU < EU . This 

can be seen by noting that when A(x) > B this inequality will also be 

true of Equations (5), (3)> (2), and (l); consequently EU. > EU_. 

Similarly, when \{x) < B this Inequality will be true of the same 

equations, and EU < EU • The decision should therefore be to "accept" 

whenever \{x)  > B and to "reject" whenever X(x) < B. "ßie former will 

be true only when x > x and the latter only when x < x , provided c c 

that \{x) Is monotonic increasing with x, UA s > UR s, and U     > UA y. 

Thus the Critical Region A lies to the right of xc and the Critical 

Region R lies to the left of x • 

This constitutes the model of test-based selection decisions 

from the standpoint of statistical decision theory. The cutoff (and 

therefore,  the selection ratio),  a priori probability and institutional 
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gains and losses are central factors. An evaluation index tas J on this 

model is presented in the next chapter. Chapters V and VI deal with 

utilities and ways to measure them. 

am 
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CHAPTER IV 

TWO NEW METHODS FOR EVALUATING SELECTION TESTS 

In this chapter an Index for evaluating selection tests which 

Is based on the model presented In the previous chapter Is developed. 

It will be seen that no Index of association Is needed because the 

evaluation Index represents a direct measure of the improvement over 

chance prediction provided by the test. In the final section of this 

chapter is presented an index based on the method developed by Brogden 

(19'!9) which also purports to indicate the utility of selection tests. 

Decision-Theoretic Method 

The starting point of this method is a payoff matrix. When a 

cutoff -on the test is used ani the outcomes to be predicted form a 

dichotomy, the payoff matrix is as shown in Figure k;  where U., Up, 

U,, and U, are utilities which correspond to erroneous rejection, 

correct acceptance, correct rejection, and erroneous acceptance, re- 

spectively.  (See Chapter VI for a thorough explanation of payoff 

matrices.) 

Criterion 
(Job A) 

Succeed 

Fail 

ul "a 

U3 \ 

Reject Accept 
Decision 

Fig. 4.--The standard payoff matrix. 
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Assume that 100 persons,  selected at random, have been assigned 

to Job A.    The utility equation for an obtained table Is 

U - n1U1 + n2U2 + n3U3 + n^, 

where the n's are the frequencies in the corresponding cells of the 

contingency table shown in Figure 5.    To estimate the utility of a 

(1) 

I 

Criterion 
(job A) 

Succeed 

Fail 

nl    n2 

n3    nk 
1 - p 

Low   High 
Test 

Fig.  5.—The standard 2X2 contingency table. 

test to the decision-making process, U must be compared with the one 

that would result with a test of zero utility, i.e., one providing 

only chance prediction, U .    When the observations in the contingency 

table are randomly distributed, each cell frequency is the product of 

the corresponding marginal probabilities and N.    (N ■ n., ♦ n   + n, + n. ) 

■Rierefore 

Uc -   (p - pq)^ + pqNU2 +  (1 + pq - p -  q)NU3 + (q - pq)^, (2) 

where jo is the a priori probability and ^ is the selection ratio as 

shown in Figure 5-    Then,  the utility of the test is given by the differ- 

ence between U and Ü : 
- c 

UT " " - Uc (3) 

This procedure can be simplified and made to fit the usual test 
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evaluation situation where n and n are not known. It can be shown 

(see Appendix A) that UT is independent of the addition of any con- 

stant (positive or negative) to the values of both entries in a row 

of the payoff matrix. Since only the Individuals above the cutoff 

on the test, the accepted group, are available to the test evaluater, 

the most useful payoff matrix is the one shown in Figure 6. 

Criterion 
(Job A) 

Succeed 

Fail 

!     o Vi 

0 V", 
Reject Accept 

Decision 

Fig. 6.--The modified payoff matrix obtained by subtracting U 
from the first row and U from the second row. 

Then, 

and 

U - n2(U2 - Uj + D^ - U3) 

Uc - pqN(U2 - Uj  + (q - pq)N(UJ( - U ). 

Since N and o are unkr.owns, substitute for g  its equivalent, 

(n2 + nu)/N: 

(n0 + n, I In   + n,\ 

-V^/1^^ - ui)+ ^ - ^i-v^)«^ - v- 

w 

(5) 

How N cancels and U becomes 
— c 

Uc - p(n2 + n^Kl^ - U1) + (1 - p)(n2 + n^)^ - l^). 

(6) 

(7) 

Again, the difference between U and U equals the gain in utility due 

to the test: 

U - U - U 
T      c 

■   - ^^MMMMM^ 
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This U_ is equal to the one obtained prior to changing the pay- 

off matrix.    Appendix A presents the matheraaticol proof. 

Example:    Assume that 100 men were assigned to electronic train- 

ing and that,  after training,  the graduates and fails are distributed 

as in Table 3. 

TABLE 3 

A HYPOTHETICAL CONTINGENCY TABLE 

Criterion 

Graduate 

Fail 

20 60 

15 5 

P- .8 

1 - p - .2 

Low       High 
Test 

Assume further that the consequences of the four decision-outcome 

combinations have been considered (see Chapter VI) and the payoff 

matrix shown in Table k has been determined. 

TABLE k 

A HYPOTHETICAL PAYOFF MATRIX 

Criterion 

Graduate 

Fail 

The U equation for this example is 

-8 10 

12 -6 

Reject   Accept 
Decision 

-, 

**at. 
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U - 20(-8) + 6ü(l0) + 15(12) + 5(-6) 

- -160 +600+180-30 

- 590. 

The U equation for chance prediction is 

U - (.8 - .52)lOO(-8) + (O2)100(10) + (1 + .52 - .8 - .65) 
c 

100(12) + (.65 - .52)100(-6) 

- 28(-8) + 52(10) + 7(12) + 13(-6) 

- 302. 

The utility of the test is 

UT - 590 - 302 - 288. 

If the payoff matrix is simplified as shown above it becomes the 

one presented in Table 5; then, 

U - 60(18) + 5(-l8) - 990 

and 

U - .8(60 + 5)(13) + .2(60 + 5)(-l8) 

- 52(18) + 13(-18) 

- 702. 

The utility is the same as before: 

U - 990 - 702 - 288. 
T 

An assumption explicit in this method is that the cutoff has 

been set at the best possible point on the test. If an inflexible 

quota must be filled this assumption is of no consequence. However, 

many times it is of value to determine the best possible cutoff. I.e., 

one that balances the positive and negative utilities of correct and 

MnaaHi 
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TABLE 5 

A MODIFIED VERSION 07 A HYPOTHETICAL PAYOFF MATRIX 

Criterion 

Graduate 

Fail 

0 18     1 

0 -18     1 

Reject   Accept 
Decision 

erroneouB decisions.    This point can be easily determined if a payoff 

matrix is available.    It has been shown in Chapter III to be the point 

on the test where 

\ P(F)(URF* "AF5 

\(x) BJ:—^7 
*M\S ' UR,S) 

(8) 

where \(x) is the likelihood ratio f (x)/f (x).    In the symbolism of 

contingency tables and payoff matrices,  the right-hand term of Equation 

(8) is 

(1 - PHO, - \) 

p(u2 - ü1) 

The test will be of greatest utility if the cutoff is set at the point 

where 
(1 - P)(U, - U,) 

(9) 
N (1 - P){U, - U ) 

P(ü2 - U^ 

or, according to Equation (k)  in Chapter III, where 

(1 - p)P(S|x1)  (1 - p)(U3 - Uu) 

pPCFlx^      P(U2 - U1)' 

(10) 
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which can be reduced. to 

P(Sixi) u
3 

- u4 
P(Fixi} • u2 - u1 

(11) 

Utility Function Method. 

This method is essentially the one developed by Brogden (1949}. 

He was concerned., however, vi th the case in which the test is dicbot-

omous and. the criterion is continuous. The method is described here 

for the case in which both variables are in dichotomous form. 

1he criterion is translated. into utility tenns and. the "gain• 

per man selected. is c~puted.. Consider Figure 5 in the preceding 

section where the observations . are a random sample or size~ (N • 

n
1 

+ n
2 

+ n
3 

+ n
4

) from the population in which the test is to be used. 

All !! ~rsons have been assigned. to job A. Test scores have been 

obtained. for all ! persons prior to their assignment to job A. Cri-

terion scores, succeed. and. fail, have been assigned. on the basis of 

performance in job A and. translated. into utility tenns. An ind.i vidual • • · 

crit~rion score is his utility in job A. These utility values are here-

after labeled. lis and u,.. 

From the ~bove definitions the following statistics can be 

determined : 

(12) 

Equation (12) can be interpreted. as "the mean utility for a random 

sample of individuals assigned to job A.• 



; 

u - 
n2US ! VF 

n2 + ni. 

J9 

(13) 

Equation (13) can be interpreted as "the average utility for the sub- 

proup of a random sample of Individuals who are high on the test v.hen 

they are assigned to Job A." 

GU " u * % (14) 

The value "G " defined in Equation (lU) is the gain in utility which 

would be realized, on the average, by assigning individuals to Job A 

on the basis of the test,  rather than at random. 

Example:    Assume that 100 Navy recruits were assigned at random 

to electronic training and that, after training, the graduates and falls 

(non-graduates) are distributed as in Table 3 in the previous section. 

Assume further that a graduate is worth 100 utiles  (the unit of measure- 

ment on the utility scale) to the Navy, and a fail is worth k) utiles 

to the Navy.    The total utility of these men to the Navy is easily 

determined.    There are 80 graduates, worth 100 utiles each, or 8,000 

utiles altogether.    There are 20 fails worth 40 utiles each, or 800 

utiles altogether.    Thus,  the total utility for the group is 6,800 

utiles.    The average utility for the men assigned to electronics training 

Is 

K   -^20-68. V        100      ^ 

For men high on the test,  the average utility is similarly determined 

to be 

u . (6o)(ioo^ 0)M . ^38> 

■ 
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Then the gain per man is 

Gy - 95.33 - 88 - 7.38. 

The conclusion would he that, provided the manpower pool is large enough, 

the Navy will be 7'3Ö utiles ahead, on the average, for each man assigned 

using the test. This figure should of course be reduced by the cost of 

testing. This cost will be ignored here because it is negligible per 

man in the Navy setting. (Testing takes one day out of a recruit's 

schedule, and four men administer a test battery to 500 recruits per 

day.) 

Since N, n , and n are not known when the test to be evaluated 

has been operational for some time, it will help to express the equation 

for VL,  in terms of the a priori probability, £, estimated from previous 

research. An equivalent equation is 

M - pUs + (1 - p)UF (15) 

Unlike the method presented in the previous section, this 

method does not consider the cost of rejecting a person who would 

have succeeded or the value of correctly rejecting a fail.    Gu only 

reflects the gain per selectee over chance prediction.    "Rierefore,  it 

is to be expected that Gu will provide a lower estimate of the utility 

of selection tests than will U .    Data bearing on this point will be 

found in Chapter VII. 

G.. and U    can be compared directly (mathematically) by making 

assumptions regarding the relative size of the utilities in the two 

methods.    The most obvious is that u
s " ^o " Ui anii UF " UU ' UV 
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When this is true U ■ (n + n, )G . However, these assumptions are 

very restrictive and will be true only rarely. They are not true in 

the empirical situation under study. Since U- ■ U . U can equal 

U - U only when U is zero. Also, since one assumption underlying 

the decision-theoretic approach is that U > U, (see Chapter III), U_ 

can equal U, - U only when U is negative, which is not true In the 

empirical situation under investigation. 

Another method that might appeal to some readers is to weight 

the cell frequencies by the corresponding utilities and compute the 

phi coefficient. This method would have the following drawbacks: 

(1) n and n„ are often not known, (2) determining U and U, would 

probably be more difficult than determining U, - U (see the following 

chapter), and (3) the resultant coefficient would seem (to the writer) 

to te very difficult to interpret. 

-■* ■ 
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CHAPTER V 

MEASUBIMENT OF VALUES INHERENT IN TEST EVALUATION 

Both of the approaches presented In the preceding chapter—one 

using a payoff matrix and the other a converted criterion scale—require 

quantitative measurement of value.    The relative values of the four 

decision-outcome combinations must be determined in the first approach. 

The value of a satisfactory assignee relative to an unsatisfactory cue 

must be determined in the second approach.    In both cases, of central 

importance is the value of obtaining a satisfactory person for the 

assignment—U0 or U .    It can be thought of as the need for a satis- 

factory assignee.    This value can be made more meanlngfu1  to the insti- 

tution using the test by scaling the Job areas on need--the need for a 

satisfactory assignee.    The relative need for additional satisfactory 

persons in the Job areas can in this way be determined and expressed 

quantitatively.    Possible ways of scaling the Job areas on need are 

described.    How the criterion can be converted once this scale ip ob- 

tained is shown. 

The specific situation in terms of which these methods wore 

explored,  is that of recruit classification in the U. S. Navy.   Selec- 

tion tests are used on which cutoffs are established.    If a recruit 

receives a score above the cutoff he may if he wishes go to the school 
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for which the test is a selector (subject to quota restrictions); it 

he receives a score below the cutoff he vill not be sent to that school. 

The criterion against which selection tests are currently validated is 

school grade. The rr.ethods described below are presented in terms of 

the dichotoir.ous criterion, graduate-fail, which is based on school 

grade. The continuum on which Job areas were scaled is therefore the 

utility of school graduates to the operational Navy, or, the need for 

school graduates in the corresponding Job areas. 

It might be worth mentioning at this point that a side benefit 

of this scaling process is that the scale values are vitally needed for 

optimal classification of recruits to schools and hence to Job areas. 

Optimal classification is not possible without a measure of need across 

Job areas. The same is true regarding Job applicants in other applied 

situations. 

Scaling Job Areas on Meed 

Two methods vsre used, one "indirect" method (probability 

comparison) which involves inferring values from choices made by 

Judges, and one "direct" method (magnitude estimation) which requires 

each Judge to estimate need in each Job category. Ihe methods are 

designed for different types of Judges, namely, classification inter- 

viewers and area personnel planners. The indirect method was developed 

by the author of this study. He knows of no similar method in the 

scaling literature. 



kk 

Probability Comparison 

Eleven classification Interviewers were asked to indicate how 

they would classify imaginary recruits with certain probabilities of 

success in Navy schools.    A questionnaire  (see Appendix C) was con- 

structed containing items like the following for each pair of schools: 

To which school would you assign a recruit If you think his 
chances of success are 

School A School B 

(a) 80* and 60* 

(b) 80* and 70* 

(c) 80* and 80* 

(d) 80* and 90* 

(e) 80* -nd 95* 

In this wlty each respondent's Indlffermce point for each pair of 

schools was determined.    This is a point in the probability space 

where the respondent is indifferent as to the assignment of recruits 

to one school or the other.    Its coordinates are assumed to be the mid- 

points of the Intervals where the respondent's marks change columns. 

{The Items should be so constructed to ensure that a crossover always 

occurs.) 

Establishment of the indifference poinl for a pair of schools 

leads to the following equation: 

pGA +  (1 -  p)FA - qGB +  (1 - q)FB, 

Here £ Is the probability that the recruit would graduate In school 

A, q Is the graduation probability In School B that leads to Indifference 
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G and G are the subjective values of the recruit graduating in schools 

A and B, respectively, and F. and F are the values of the recruit fail- 

ing in schools A and B, respectively. 

One restraint must be placed on the above equation in order to 

solve for G and G . It was assumed that F. - F_, i.e., that in maKlng 
AD AB 

his choices the respondent considered the two events, falling in school 

A and failing in school B, equally bad. One point on the scale was 

established by making the following restriction: 

FA - FB - 0. 

The other arbitrary point on the scale was set by choosing a value for 

either G. or G^. If G, is set equal to 100 the equation becomes 
ABA 

p(lOO) - qGB . 

If the point of indifference chosen by the respondent is defined by 

the probabilities .8 and .6, G can be determined thusly: 
B 

.8(100) -  .6G_. 
B 

H 

' 

GB - 80/.6 - 133. 

With 10 schools there are 45 possible pairs but only nine are 

necessary to scale them.    Additional ones were presented In order to 

obtain stable scale values.    The scale values of all can be computed 

once a single one is arbitrarily set. 

The scaling questionnaire  is presented in Appendix C.    "Die 

percentage value for the school presented on the left in each question 
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was set by the writer at the level that he thought would seem reason- 

able to the respondentR. The percentage values for the school on the 

right were chosen to constitute adequate range of choices around the 

percentage value for the school on the left to ensure that a cross- 

over would occur. As nearly as possible, the schools appear on the 

left an equal number of times. 

There are 2k  questions in the questionnaire, each with a unique 

pair of schools. Pairs were chosen in the following way: the schools 

were subjectively ranked by the writer in terms of the need for addi- 

tional men in the Job areas corresponding to the schools; the nine 

adjacent pairs were used; a wide variety of more divergent pairs were 

chosen in such a way that the schools appear roughly the same number 

of times. 

Eleven indifference points were obtained for each question—one 

from each respondent. In the rare instance where all the marks were in 

one column, the indifference point was assumed to be the point repre- 

sented at the low end of the second column. 

The data are presented in Table 6. The mean indifference point 

for each question in the questionnaire is presented as is the average 

deviation.  (Standard deviations were not used because the distributions 

are somewhat truncated at the upper end and a few extrane scores occur 

at the other end.) The indifference points in column (U) are not 

directly comparable since they represent responses made relative to 

various dissimilar chances of success: those presented in column (3)« 

The indifference points were made comparable by dividing the chance of 

uaBMiaaa 



TABLE 6 

MKAN  INDIFFERENCE POINTS,  AVKRAGE  DEVIATIONS, AND THE 
RATIOS USED IN CAITULATING TOE SCALE VALUES FOR 

TiIE PKOEAEILITY COMPARISON SCALING METHOD 

«7 

t* 

..... 

Question 
(1) 

School 
Pair 
(2) 

Chance of 
SuccesE in 

).rirct School 
(3) 

Mean 
Indifference 

Point 
CO 

Average 
Deviation 

(5) 

Preference 
Ratio« 
(6) 

1 RM--EN 70 87 5-91 .605 

2 PC--YN 90 79 8.90 1.139 

3 RM—HM 70 85 4.18 .824 

h DK--HM 80 70 6.82 1.114 

b MM--SO 90 68 6.20 1.324 

6 SK--EN 90 85 3.54 1.059 

7 EN--MM 80 76 4.00 1.053 

8 PC-EN 90 81 7.09 1.111 

9 ET--RM 70 67 4.54 1.Ö45 

10 SO--ET 70 76 6.64 .921 

11 HM--SK 80 85 2.00 .941 

12 EN--DK 80 84 1.73 • 952 

13 SK—PC 90 91 3.27 .989 

Ik DK--ET 80 66 5.18 1.212 

15 DK--YN 80 73 5.64 I.O96 

16 ET--HM 70 85 5-73 .824 

17 KM—SK 90 90 4.64 1.000 

10 HM—SO 80 67 4.82 1.194 

19 YN-SK 80 84 4.45 .952 

20 SO-RM 70 71 6.91 .935 

21 HM—YN 80 86 4.64 .930 

22 RM--DK 70 91 3-73 .769 

23 YN—EN 80 83 5.82 .964 

2h PC—MM 90 77 8.18 I.I69 

Tne entry in column (3) divided by the entry in colimn (4). 
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success In the school presented on the left in each item by the mean 

indifference point for that item. These ratios are presented in 

column (6) of Table 6. The product of a ratio and the scale value of 

the first school yields the scale value of the second school. I'slng 

these ratios and an arbitrarily assigned number for the value of a 

graduate from one of the schools it is possible to compute scale values 

for all of the schools. This was done several times using different 

schools as the arbitrary base. 'Fhese  computations showed that graduates 

of SO school are worth more to the Navy than graduates of any other of 

the ten schools. For the computation of the final scale values the 

value of 100 was assigned to SO to represent the upper end of the need 

scale. 

The order of computation was as follows: Scale values were 

first computed for schools in questions in which SO appeared on the 

left. Then,  order of computation was dictated by the order in which 

these scale values were obtained. That is, as a scale value for a 

school was obtained, this value was used with the questions in which 

that school appeared on the left. This procedure was followed until 

all the questions had been used. 

Table 7 contains the scale values obtained from the twenty-four 

questions. In each case the scale value was computed by multiplying 

the preference ratio--column (6) of Table 6--for a question by an 

already computed (or assigned, for SO) scale value. Table 7 also con- 

tains the mean scale values for the ten schools under study. These are 

' ■>. 
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',hc  rciaiive uLilitiei: of school graduates at, determined by the prob- 

fiLi.i'»y comparison scaling method. 

TABLE 7 

SCALE VALUES AND RELATIVE UTILITIES OF SCHOOL GRADUATES 
AS S:ALE VALUES OBTAINED THROUGH THE PROBABILITY 

COMPARISON SCALING METHOD 

School 
Scale Values 

from Individual 
Questions 

Utilities 
(Mean Scale 
Values) 

SO (100.0) 90.6 110.5 100.U 

RM ^8.5 96.2 97.U 

ET 92.1 91.8 92.0 

MM 83-5 82.6 83.0 

HM 75-9 81.2 Qk.k 80.:> 

YN 70.6 83.O eo.k 78.0 

DK 75-8 75-5 75.6 

EN 79-3 75.6 68.0 74.3 
SK 71-4 67.2 83.5 74.0 

PC 70.6 71^ 71.0 

Magnitude Estimation 

In this method nine area personnel planners were asked to scale 

the job areas on need in a direct manner.    That is,  they were asked to 

assign numbers to the Job areas in accordance with the need for additional 

men in the Job areas.    The instructions stressed the fact that the num- 

oers should be chosen in relation to each other.    For example,  if the 

1   . 
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need in one job area is just half the need in another Job area the num- 

bers assigned to the former should be just half the number assigned to 

the latter.    The scaling- questionnaire is presented in Appendix D. 

Table 8 describes the data and summary statistics.    The utili- 

ties in Table 8 have larger average deviations than those obtained 

through the probability comparison method.    However,  they also have a 

greater range.    The rank-order correlation of the means is  .84. 

TABLE 8 

NEED RATINGS, MEDIANS, MEANS, AND AVERAGE DEVIATIONS ON TEN 
JOB AREAS OBTAINED FROM NINE AREA PERSONNEL PLANNERS 

Job Respondents Median 
Utility 

Mean 
Utility 

Average 
Areas A B C  D  E  F G H I Deviation 

SO 100 90 100 10 90 95 100 100 100 
ET 90 100 100 95 100 100 95 90 90 

RM 85 80 95 90 75 80 90 90 80 

YH 70 70 75 50 60 70 55 70 65 

SK 73 50 50 60 55 ^ 60 65 60 

HM 50 30 80 55 70 50 60 70 50 

MM 75 20 50 60 »»0 50 65 60 U5 

DK 65 10 50 30 20 1*0 30 60 to 

EN 20 to 50 30 25 30 to 30 55 

PC 10 60 50 20 30 50 to 20 30 

100 97.2 3.7 

95 95.6 k.o 

90 85.0 5.6 
70 65.0 6.7 
60 57.0 6.0 

55 57.2 11.8 

50 51.7 11.8 

i40 38.3 12.U 

30 35.5 7.0 

30 Ik.k 13.8 

Conversion of the Graduate-Fail Criterion to a Utility Scale 

The utility of a gradua+ä was set at the utility of a satisfac- 

tory assignee to the corresponding job area--the job areas for which 



the sohocl trair.s recralts.    Then,  the utility of a "fail" was deter- 

nir.el In relation to this value.    Since the majority of  "fails" are 

sent to the fleet for on-the-Jot training in the corresponding job, 

and since those vho conduct this  training also sorer^ise  graduates, 

the value of the average  "fail" was determined by as;-..ng the Navy per- 

sonnel conducting this on-the-Job training.    The scaling method was 

magnitude estimation.    That is,  the supervisors vere asKed to assume 

that the average graduate is worth $10,000 to the Navy and to indicate 

the relative value of a failure.    "Riis was done for each Job area. 

The scaling questionnaire is presented in Appendix B. 

In this way the utility of a "fail" relative to tne utility 

of a graduate was determined for each school.    This scale constitutes 

a new crite-ion against which to validate selection tests through the 

utility function method.    Table 9 presents the results for the schools 

used In the research presented in Chapter VII.    The means of the super- 

visors' responses are in column two, and the number of supervisors in 

column three.    The average deviation is reported rather than the 

standard deviation because there are extrer.e deviations,  which when 

squared, would bias estimation of the standard deviation.    U    was set 

so that U„ is to U    as Mean Utility of a Fail is to 10,000.    The schools 
r G 

are described in Chapter VII. 
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TABIJS 9 

ME UTILIIY OF A FAIL RELATIVB 
TO THE UTILITY OF A GRADUATE 

School 
Mean 

Utility 
of a Fail 

N Average 
Deviation V ÜF 

SO $i»,864 11 3,008 100 49 

ET '♦,759 29 1,699 95 45 

RM 5,809 5^» 1,814 90 52 

YN 7,316 60 2,558 70 51 

SK 6,380 2k 2,214 60 38 

MM 6,9^1 76 3,0U5 50 35 

EN 5,886 22 2,502 30 14 

*'Riese ere the median utilities presented in Table 8. 

52 



53 

CHAPTER VI 

PAYOFF MATRICES AND A WAY TO DETEFWINE THQ4 

Previous chapters have shown that a new selection test evalu- 

ation approach Is needed and that statiBtical decision theory provides 

a promising model for this problem. However, a formidable prerequi- 

site to using this approach is determining the utilities in payoff 

matrices. The present chapter is devoted to this taste. A way to 

reduce it to a more manageable form is explained. The  payoff matrices 

used in the next chapter are also presented. 

A payoff matrix is a rectangular array of numbers which repre- 

sent the utilities of decision-outcome combinations. The utilities 

express the gain and/or loss to the institution in terns of which the 

decision was made. Thus, they express the desirability of the con- 

sequences of decisions. The number may be positive or negative for 

any particular decicion-outcone combination. If it is positive the 

Cain outweighs the loss; while if it is negative the contrary is true. 

A payoff matrix for the selection situation is a 2 X 2 mat- 

rix of numbers which represent '-he relative utilities of the four 

decision-outcome combinations. See for example Figure 7- Thus, for 

each contingency table with observations in each cell, a payoff mat- 

rix is needed with a utility in each cell. A particular utility 

-I 
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pertains to each observation In the corresponding cell of the contin- 

gency table,  indicating its net desirability. 

Outcome 

Satisfactory 

Unsatisfactory 

ul U2 

ü3 "* 

Reject  Accept 
Decision 

Fig. 7---The standard payoff matrix for a dlchotomous 
decision and a dlchotomous outcome. 

Utility of a Correct Acceptance 

In the personnel selection situation the roost meaningful element 

of the payoff matrix seems to be Up, the utility of a correct accept- 

ance. It can be taken as the utility of obtaining a satisfactory per- 

son for the Job or position. In many settings this utility might be 

expressed in dollars through cost accounting or Job evaluation pro- 

cedures . 

In other settings constr iction of a nuraerical scale by scaling 

Job areas on utility is more efficient. This is particularly true in 

a large institution vhere many Job areas are to be evaluated and many 

predictors are .used. Even though the resulting utility scale will be 

"unfamiliar" as compared to the dollar scrj.e, it will have relative 

meaning across Job areas and, therefore, tests. Many psychological 

scaling techniques are potentially useful for this purpose. Chapter V 
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presents two used in this study. 

Utility of an Erroneous Rejection 

Rejecting a person vho would have been satisfactory may or may 

not be a serious error. Wheti.er it is or not largely depends on three 

factors:  (l) the need for a satisfactory assignee, (2)' the propor- 

tion of the tcstee population that would be satisfactory, and (3) 

the proportion of the tectee population that is needed. U. should 

therefore be some function of U , p (the a priori probability), and 

the proportion needed. The following rules were adopted for the 

situation to which this stmy pertains: 

1. a satisfactory assignee is lost. (-U?) 

2. the loss does not quite balance actually obtaining 
a satisfactory assignee.  (-Up + a) 

3. the loss decreases as p increases. 

k.     the loss increases as the proportion needed increases 
(not to be confused with a, the selection ratio). 

These rales provide some restriction on U • Tncy constitute the lever- 

age the writer was able to bring to bear on this utility in the situ- 

ation under study. The first rule is true because each time this 

error of decision occurs a rejected person who would have been satis- 

factory is in fact lost as far as the assignment is concerned. Rule 

two modifies rule one. It was adopted because the cost of training 

an acceptee is not expended on a rejectee. Therefore, the institution 

loses a satisfactory assignee but saves en training costs as a result 

of each decision to reject a person who would have succeeded. 
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Rules three and fovir were also adopted on logical grounds. 

Rule three is based on the assumption that the more abundant the 

persons who would succeed, the less the loss of failing to identify 

them. At the other extreme, if the test is used to identify rare 

persons, missing one would be considered a costly error, generally 

speaking. As with rule:: one and two, rules three and four are inter- 

dependent. Rule four says that the relationship hypothesized in rule 

three is dependent upon the proportion needed. For example, if very 

few would succeed, the loss of rejecting such a person might not be 

great If even fewer are needed. 

Following these rules tic following was adopted as an arbi- 

trary but reasonable expression of IL: 

U1  - p(l - q')^ - U2 (1) 

or 
Ul " "^I1 " P^1 " ^1 ^2) 

The quantity £' is the proportion needed referred to in rule four 

above. It is not necessarily equal to o, the selection ratio, since 

the latter is determined by x which depends upon the values in the 
c 

payoff matrix. In the Navy situation <j' is the proportion of in- 

ductees needed to meet and maintain personnel requirements in the 

Job area.    Compared to £ it is quite small.    The disparity is due to 

quota restrictions and to the fact that many testees choose another 

school or fleet duty. 

The expression 1 - p(l - q') in Equation (2) is always less than 
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one and represents the absolute size of U,  relative to Up.    A few 

examples will show how this expression relates to £ and 3': 

p:    .2    .2    .2    .2    .5    -5    .5    .5    .8    .8    .8    .8 

q':    .1    .2    ö    .8    .1    .2    ö    .8    .1    .2    .5    .8 

1 - P(l - q'):    .82 .8k .90 .96 .55 -60 .75 -90 .28 .36 .60 .84 

Utility of an Erroneous Acceptance and 
the Utility of a Correct Rejection 

The two remaining quantities of the payoff matrix, U and U, , 

are more nebulous in most situations than the two treated above. How- 

ever, there is a way to circumvent direct estimation. 

It was pointed out in Chapter IV that the index U_ Is inde- 

pendent of the addition of a constant to the quantities in a row of 

the payoff matrix. Appendix A presents the mathematical proof. It 

was also shown in Chapter III that the optimum cutoff is the point on 

the test score scale where 

X(x) - ■ ■■ R'F V 
assuming that \(x)  is a monotonlc Increasing function of test score, 

x, and that UR f * 
U
A F 

and UA s 
> UR s' Equation (3) was demon- 

strated in Chapter IV (Equations 9, 10 and 11) to be equivalent to 

(3) 

P(F|xiJ 

u 
'k. (4) 
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Thus,  the optimum cutoff Is the point on the test score scale where 

P(S)     (l^ - uj m 

1 - P(S) ' (Ug - u^ * 
(5) 

This point may be called the "saddlepoint," a term used In game 

theory to denote the conditions under vhlch the players win equal 

amounts on the average.    In terms of the accept-reject decision, It 

Is the point on the test score scale where It makes no difference 

whether the testee Is accepted or rejected—the expected payoff Is 

the same In either case. 

It Is readily apparent from Equation (5) that the difference 

U    - U,   could be computed If an estimate of P(s) for this saddlepolnt 

was available, after the remaining elements, U,  and U , have been esti- 

mated.    When U    Is subtracted from the quantities in the bottom row of 

Figure 7 the matrix In Figure 8 results. 

Outcome 

Succeed 

Fall 

ul "2 

0 VU3 
Reject    Accept 

Decision 

Fig.8.--A modified payoff matrix obtained by adding -U- 
to the entries In the bottom row of Figure 7. ^ 

Thus,  the quantity needed for the calculation of U_ Is simply the nega- 

tive of the difference U    - U.   In Equation (5). 

If the test has been used for a long time by the Institution, 

In a fairly stable situation,  and the cutoff has been sat on a trlal- 

i   -   
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and-error basis with plenty of feedbacK from performance criteria, then 

the established cutoff can be accepted as a fairly accurate estimate 

of the optimum one. This is the case in the situation to which this 

study pertains. Therefore, the present cutoff was used, the prob- 

ability of a graduate at the cutoff determined, and that probability 

value used to compute IL - U, . If the above mentioned conditions were 

not the case, it would be necessary to obtain an estimate of the saddle- 

point. One appealing way would be to ask persons in responsible posi- 

tions, i.e., ones capable of making higher-level decisions, questions 

like the following: "Would you assign person P with characteristics 

m, n, and o, to position A, if he has a 60^ chance of success; 70^» 

803t; QO^t?" This  would seem to be a very meaningful task for a person 

familiar with the current success-ratio and needs of the institution. 

pptermining the Payoff Matrices for this Study 

Table 10 presents the utilities in the payoff matrices for the 

schools under study. (One school, PC, was dropped because of insuf- 

ficient data.) Statistics used in determining the utilities are also 

given: N, the number of students in the sample upon which the other 

quantities are based; r, the validity coefficient of the selection 

test, obtained prior to dichotomizatlon and corrected for restriction 

of the range; £; P(G|xJ, the probability of a graduate at the cutoff; 

and 2*. 

Correction of r for restriction of the range was necessary 

because school assignment had been made on the basis of one or more 

.. 
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of the tests to be evaluated , resulting in direct restriction of teat 

sccre range. A method of correcti ng for restriction developed by 

Lawley (1943) and expanded t y Meredith (1958), was applied to the 

data. Data frO!II an unrestricted sample of 500 recruits were used to 

obtain the base values of the test intercorrelations, means and stand-

ard deviations needed for correcting the school matrices. The tests 

and school& are described in the following chapter. 

Each corrected:! was calculated by computer using the folloving 

rormul•: 

; 

a vector o 
unrestri t.. 

the test standard deviations based on an 
sample, 

r 
XX 

• an intercorrelation matrix of the tests based on an 
unrestricted sample, 

S • the variance-covariance matrix of the tests for the 
xx restricted sample, 

s • the rector of validity coefficients for the restricted 
yx &&"llP e, 

S 2 • the criterion variance for the restricted sample. 
y 

The denominator of Equation (6) is an estima of the popu-

lation standard deviation of the criterion. An estimate of the popu-

lation mean 1a 

M • S S ·l(M • i) 
yxxx x 

(6) 



where S an~ S are as ~efine~ above, an~ where 
yx XX 

M • a vector of test means base~ on an unrestricte~ sample, 
X 

x • t he vector or test means tor the restricte~ sample. 
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These estimates or the population means an~ st&l)@rd ~eviationa 

of the criteria were used in ~etermining the E 's in Table 10. 'Dle 

gra~uate-fail ~!vision point 1B 65 on the school grade scale. 'Dle 

z-score value ot this point vas calculated for each school by dividin& 

the differenc between 65 an~ the mean by the stanurd deviation. A 

table ot the normal ~1str1bution reveale~ the proportion, E, above tbe 

z-acore value. 

P(Gix ) vas calculated using "success-ratio• theory as presented 
c 

by Walker (1957). The success ratio is the probability that persona 

vith a given test score vill succeed. Thus, it 1a the number aucce .. -

ful vi th a g1 ven test score, divide~ by the total number vi th that teat 

score. Walker developed a "success function" based on tbe assump~iona 

of normality an~ linearity that can be used to determine the theoretical 

succes s ratio at any particular test score. 'lbe success function ia 

the probability function with mean at k/r, ! being the !-score value ot 
. 2 

R on the criterion, and standard deviation equal to J(l - r )/r. Tbeae 

are converted to unite or the test score scale so that any teat score 

or interest can be located on the success function. (The nev mean 

corresponds to the test mean plus the product or k/r and the teat 

standard deviation. The nev stan@rd deviation is equal to the product 

of J(l - r
2
)/r and the standard deviation ot the teat.) 



TABlE 10 

PAYOFF MATRIX UTILITIES AND AN'lE:EIENT 
STATISTICS FOR NINE SCHOOL SAMPLES 

School !! !: R P(Gix ) c 

so J87 .61 .85 -96 
ET 446 .61 .56 .62 
RM 519 -55 .88 ·90 
YK 417 .45 -97 ·99 
SK 272 ·57 .87 -9J 
HM 4o3 .62 ·99 1.00 

* 554 .68 ·90 ·91 
DK 177 .52 ·90 ·95 
EN 214 .63 .ao ·90 

*Due to P(Gix ) rounding to 1.00 c 

g' u2 

.02 100 

.06 95 

.07 90 

.05 70 

.OJ 6o 

.OJ 55 

.07 50 

.01 4o 

.04 30 

ul u4 - uJ 

-17 -2808 

-45 -228 

-14 -846 
-6 -7524 

-10 -930 

-2 oo• 
-8 -1875 

-4 -836 

-7 -JJJ 

To determine ~e success ratio at a particular test score, tbe 

score is located on the success tunction, its =-score is computed, and 

the success ratio is read from a table of the normal distribution. 

The success function for each school was determined using tbe 

corrected r and the population means and standard deviations for the 

test and criterion. Then ·the operational cutoff on the test was located 

on the success function. P(G lx ) was obtained from a table or the nor
c 

mal distribution using the ~-score value or the cutoff on the success 

function. See Appendix E. 



'nle proportion of recru i ts needed, g ', was obtained fran an u.n-

published report by the U. S. Navy Personnel Research Activity at San 

Diego (l~). It i5 based op the number or men who must enter the Job 

area at the lowest level each year in order for the Job area to contain 

the required number of Petty Officers in the future. This number wae 

then divided by the number of nductees during fiscal l~. 

The U
2 

1 
I in Table 10 are those obtained througn the magnitude 

estimation scaling method. They are the median utilities presented 

i The u
1

•s were calculated using Equation (l) while lqua-

tion (5) vas used for calculating - u
3 

quantities. In the case 

of HM, u4 - u
3 

is infinity because R is so high and the cutoff 1a ao 

low that, theoretically, no fails are to be expected. 

As can be seen in Table 10 .• the U 
4 

- U 
3 

quanti tie a are Yef7 

large relative to u
1 

and u2 • This is due to the fact tbat P(Gfxe) 

is quite large for most or the schools. It is not due to the size ot 

u
1

, the other quantity upon which u4 - u
3 

is based. For example, it 

u
1 

was zero in the case or SO, u
3 

- u
4 

would still be veq lar e, 

namely 24oo. The tlSsumption that the present cutoffs are opti.Daum 

leads through Equation (5) to the veq large u
4 

- u
3 

quantitiea. 'l'o 

put it another way, uae or the present cutoffs implies that the avoid-

ance of failing students is of primary importance to the Navy. 



CHAPrER VII 

AN E>fi>IRICAL TRYOUT 

The r:esul ts of an empirical tryout of the nev evaluation index 

UT are presented in this chapter. The indices ! 1 ! 1 and Gu are also 

presented for co~parison. The tests evaluated are the ones used in 

selectine Navy rec~its !or technical training. The criterion is 

final course grade in the correlational analysis; vhile in t.~e case of 

uT it is dichotomized final grade, graduate-fail. Final grade is 

assigned by school instructors through a differential weighting or 

the individual achievement and proficiency tests taken during the 

course or training. 

The Schools S~pled 

1. Sonarman (SO).--This is a 16-veek course. Tne curriculu~ 

consists or (l) operation - # sonar equipment, (2) International Morse 

Code co~~unications, {3) basic electricity, electronics ani sonar 

equipment circuitry, (4) cleaning and lubrication of sonar equipment, 

an<l (5) use ,. equi p:n nt or testing electronic perfonnance of sonar 

equipnent. 

Tne final grade is based on fo~ practical and 7 ~ tteo 

examinations. The latter receive 8o per cent of the wei {This 
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is the fonnal veif)lting system. Tne effective weights which depend on 



variances and intercorrelations are not known.) 

The a priori probability (the proportion vhCl vould graduate 

if selection vas ranio~) has been estimated in previous research to 

be .85. The cutoff used f r selecting recruits for this school is 

GCT + ARI • 110 vhich is .52 standard deviations above the mean. (See 

belov for a description of these tests.) 

65 

2. Electronics Technician (ET} .--This school is 38 weeks long. 

The curriculum covers basic electricity and electronics, required 

mathematics, and maintenance and r~pai r of communication equipment. 

The final grade is based on eight practical and 18 written 

examinations. The latter receive 68 per cent of the veight. 

The a priori probability, R' for this school is .56. ~e 

present cutoff is GCr + ARI - ETST • 170 which ~ s .72 standard devi

ations above the mean. 

3· Radioman (RM , . --ThiF !s a 24-veek school. Its curriculum 

consists of instruction in the operation of radios, teletypewriters 

and voice radio equipment, transmission and reception of messages by 

International Morse Code, basic electricity and electronics, operation 

and maintenance of receiving an~ transmitting equi~nt. 

Final grade is based on 39 ex~~inations. Approximately one

hal! of these are written and one-half are practical. Written and 

practical examinations are weighted equally in arriving at final grade. 

For this school R is .88·. The cutoff is GCT + ARI • 100 vhich 

is .15 standard deviations below the mean. 
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k.    Yeomen (YN).--ThlB school Is eight weeks long. Ihe curric- 

ulum covers clerical duties, including typing, filing, operation of 

duplicating machine equipnent and general office work, and records for 

courts-martial. 

Written examinations (7) cover 80 per cent of the final grade 

and practical examinations (6) make up the remaining 20 per cent. 

For this school £ is .97. The cutoff is GCT + CLER - 110 

which is .97 standard deviations above the mean. 

5. Storekeepers (SK).--rnis is a 12-week course. The instruc- 

tion covers general stores supply afloat, clothing and small stores, 

ships store, provision, repair parts, records and reports, typing, and 

practical work in all phases of supply afloat. 

The final grade is based on one practical and 21 written 

examinations. The latter receive 88 per cent of the weight. 

The a priori probability, jg, is .86, and the cutoff is 

GCT + ARI ■ 105 which is .18 standard deviations above the mean. 

6. Machinist's Mates (MM).--This school consists of 12 weeks 

of instruction in principles of main propulsion machinery and aux- 

iliaries operation, maintenance and repair; handtools, gauges and 

instruments as used in operating, checking, adjusting and performing 

preventive maintenance. Auxiliary machinery covered includes re- 

frigeration equipment, evaporators, pumps, compressors, heat exchangers, 

and emergency electrical generators. 

The final grade is baseu. on x2 practical and 6l written 
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exoninations.    The latter receive a fürmal weight of 93 per cent. 

For this school £ is .yü.    The cutoff is GCT + MBCH - 105 

which is  .29 standard deviations above the mean. 

?.    Engineman (EN).—This is a 12-week school for the training 

of men to operate, maintain, and repair internal-combustion engines. 

The school provides for study and work experience in the following 

areas:    (l) Mathematics, blueprint reading, temperature and pressure 

instruments,  and basic electricity;  (2) Direadcutting, pipefitting, 

soldering and use of hand tools:  (3) Theory, construction, and opera- 

tion of diesel and gasoline engines and their associated equipment; 

(k) Auxiliaries including boilers, distilling plants, air compressors, 

pumps, refrigeration, and air conditioning;  (6) Damage control. 

The final grade is based on application maras and 6l written 

examinetions, the latter receiving 95 per cent of the weight. 

For this school p is .80.    The cutoff is ARI + MECH • 105 

which is  .37 standard deviations above the mean. 

The Selection Tests 

1. The General Classification Test (GCT^.—This is a 100-ltem 

test of verbal aptitude consisting of sentence completion and verbal 

analogy items.    The alternate form reliability is  .93'    A single Navy 

Standard Score, having a mean of 50 and a standard deviation of 10, 

was used. 

2. The Arithmetic Test (ARI).--This test consists of two 

separately-timed subtests.    A 20-item Arithmetic Computation subtest 
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provides a measure of speed and accuracy in perfonning elementary com- 

putations, and a lO-item Arithmetic Reasoning subtest provides a meas- 

ure of ability to solve verbally presented quantitative problems.    Only 

total score in Navy Standard Score was used.    The alternate form re- 

liability of this test is .85. 

3.    The Mechanical Test (MECH}.—This test consists of two 

separately-timed 50-item subtests:    Mechanical Comprehension and Tooi 

Knowledge.    Only total score was used; and it was expressed in Navy 

Standard Score.    The alternate form reliability Is  .86. 

k.    Ihe Clerical Test (CLER).—This is a 210-item highly speeded 

test of number matching.    The subject compares two adjacent columns 

of 5-to 9-digit numbers and indicates whether or not they are identical. 

A total score in Navy Standard Score form was obtained using the for- 

mula Number Bight minus Number Wrong.    The alternate form reliability 

of this test Is .JI' 

5.    The Electronics Technician Selection Test (ETST).--aiis 

test is primarily a measure of achievement and experience in areas 

related to electronics maintenance.     It has five separately-scored 

subtests:    Mathematics  (20 items,  some requiring a knowledge of algebra 

for their solution); Science  (20 items, primarily physics); Shop Prac- 

tice  (10 items); Electricity (15 items) and Radio (15 items,  some re- 

quiring a knowledge of electronic circuitry).    Total test score in 

Navy Standard Score was used.    The alternate form reliability of this 

test Is .89. 

i 

- 
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The ResultB 

The results are presented in Tables 11 and 12. In Table 11 

the three evaluation indices are presented along with pertinent infor- 

mation on the samples and schools. The a priori probabilities are 

those in Table 10 in Chapter VI. The selection ratio, g,  was obtained 

in each case from a table of the normal distribution using the ff-value 

of the cutoff given above. N is the total sample size upon which the 

calculations involved in the correlational approach are based. Only 

n    and n. were used in calculating C and U • G was obtained using 

Equations (ij) and (15) in Chapter IV, the utilities in Table 9, and 

the 2  an(i H'15 in Table 11. IL, was obtained using Equations {k)  and 

(7) in Chapter IV, the utilities in Table 10, and the £ and n's In 

Table 11. The discrepancies between N and n2 + n are due to waivers, 

i.e., acceptees whose test score composite did not exceed the cutoff. 

G., and U are expressed In units of the same utility scale, 

the one obtained through the seeding techniques described in Chapter 

V. However, G expresses the utiles gained for each man selected by 

the tests while IL, expresses the utility of the tests for ail the 

accept-reject decisions which led to this sample of students above the 

cutting score. 

G    and IL,   are maximum values, i.e., ones which would be 
UMax    Tlax 

obtained with perfect selection (if all the selectees had graduated). 

They are the utility function and decision-theoretic approaches' counter- 

parts of an r of 1.00. When p ^ q the formulas are 

GüM   -V PV(1-P)üF 



School 

-
so 

ET 

RM 

Ylf 

SK 

MM 

Elf 

liOtea: 

TABLB 11 

'mE THREE EVAWAT!ON IlfDIC~ AND CLOSELY RELA'mD 
STATISTICS FOR SAMPLES FJQI SEVEif NAVY SCHOOLS 

N 

387 

446 

519 

417 

272 

554 

214 

Evaluation 
Index 

p q D2 n4 r Gu UT G~ u1Max 

.85 ·30 289 30 .61 2.85 52212 7-65 139960 

.56 .24 164 19 .63 16.81 22639 22.00 29631 

.88 .56 334 4o -55 0.50 4587 4.56 42187 

-91 -17 236 4 .45 0.25 24320 0-57 54720 

.86 .4) 169 18 -57 0.96 8180 3-08 26180 

-90 -38 318 4 • 68 1.31 54511• 1.50 62243 . 

.80 -35 159 8 .63 2.43 9398 3-20 12358 

H: sample size. 
p: a priori probability (or bue rate). 
q: selection ratio. 

n
2

: number graduating above the cutott xc. 

n
4

: number tailing above the cutott xc. 

PG P(G) 

above x above x 
c 

-~ ·98 

.896 .86 

-893 ·91 

-983 ·99 

.9()4 ·97 

.988 ·99 

-952 ·97 

r : product-moment correlation coetticient obtained prior 
to dichotomization and correc~ tor restriction ot 
range using the La•ley method described in the pre
ceding chapter. 

Gu: test evaluation index ot the utility function approach. 

c 

UT: . test evaluation index or the decision-theoretic approach. 

U~: 

PG above xc: 

P(G) above x : c 

the va~ue or GU that would have been obtained had the 

test provided perfect selection. 
the value or UT that would have been obtained had the 

test provi ded perfect selection. 
th~ proportion graduating above the cutott x • c 
'lhe probability or a graduate above x obtained ti'OII the 
Taylor-Russen. tables, or P(GJx > xc). c . 



71 

TABLE 12 

THE UTILITY OF SELECTION TESTS AS ESTIMATED BY THE 
THREE APPROACHES:    CORRELATIONAL, UTILITJf 

FUNCTION,  AND DECISION-THEORETIC 

Proportion Lnprovement 
Over Chance Prediction 

'The Index Values Expressed 
In Number of Graduates 

School E Cu/Gu w    uMax VV [P(cf- Pj^+n^) GU(n2 + n4)/UG VUG 

SO .21 •37 • 37 Ul.5 9.1 522.1 

ET •23 .76 .76 5U.9 32.4 238.3 

RM .16 .11 .11 33.7 2.1 51.C 

YN .11 .kk .kk 4.8 0.9 W.H 

SX .18 •31 • 31 20.6 3.0 I36.3 

MM .2? .88 .88 26.3 8.5 1090.i 

EN • 23 .76 .76 28.4 13.6 313 •: 

P(G|x > x ) 

and 

TMax    2   k     2       1  C 

These were derived from the formulas for G.. and U by raiking the fol- 

lowing substitutions in Equations (13) and (k)  in Chapter IV: 

n9 ■ n + n, and n, ■ 0. When q > p the substitutions would be 

n ■ pN and n ■ N(q-p) yielding different formulas for G    and 
2 Max 

U 
ax 
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The las~ t~o columns of Table 11 present the obtained and theo-

retical proportions graduating above the cutoff. P G above xc is 

n2/(n2 + n4) while P(G) above xc is tte probability that a randomly 

selected person above the Cl!tting score will graduate. The latter 

was obtained from the Taylor-Russell tables using ! 1 £, and g for each 

school. 

TaKing SO as an example, the validity coefficient is .61, GU 

is 2. 55, the gain in utiles for each man selected by the test, and UT 

is 52,212, the utility of the test for the accept-reject decisions 

which led to this sample of students. 

In Table 12 the results are presented in t~o forms which make 

the three evaluation indices comparable. They pertain to utility or 

practical s ignificance. In terms of the proportion improvement over 

chance prediction the utility function approach and the decision-

theoretic approach agree precisely. U~U~- and Gu/Gu are larger 
~ax Max 

than E in all but one of the seven schools. 

In the last three columns or Table 12 the three evaluation in-

di ces are expressed in terms of "nu:nber of graduates." Only in the 

first of these columns, wh i ch pertains to the correlational approach, 

ca:-1 the quanti ties be ta r:en as the number of graduates actually gained 

through the use of the test. Thi s is the Taylor-Russell interpretation 

of validity coefficients. In the other two col~~ns the utility iniex 

values have been translated into "nu:nber or graduates" by dividing them 

by UG' ~~e utility of a graduate of that school. For example, the first 



term of the last column was obtainei by dividing U~ for so--52,212-

oy 100, the utility of a craduate of SO school. 
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Thus each cuantity in these three col~~ns means that the selec-

tion test was as valuable as would be actually adding that many grad-

uates to the operational Navy. Any differences between the three 

quantities in a given row mu£t be due to differences in the evaluation 

approaches which lie behind the three test evaluation iniices. As can 

be seen there are large differences. The approaches lead to radically 

different conclusions regarding the utility of the tests. The decision-

theoretic ap?roach iemonstrates that the tests are worth much more than 

e i the r the correlational approach or the Taylor-Russell approach would 

iniicate. In the case of SO, the Taylor-Russell approach indicates 

the use of ·~he selection tests meant a gain of 41.5 SO graduates for 

this group of 319--n
2 

+ n
4
--selectees. The utility function approach 

i ndicates the gain was equivalent to gaining 9.1 new SO graduates. The 

decision-theoretic approach indicates the gain vas equivalent to gaining 

522.1 new SO graduates. 

Some of the quantities in the last column of Table 12 are 

quite large, indicating the tests were worth much more than vould 

be expected. This is primarily due to tne fact that u4 - u3 is ver,r 

large for these schools . (See Table 10 in Chapter VI.) Any test that 

reduces the number of erroneous acceptees in such a situation will have 

high utility. In the case of MM the numerical reduction vas 28. As 

was pointed out in the concluding paragraph of Chapter VI, the enormity 

of the u4 - Uj quantities is due to the fact that P(Gixc) is ver,r close 



to 1.00 for all but one of the s chools: ET. Since these u4 - u
3 

quantities follow mathe~atically from the model presented in Chapter 

III and the assumption that the present cutoffs are optimum, if the 

model is appropriate for test-based selection decisions these results 

make the cutoffs suspect. 

Since the utilities and .. raiaal probabilities are peculiar 

to the eaplrical sltuatioa, care should be exerciaed lD aenerallalna 

theae rea•lta. 

74 
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CHAPI'ER VIII 

DISCUSSION 

In this chapter six questions which are pertinent to this study 

are raised and discussed. They are: 

..~.. . ....u-luld the complete payoff matrix for selection contain 
zeros in the reject column! 

2. What changes does a valid test make in the "chance" 2 X 2 
table and how doe s UT relate to themt 

3· How do the payoff matrices needed for meaningful test 
evaluation relate to those needed in decision making! 

4. Ho~ does practical significance differ fro~ statistical 
significancet 

~. How valuable is UT for comparing testst 

6. Should the U scale be converted to a dollar scalet 

These questions are discussed in order. 

1. Should the complete payoff matrix 
fo r selection contain 'eros in ~e re-
je t column? -- --- --

Cronbach and Gleser (1~5 7) make no distinction oet•;een rejectees 

as far as utility i s concerned, apparently ass~~ing that since a re-

jectee is not in the institution the decision to reject him can have 

no pos~tive or neeative effect on the institution. However, the 

evaluation of a test should involve cons i deration of the consequences 

of errors and correct decisions. if persons who Know the needs of the 

institution decide that rej~cting a person who would have done well in 



a particular assignment is a loss and a serious err r, then the test 

should be evaluated in terms of erroneous rejections; and values 

should appear in that cell of the pay~rr matrix. In other words, the 

answer to this quest >n must depend on ~he empirical situation. There 

is no substitute for intra-institutional analysis of the gains and 

losses resulting from deci lone. 

There are however ways t o make t ese analyses easier and to 

give them stability. Chapter III presents a system in terms or the 

optimal cutoff, the one which maximi zes payoff, Prior to developing 

this rati onale and these mathematical relationships, the author ot 

this dissertation tried many logical analyses and found himself de

veloping many diverse payoff matrices which would have led to quite 

different conclusions as to the utility of selection tests. Thus, 

even within an institution the determination of the most appropriate 

payoff matrix is very difficult without some rationale and system to 

guide the analya1a. 

The system presented in Chapter III is based on decis ion 

theory. This theory assumes that decisions should be made in such 

a way as to maximize payoff. When faced wi th a choice, the assump

tion is that the best course of action is that which will, on the 

average, lead to the greatest payoff. The decision to •·accept" 11 

made only when the expec~d payoff is great er than the expected pay

off for "reject." The "saddlepoint" is the optimal cutoff, the point 

on the t.est score scale where the expected payoffs are equal. Thil 

theory clearly assumes nonzero quantities in the reject column. The 
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"saddlcpoint" and rr.e.ximum payoff concepts are meaningless othervi&e. 

While the ans• er to the questiou heading this section should be em-

pirically dete rcined in every case, the logic of decision theory 

stror.gly s upports the use of complete payoff matricee. 

If selection was random a "chance• 2 X 2 table would result. 

In terms of a table of this nature the function of a valid test is 

figuratively to shift persons from one cell to another. In Table 

13 the arro•·s represent these shifts. 

TABU: 13 

A "CHANCE" 2 X 2 TABlE SHOWWG TilE i,IGURATIVI 
SH lFTS OF PERSONS A VALID TEST WOULD MAKE 

Graduate 

Outcome 

Fail 

28 -r-+ 12 

42 .....,_ 18 

Reject Accept 
Decision 

The payoff matrix indicates jus t what the se ~hifts are worth 

to t he i ns titution . Consider t he payoff matrix presented in Table 14. 

A shift of a person in the t op r w of the corresponding 2 X 2 table ia 

• orth l E units to the i ns ti t uti on, since instead of suffering a 10-

11 
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unit loss It gains 8 units. Similarly, a shift in the bottom row Is 

worth 11 units. 

If the obtained 2X2 table presented in Table 15 is compared 

with the "chance" table in Table 13, the figurative shifts are 10 in 

the top row and 10 in the bottom row. These are worth 180 + 110 - 290 

units to the institution. This is also the value of U_. If the complete 

"chance" and obtained 2X2 tables are available, this procedure can be 

used instead of the formula for U given in Chapter IV. The result 

would be the sane in every case. 

TABLE Ik 

A HYPOTHETICAL PAYOFF MATRIX 

Outcome 

Graduate 

Fail 

|        -8 10 

1         6 
"5 

Reject   Accept 
Decision 

TABLE 15 

A HYPOTHETICAL CONTINGENCY TABLE 

Outcome 

Graduate 

Fail 

18 22 

i       52 8 

Reject   Accept 
Decision 



) . H w Jo the payoff matrices needed ~ 
m(~~i~£f ' l ~ evnluati~n relate~~ 
nccdea for Jecision maxingt 

The two previous sections ma~e obvious the impor~ce or the 
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absolute size or the values in the payoff matrices for test evaluatiun. 

And, as is pointed out in the next section, these values must bave 

oeaning within a particular institutional setting. To put it sue-

cinctly, dete~inins the utility cr a test for a particular decision 

requires a quantitative estia.at.e or the £&.in to the institution us in~ 

it. This ~~timate is directly affected by the absolute size of the 

values in the p&yoff matrix. 

I! o~ the ther h~~i, the pay ff ce.trix is to be u&ed only t or 

decision - wa~ing--and in te s ti ng this means determini ng the optimum 

cu t ff--the relat i ve size of the values in the payoff rnntrix is all 

that is nce1e1 . Pr pc rti onally equal reductivns or increa ~e s will not 

affec t the outcome. 

T e values in the pay ff rr.atrices in this study ... ·ere ghen 

~ ntitativc and in titu~ ional meaning by scaling the job areas on 

necj- - by de t err.ining the relative neeJ f or m re men in the job areas. 

T'nese values appear in the "correct ac eptance" cell of the payoff 

= tri ces. T'ne othe r val ues i th p y ff ~atri ces were determined 

i. r at.ion t c the e values. Tic quantitative estil:late of utility, 

naT-ely UT, is cxpres~ d in t t e ~~its of this need scale. 

4 . Bo._. 
f r ... s t. 

~-=-~~....;....;;;. 

ti cal si&nificance differ 
si gnificance t 
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Practical significance refers to value or utility while statis- 

tical significance refers to the probable stability of an obtained 

statistic.    In selection the statistical significance of a correlation 

coefficient indicates that there is probably a reliable association 

between the selection test and the criterion.    The fact of statistical 

significance has no implication of how much association there la be- 

tween these factors.    It simply means there is probably some associ- 

ation. 

Practical significance, on the other hand,  corresponds more 

closely to the common man's concept of significance, namely,  important 

and valuable.    Instead of referring to an abstract level of confidence, 

e-g-»  95^»  it refers to concrete utility.    This means that practical 

significance refers to the utility of the selection test in a particu- 

lar situation as well as for a particular decision.    All the sltuational 

(institutional) factors which are affected by the consequences of the 

decision should be reflected.    This contrasts with statistical signi- 

ficance of validity coefficients which is divorced from the situation 

except as it relates to the criterion.    The end result is an estimate 

of the test's utility to the institution employing it as contrasted 

with an estimate of the criterion variance accounted for, or of pre- 

dictive efficiency. 

5.    Row valuable is U    for comparing 
tests? 

As v,as pointed out in Chapter II, the primary statistic being 

used to evaluate selection tests is the correlation coefficient.    Of 
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two tests with equal selection ratios, the test which correlates highest 

with a dichotomous criterion will be best by any standard (disregarding 

cost of testing). This is because there is but one degree of freedom 

in a 2 X 2 table with fixed marginals. A decrease in the number of a 

particular type of error must be accompanied by an equal decrease in 

the other type of error as well as an equal increase in the other two 

cells. Thus, with any payoff matrix a decrease in the number of errors, 

regardless of uhich one, will increase the correlation coefficient as 

well as U-. With fixed marginals, any change In the 2X2 table will 

affect both statistics in the caT.e way.  In any particular selection 

situation, such as selection for one of the Navy schools, they would 

lead to the same choice of test.  Although this ^as not investigated 

in this study, it is lively that U .ould be superior for two reasons: 

(l) it would provide a quantitative estimate of how much better one 

test is than another in a particular situation and (2) this quanti- 

tative estimate would be in terms of a utility scale having broad 

meaning for a particular institution and to which the above aspects 

can be related. Correlation coefficients or. the other hand cannot 

claim to indicate how much better one test is than another for a 

particular decision and institution because the needs and costs, gains 

and losses, peculiar to that institution are not reflected in them. 

6. Should the U scale be converted 
to a dollar scale? 

Two general approaches to utility analysis seem obvious. Tue 
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one taken In this study is to estatlish a purely general utility scale. 

The other is to use the familiar dollar scale.    The former approach vas 

used because the author imagined that it would be very difficult for 

the respondents of the questionnaires to place the Navy's needs on the 

dollar scale.    Intra-individual conflict and hightened inter-individual 

variation seemed likely. 

After the scale values on the general scale have been obtained 

it would probably be quite easy in most institutional settings to make 

accurate links between the utility scale and the dollar scale.    This 

might be done through cost-accounting or judgemental procedures.    It 

would greatly increase the meaningfulness of the scale and put many 

intra- and inter-institutional relationships on a quantitative basis. 
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CHAPTER UC 

SUMMARY AND CONCLUSIONS 

The correlational approach to selection test evaluation was 

examined and found to have serious limitations.    An approach based 

on statistical decision theory was developed.    Two new methods were 

presented, one called the utility function method and the other the 

decision-theoretic method.    The former is largely based on Brogden's 

■«ori/. and involves the comparison of criterion groups in terms of their 

utility to the institution using the selection test being evaluated. 

The decision-theoretic method is based on statistical decision theory 

and involves the construction of a payoff matrix corresponding to the 

contingency table relating the test to the criterion.    The cell fre- 

quencies are weighted in a utility equation by the payoff values in 

the corresponding cells of the payoff matrix.    This utility equation 

represents a new test evaluation index which directly expresses the 

utility of the test to the institution using it. 

Both of these new methods require the measurement of values 

peculiar to the  institution using the test.    The utility function 

method requires  that the perfcrmince criterion be translatfid to a 

utility function;  while the decision-theoretic ;r,ethod requires that 

a payoff matrix be developed which reflects the gains and losses each 

i   :.  -i 
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cell observation represents to the Institution. 

The three approaches (correlational, utility function, and 

decision-theoretic) were coxpared with tests used to select students 

for technical schools in the U. S. Navy. Scaling techniques were 

developed for the measurement of values inherent in the Navy situation. 

Specifically, the graduate-fail criterion was translated to a utility 

scale and the job  areas were scaled on need (or the utility of grad- 

uates to the Navy). Using scale values obtained for the job areas, a 

payoff matrix was constructed for each school on the assumption that 

the presently used test cutoffs are optimal. 

The three approaches led to quite different indications re- 

garding the utility of the selection tests evaluated. The two new 

methods agreed in terms of the proportion improvement over chance 

prediction provided by the tests while the correlational approach 

tended to underestimate this proportion. In terms of practical sign- 

ificance the decision-theoretic approach lead to much more positive 

conclusions regarding the tests than did the other two approaches. 

In addition to the above, perhaps the following conclusions 

can be drawn from this study: 

(1) Statistical decision theory is particularly well suited 

for the usual test evaluation situation. 

(2) Psychological scaling methods provide a solution for the 

measurement of values required in the application of the decision- 

theoretic approach to test evaluation. 
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(5)    Supplementation of correlational analysis of tests with 

declcion-theoretlc analysis is lixely to lead to 'new insights into 

the utility of tests for personnel decisions. 

. 
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APPENDIX A.    ALTERATION OF THE PAYOFF MATRIX 

Theorem:    TOie difference U - U    is independent of the addition 

of any constant to the values of both entries in a row of the payoff 

matrix where 

U - n1U1 ♦ n^ ♦ n^ ♦ n^, (1) 

Uc - (p - pq)NU1 + pqNUg + (l - p - q + pq)NU + (q - pq)^,    (2) 

N - n1 + n2 -l- n + n^, 

and where the contingency matrix is 

and tne payoff matrix is 

nl 
n2        1 

n3 \       1 
i - q 

i - p 

ul 
ü2       1 

ü3 
UU       1 



  

Proof: Consider the following matrix: 

ül-k u2-k 

ü3 "k 

The U for It is 

U - n1(U1 - k) + n2(ü2 - k) + n3U3 + n^ 

and U    is c 
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(3) 

Uc -  (p - pq)!»^ - k) ♦ pqN(ü2 - k) 

+  (1 - P -  q + Pq)NU3 +  (q - pq)^. (k) 

Since the last two terms of Equations  (3) and (U) are the same as the 

corresponding terms of Equations (l) and (2) respectively, proof of 

the theorem involves showing that 

nlUl + n2V2 " [(P " Pq,NUl + Wm2]m nl(ül " k) + n2(ü2 ' k) 

-   [(P - Pq)N(U1 - k) ♦ pqN(U2 -  k)]. 

Simplifying 

nlUl + n2U2 " pmJl + PqNUl ' PqNU2 ' niUl ' nlk + n2U2 " n2k ' pNül 

+ pNk + pqNU    - pqNk - pqNU2 + pqNk. 

Canceling yields 

0 - -n k - n k + pNk. (5) 

* 

■ ■ 



Now since 

ni  n2 
*      UK 

Equation (5) can be written 

0 - -n^ - n2k + (^ ♦ ^] NK 

0 - -n k - n k + n k + n k 
12    12 

0-0. 

'  ■' 

yu 
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APPKNDIX B.    THE QUESTIGNNAIfiE USED 
IIJ CONVERTING THE GRADUATE-FAIL 

CRITERION TO A UTILITJf SCALE 

INTRODUCTION 

I 

In today's technically advancing Navy, personnel policies must 
be Kept up to date. You can help in this tasn by answering the 
questions which raace up this questionnaire. This information will 
be considered by the Chief of Naval Personnel, along with other in- 
formation obtained from other sources, in revising personnel policies 
and practices. 

The questions deal with certain of your experiences and opinions 
regarding Navy training in your own rating. The answers you provide 
will be used only for research purposes and will in no way affect you 
as an individual. Please answer all questions even though you can pro- 
vide only a rough guess on some. 

Answer the questions on your own. Do not discuss them with 
others. Your Judgment is important to this research and to the Navy. 

A.  Identification and BacKground Information 

1. Name 
Last 

2. Service Number 

First         Middle 

3. Pay Grade  

H.    Rating (ET, YN, etc.) 5. Ship or Station 

L,    Indicate your attendance at schools for your present rating: 

School 

A-School 
B-School 
C-School 

Attended? 

Yes No_ 
Yes No_ 
Yes  No 

If yes, did you graduate? 

Yes        No  
Yes        No  
Yes No 

7« How long have you been in your present rating? years. 

How much of  the above  time were you engaged in the duties of 
your present rating? years. 

. 
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9.    Approximately how many men in your rating have you supervised 
for an extended period,   say 3 months or more?  (total 
number during your career). 

10. Approximately ho\, many of those you supervised were grad- 
uates of the A-School for your rating?  . 

11. Approximately how many men who were dropped from the A- 
School for your rating because of failing grades have you 
wornei «ith,  supervised,  or trained on the Job?      . 

12. Approximately how many strikers in your rating who had no A- 
School training have you wor/.ed with,   supervised,  or trained? 

13. Have you been an instructor for your rating in A-School  
B-School : C-School ? 

B.    Judgments Regarding Training in Your Rating 

In this section yuu are to compare graduates and dropouts  (fail- 
ures) from the A-School for your rating.    You are asr.ed to judge 
them in terms of their value to the Navy during their first en- 
listment.    Consider their contribution to the efficiency and 
capability of the Navy. 

1.    Assailing that the average graduate of the A-School for your 
rating is worth $10,000  to the Navy during his first enlist- 
ment, how much is  the average dropout from that school worth 
who receives on-tne-joo training in your rating?     (The time 
period to be considered in both cases is the k years of their 
first enlistment.) 

$ .00 

IJotice that you are to consider only some dropouts, namely, 
only those who later receive on-the-Job training in your rating. 
(For the purpose of this questionnaire assume that you per- 
sonally did not conduct this training.) Try to estimate the 
average dropout's over-all value to the Navy within your 
rating, net just his value on a particular piece of equipment 
or on a subtas« within the rating. Use the $10,000 figure 
as a guide or standard. 

Now consider those persons in your rating who never had any 
Schcol training--thcy went directly to the fleet after recruit 
training and became striucrs in your rating. How much is the 
average non-school striker in your rating worth to the Navy 
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during his first enlistment? As before, use the $10,000 figure 
for graduates as a cui^6 or standard. 

$ ,00 



s* 

APPENDIX C.  THE QUESTIONNAIRE USED IN THE 
PROBABILITY COMPARISON SCALING METHOD 

CLASSIFICATION INTERVIEWER OPINION SURVEY 

Name Billet 
Last      First     Initial 

Rate/Rank Years in present billet 

Years Service Years experience in classification  

What this is about 

In today's fist changing Navy, personnel policies must be kept up- 
to-date. You can help in this important task by answering the ques- 
tions below. 

This questionnaire deals with the classification of recruits for 
assignment to Class "A" schools. Its purpose is to discover what , 
classification decisions you would make in a series of artificial 
situations. Your responses will be combined with those of other 
classifiers in an attempt to discover what pattern of decisions are 
made by a group of experienced classification interviewers. t 

This questionnaire is being given only for research purposes at 
the present time. No participant will b<; identified by name or in 
any other way in the research reports. 

PART I 

Directions for Part I 

Each question refers to a Class "A" school and to an imaginary re- 
cruit who is to be classified. 

• 
As everyone knows, you can not be absolutely sure that every re- 

cruit you send to a school will do well. You no doubt attempt to 
determine each recruit's chances of success in various schools during 
the interview. Assume in each question below that you have decided 
on the basis of his test scores, interests and experience that he is 
best suited for the rating to which the school corresponds. 

You are to Indicate whether you would send him to that school or 
not if you think he has the chance of success stated in the question; 
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"success" means Rraduating without being set bacK or singled out for 
an undue amount of tutoring. 

Your judgenents will probably reflect differences in school quotas 
and shortages in the ratings. Try to assume a stable quota situation, 
using as the basis for your judgements the average situation as it 
existed during 1^63. 

Sample question 

Would you send him to Electronic 
Technician school if you thimc he 
has 

(a) a 50^ chance of success? 

(b) a 6C$ chance of success? 

(c) a 70^ chance of success? 

(d) an 8C$ chance of success? 

(e) a 9ü5t chance of success? 

Yes or No 

/no 

/rU> 

-&*- 

-$&- 

-&+- 
The person who answers this question in this way would not send a 

recruit to ET school if he believes the recruit has a ^d$  or a 60^ 
chance of success in that school. He would send hijn to ET school If 
he believes the recruit has at least a 70^ chance of success in that 
school. 

The questions 

Please ancwer the following questions, writing 'yes" or "no" in 
each blank as was done in the sample question. 

V/ould you send hla to Electronics 
Technician school if you think he 
has 

(a) a 50/t chance of success? 

(b) a 60*      " 

(c) a 70*        

(d) an 80*    " 

(e) a 90*        

Yes or No 

L- 
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Would you send him  to Storekeeper 
school if you think he has 

(a) a 50%  chance of success? 

(b) a 60^  " 

(c) a 70^  " 

(d) an 80^  " 

(e) a SOSt  " 

Would you send him to Radioman 
school if you think he has 

(a) a 50$ chance of success? 

(b) a 60$  " 

(c) a 70*  " 

(d) an 80$  " 

(e) a 90$  " 

Would you send him to Postal Clerk 
school if you think he has 

(a) a 50$ chance of success? 

(b) a 60$  " 

(c) a 70$  " 

(d) an 00$    

(e) a 50$    

Would you send him to Hospital 
Corpsman school if you think 
he has 

(a) a 50$ chance of success? 

(b) a 60$  " 

(c) a 70$  " 

(d) an 60$  " 

(e) a 90$  " 

Yes or No 

Yes or No 

Yes or No 

Yes or No 
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would you send him to Machinist's 
Mate school if you thirik he has Yes or No 

(a) a ^0% chance of success? 

(b) a 60^        

(c) a 70$ 

(d) an 60^ 

(e) a 90jt 

(c) a 70* 

(d) an Öü^t 

(e) a <*# 

(c) a 70* 

(d) an 80* 

(e) a 9Ü* 

(c) a 70* 

(d) an 80* 

(e) a ^J* 

7. V.'ould you send him to Disbursing 
Clerk school if you thinK he has Yes or No 

(a) a tpO* chance of success?   

(b) a bö*  "   "   "   

V.'ould you send hvn to Gonarman 
school  if you think he has Yes or No 

(a) a 5 "jb chance of success   

(b) a 60*        

9.    Would you send him to Engineman 
school  if you thm/i he has Yes or No 

(a) a 5Ü* chance of success 

(b) a 60*  '   " 

 tm  
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10.    Would you send him to Yeoman 
school if you think he has Yes or No 

(a) ft 5^4 chance of success?   

(b) a 60*      " 

(c) a 70»      " 

(d) an 8011      " 

(e) a 9011      " 

Directions for Part II 

PART II 

Each question refers to two Class "A" schools and to an imaginary 
recruit who must be sent to one of the two schools. (Assume that you 
have decided on the basis of his test scores, interests and experience 
that he should be sent to one or the other of these schools.) 

In the questions below, the recruit's chances of success are 
stated. You are to indicate your preference of assignment by placing 
a marl: in one of the two spaces in each line. Since your preferences 
might vary with changes in quotas ani with rhortaces in the ratings, 
take the average conditions during 1963 as uie circumstances for your 
Judgnents. 

Sample Question 

To which school would you assign a recruit if you thin^ his chances 
of success are 

Yeoman Electronics Technician 

(a) ÜO*  • 

(b) 80* 

   and 

and 

60* 

yon 
(c) bu* _ and ao* 
(1) öo* and *>* 

(e) ÜA and vt* 

Fhe peruun who answers this question in this way believes it would 
be better to asGign a recruit to Yeonan school than to Electronics 
Technician school if he haG nn 1 «./> chance of success in YN school and 
a u/Jt chance of success in ET school--in other «ords, if the chances 

•••__^__^_ 
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stated in (a) are true.  If the recruit's chances of success are 50^ 
for YN school and 7«J^I or above for ET school, this person would prefer 
to assign the recruit to ET school. 

The  questions 

Please answer the following questions maKing a checK in one of 
the blanks in each line as was done in the sample question. Take 
your time, resting frequently if the tasri seeras difficult. As in 
Part I, "success" means graduating without being set bac»; or singled 
out for a lot of special tutoring. 

1. To which school would you assign a recruit if you think his 
chances of success are 

Radioman Engine-iian 

(a) 70* and 6ü* 

(b) 70% and 70% 

(c) 7ü* and 60* 

(d) 70% and 90* 

: ^  TO* and 95* 

(Be sure you ade 5 marks—one for each pair of percentages) 

2. To which school would you assign a recruit if you thin* his 
chances of success are 

Postal Clerk Yeoman 

(a) 90* and 60* 

(b) 90* and 70* 

(c) 90* and 80* 

(d) SX)* and 90* 

(e) 90* and 9>* 

To which school would you assign a recruit if you think his 
chances of success are 

Radioman Hospital Corpsn'.an 

M    70* and to* 

(b) 70* and 70* 

(c) 70* and 60*_ 

(d) 70* and 90* 

(e) 70* _ and 9^* 
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k.    To vhich school v<o-jld you assign a recruit if you thinn his 
chances of success are 

Disbursing Clerc, Hospital Corpsman 

(a) 80^ and bo* 

(b) 00* and 70* 

(c) 80* and 80* 

(d) &o* and 90* 

(e) bo* and 95* 

To which school .ould you assit^i a recruit if you think his 
chances of success are 

Machinist s Mate Sonarman 

(a) ^_ and 6o* 
(b) ^*_ and 70* 

(c) 90* and 

and 

80* 

(d) ,^*_ 90* 

(e) *)*_ and 95* 

b. To which school would you assif/i a recruit if you thinK his 
chances of success are 

Store^ec per Engineman 

(a) 90* and 60* 

(b) 90* and 70* 

(c) 90* and 80* 

(d) 90* and 

and 

90* _ 

(e) 90* 95* 

7. To which school would you assign a recruit if you thinK his 
chances of success are 

Fngincman Ma chinist's Mate 

(a) 80* and 6c* 
(b) 80* and 70^ 

(c) cx^t and 80* 

(.1) c^i and 90* 

(e) ^* and 9.* 
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To which school would you assign a recruit if you thiriK his 
chances of success are 

Postal Clerk Englnemar 

(a) 90* and 60* 

(b) yo* and 70* 

(c) 90* and 80* 

(d) 90* _ and 90* 

(e) 90* and 95* 

To which school would you assign a recruit if you thlnK his 
chances of success are 

ctro nics Technician Radioman 

(a) 70* and 60* 

(b) 70* and 70* _ 

(c) 70* and 80* 

(d) 70* and 90* 

(e) ?o* and 95* 

10. To which school would you assign a recruit if you thinK his 
chances of success are 

Electronics Technician 

60*  

70*  

60*  

90*  

95*  

11. To which school would you assign a recruit if you thinK his 
chances of success are 

(a) 70* and 

(b) 70* and 

(c) 70* and 

(d) 70* and 

(e) 70* and 

(a) 60* 

(b) 30* 

(c) 60* 

(d) 80* 

(e) 80* 

Corpsman 

and 

Storekeeper 

60* 

and 70* 

and 80* 

and 90* 

and 95* 
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12. To which school would you assign a recruit if you thinK his 
chances of success are 

Engineman Disbursing Clem 

(a) 6C# and 60* 

(b) 80* and 70* 

(c) 80* and 80* 

(4) 80* and 90* 

(e) 80* and 95* 

13- To which school would you assign a recruit if you think his 
chances of success are 

Storekeeper Postal ClerK 

(a) 90* and 60* 

(b) 90* and 70* 

(c) 90* and 80* 

(d) <** and 90* 

(e) 90* and 95* 

Ik. To which school would you assign a recruit if you thlnK his 
chances of success are 

Disbursing Clerk Electronics Technician 

(a) 60*  and               60*  

(b) 80*  and               70*  

(c) 80*   and               80*  

(d) 80*  and               90*  

(e) 60*  and               95*  

15. To which school would you assign a recruit if you thinK his 
chances of success are 

Disb ursing Cler* Yeoman 

(a) 80* and 60* 

(b) 60* and 70* 

(c) 80* and 60* 

(d) 80* and 90* 

(e) 80* and 95* 

________ 
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lo. TO which school would you assign a recruit if you thinx hiß 
ch-nces of success are 

Electronics Techr lie ian Hospital Corpsman 

(a) 70* and DO* 

(b) 7U* and 70* 

(c) 7ü* and O0*_ 

(d) 7üi> — and 

and 

<*4 
(e) 70* 95* 

17. To which school would you assign a recruit if you thinK his 
chances of success are 

Machinist'! 5 Mate Storekeeper 

(a) 90* _ and 60* 

(b) *)*_ and 70* 

(c) 90* _ and 6ü* 

(d) 90* _ and 90* 

(e) 90* _ and 95* 

l8. To which school would you assign a recruit if you think his 
chances of success are 

Hospital Corpsman Sonarman 

(a) 60* and 60* 

(b) 80* and 70* _ 

(c) 80* and 60* 

(d) 00* and 90*_ 

(e) 60* and 95* 

19. To which school would you assign a recruit if you think his 
chances of success are 

Yeoman Storekeeper 

(a) 60* and 60* 

(b) 8ü* and 70* 

(c) 80* and 60* 

(d) 80* and 90* 

(e) 80* and 95* 
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20. To which school would yoi assign a recruit if you thiiiK his 
chances of success are 

Sonarman Hadioman 

(a) 70* and to* 

(b) 70* and 70* 

(c) 70* and 80* 

(d) 70* and 90* _ 

(e) 70* and 95* 

21. To which school would you assign a recruit if you think his 
chances of success are 

Hospital Corpsman Yeoman 

60*  (a) 80* and 

(b) 80* and 

(c) 80* and 

(d) 80* and 

(e) 80* and 

70* 

80* 

90* 

95* 

22. To which school would you assign a recruit if you think his 
chances of success are 

Radioman Disbursing Clem 

(a) 70* and 60* 

(b) 70* and 70* 

(c) 70* and 80* 

(d) 70* and 90* 

(e) 70* and 95* 

23. To which school would you assign a recruit if you thinK his 
chances of success are 

Yeoman Engineman 

(a) 80* and 60* 

Co) 80* and 70* 

(c) 80* and 80* 

(d) 80* and ^* 

(e) 80* and 95* 
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2«. To which school would you assign a recruit if you think his 
chances of success are 

Postal ClerK Machinist's Mate 

(a)    SMt and bO* 

(b)    SO* and 70* 

(c)    90* and 80* 

(d)   90* and 90* 

(e)    90* and 95* 

. 
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APPENDDC Ü.  THE QUESTIONNAIRE USED IN MEASURING 
THE UTILIITT OF GRADUATES BY THE MAGNITUDE 

ESTIMATION SCALING METHOD 

Name Position Years Service 
Last       First 

Years in present position Rank/Rate  

Years in present command  

Tne Estimation of Manpower Needs 

What this is about 

As you know,   there are severe shortages of personnel in cer- 
tain ratings.    We often refer to  these ratings as   "critical."    Other 
ratings are less critical since  the supply of qualified persons in 
these ratings is more nearly sufficien» co meet the  requirements of 
the Navy.    Still other ratings have enough men and are not critical 
at all. 

The ratings of the Navy can be thought uf as lying on a scale 
which runs from non-critical at one end to very critical at the other 
end.    A rating's position or. this  scale would indicate how badly the 
Navy needs more men in that rating. 

One way to determine how critical a rating is,   is  to ask 
experts to place  the ratings on a numerical scale.     'Expert" is 
defined as someone who  Knows a great deal about the personnel needs 
of the Navy.    Since you are  involved in the distribution of enlisted 
personnel, you are an expert in this regard. 

This is a research effort 

You will be asked below to  indicate how critical you believe 
certain  ratings to be.     We want your own opinion so do not discuss 
this with others or consult other estimates of personnel needs.    Your 
answers will be used only for research,  and will be held confidential. 

Avoid short-term fluctuations 

Try to base your Judgements on an extended time period so as 
to avoid short-tenn fluctuations  in the need for,  and the supply of, 
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rr.en in certain ratings.    Use the calendar year 1^63 as the period for 
your judgements. 

'Hie task 

At this time we are  interested in just 10 ratings: 

Radioman   Hospitalman 

Disbursing Clem   Sonarman 

Electronics Technician Postal Clerk 

Yeoman   Storekeeper 

Machinist's Mate   Engineman 

0(not critical) 

First,   write the name of a rating which you believe was not at all 
critical  in the bottom blanrt.     Do not use any of the 10 ratings 
listed.    This rating should represent the zero point of the scale-- 
a rating in which there was an abundance of men. 

Next,  put the num-er 100 in the blanK at the right of the 
rating that you believe wai the most critical of the 10 listed.    Now 

p    ^ assign numbers between zero and 100 to the other ratings to show how 
critical they were in your judgment.     But first, understand that these 
numbers  should be chosen in relation to the zero and the 100 which you 
have already assigned to ratings.    Thus,  if you thin* that one of the 
ratings was exactly half as critical as  the one that you chose as most 
critical,  assign to it the number ^0;  or if you think it was one-fourth 
as critical,  assign to it the number 25,  etc.    Write the number chosen 
for each rating on the list in the blan»; at the right of that rating. 
In this way you will be placing the ratings on a lOO-point scale. 

r 
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'~ 85Th~ ' ~orre l ationa l approach to sel ection test evaluation was examin«<d and fowtd to 
have se rious l i mitations. An approach based on statistical decision theory was devel-
oped. Two new me thods were presented, one called the utility function method and the 
other the decis ion-theoretic method . The former involves the comparison of criterion 
groups in terms of their utility to the institution using the selection test. The 
decision-theoret ic method is based on stati s tical decision theory and involves the con-
struct i on of a payoff matrix corresponding t o the contingency table relating the test 
to the criterion . The cell frequencies are weighted in a utility equation by the pay-
off values in the corresponding cells of the payoff matrix. Th i s utility equation rep-
resents a new test evaluation i ndex which directly expresses the utility of the test to 
the institution using it. Both of these new methods require the measurement of values 
peculiar to the institution using the test . The utility function methnd requires that 
the performance criterion be trans lated to a utility fwtction; while the decis~on-
theoretic method requires that a payoff matrix be developed which reflects the gains 
and losses each cell observation represents to the institution. The three methods 
(correlational, uti 1i ty function, and decision-theoretic) were compared with tests used 
to se lect students for A-Schools in the U.S. Navy. The three methods led to ctui te dif-
ferent indications regarding the utility of the selection tests evaluated. The two new 
methods agreed in terms of the proportion improvement over chance prediction provided 
by the tests while the correlational method tended to underestimate this proportion. 
In terms of practical significance the decision-theoretic method lead to much more 
positive conclusions regarding the tests than did the other two methods. -
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