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ABSTRACT 

In this final report, the "LASA Signal Processing, 

Simulation, and Communications Study" results are de- 

scribed in detail. 

A summary of our findings correlates the results 

with factual detail reported earlier.   Signal processing 

is discussed; further system and simulation studies are 

reported; suggested system implementation is extended; 

and the set of simulation programs used in this study is 

described. 
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Section 1 

INTRODUCTION AND SUMMARY 

Work during this study continued and extended signal processing tech- 

niques suggested in earlier work , evaluated applications of microprogramming, 

and investigated integrated signal processing and communication systems. 

Additional requirements which became obvious during the course of the 

study resulted in a change in emphasis in several areas.   One change was to 

develop a concept using a signal processing system remote from the array 

site.   Another was to consider integration of the array monitor and control 

function into the proposed signal processing system.   In studying beamforming, 

it was found that steering delays required for experimental purposes could be 

obtained by using previously determined arrival times. 

Once the anticipated signal gain was verified by data analysis, using con- 

ventional processing, additional effort was applied to microprogramming to 

determine the expected speed gains.   Moreover, initial diagnostic and discrim- 

ination tests using the experimental beam display encouraged an increase in 

effort to develop the display as a tool. 

As a result of these changes, we de-emphasized the world network com- 

munications study and the array geometry synthesis. 

The study has provided a definition of the initial system synthesis and an 

analysis of the functional partitioning of a signal processing system, beamform- 

ing requirements, array gain, beam coverage, microprogramming, and event 

location capabilities.   Results were conclusive enough to recommend an equip- 

ment and program configuration to process LASA signals, and to designate the 

logical steps necessary to have a signal processing system operational at an 

early date.   A long-range effort was suggested for improving system operation 
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and for using the proposed signal processing system as a powerful new tool 

for research in seismology and large array signal processing. 

1-2 



1.1 SUMMARY OF AREAS AFFECTING THE STUDY 

System partitioning and beamforming requirements, array gain and beam 

coverage, microcoded instructions, array geometry, and event location capability 

received primary consideration as part of this study.   Relevant findings in these 

areas are summarized in the following paragraphs. 

1.1.1 System Partitioning and Beamforming Requirements 

The LASA signal processing system concept described herein is partitioned 

into two functions—detection processing and event processing.   Implementation 

of these functions in two compatible processors provides processor redundancy 

for the critical functions.   The signal processing techniques used are conventional 

beamforming, frequency filtering, and threshold detection. 

The detection processing function is required to perform real time on line 

surveillance of a significant part of the teleseismic zone (i.e., all land areas 

and all known seismic regions).   To efficiently process in real time, this func- 

tion should be restricted to the essential task of providing approximate arrival 

time and event location.   A reasonable criterion for initial detection is to ensure 

a loss of less than 3 dB per beam up to 1. 5 Hz and to reject noise by bandpass 

filtering. 

Event processing need not occur in real time, but must be capable of main- 

taining pace with the average detection output rate.   This requirement does not 

prohibit the processing load for a given event from exceeding the signal history 

period.   Arrivals from a detected event are sorted according to the estimated 

modes of propagation and to their probable registration relative to the beam 

pattern.   Then, a more detailed investigation of the accomplished detection 

families is performed with densely packed beams to obtain the best event rec- 

ord and to refine location parameters.   The preservation of signal fidelity up to 

approximately 3 Hz with a loss of less than 3 dB per beam has been adopted as 

a conservative beam distribution criterion. 

1-3 



1.1.2 Array Gain and Beam Coverage 

Analysis and simulated tests using LASA recorded earthquake and nuclear 

test data, although limited in number, have demonstrated significant enhance- 

ment of signal-to-noise ratio through the application of conventional beamform- 

ing and appropriate frequency filtering.   Conventional beamforming and filtering 

gains approaching 25 dB for a natural event and 34 dB for a nuclear event, with 

respect to the unprocessed seismometer output, have been measured and veri- 

fied by spectral density comparisons. 

The number of beams required to cover certain pertinent areas of the 

teleseismic zone, as seen from Montana and a possible Array II location, was 

calculated as a function of beam quality.   A requirement of several hundred de- 

tection beams was inferred for comprehensive real-time surveillance.   This 

requirement is compatible with contemporary computer technology, in that the 

detection load can be supported by a machine of moderate size. 

1.1.3 Microcoded Instructions 

Beamforming, filtering, and other repetitive computation requirements 

can normally be implemented by either a modest special-purpose computer or 

a slower, and therefore larger, general-purpose machine.   Advantages of both 

modest size and sufficient speed for special purposes can be attained by micro- 

coding standard general-purpose computers; thus, standard machines are 

equipped with special additional instructions which extend their capability to 

function as special-purpose processors while retaining their general-purpose 

capability. 

1.1.4 Array Geometry and Event Location Capability 

A limited number of simulation runs, using LASA seismic data tapes, in- 

dicate that the number of seismometers per subarray can be reduced from 25 

to 16 without any loss in array gain.   Because of noise coherence properties 

over the subarray aperture, the gain is in fact improved when the inner ring of 

seismometers is discarded. 
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Furthermore, it appears possible to discard the four or eight outer sub- 

arrays, considerably simplifying the logistics and data transmission require- 

ments.   Theory is supported by simulation tests which show that only a one or 

two dB loss penalty is incurred.   While it is true that omission of the outer one 

or two rings of subarrays will decrease single LASA event location accuracy, 

this capability may be very modest, even for the full LASA, when compared to 

accuracies obtainable from a world network of arrays.   The implications on 

location and secondary arrival discrimination have not been completely es- 

tablished. 

With the above mentioned array reductions, it would be necessary to re- 

duce slightly both the word length and sampling rate to support the above opera- 

tions with a total input data rate of less than 50 kilobits per second.   This data 

rate is compatible with commercially available wide-band data transmission 

service. 
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1. 2 STUDY SUMMARY 

The primary purpose of this study has been to identify a method of auto- 

mating the LASA signal processing system hypothesized previously.   We ex- 

tended this system to include array monitoring and control, and to permit both 

remote and local operation.   Two other areas which we studied were supporting 

analyses to develop initial system operating parameters, and computer pro- 

gram development to test the processing assumptions with experimental data 

and to verify expected system operation. 

1.2.1 Signal Processing 

The system requirements, in terms of the required number of detection 

and event beams as a function of the number of subarrays used for detection, 
2 

are based on results reported earlier.     The requirements were extended to in- 

clude those of a possible Array n location as shown in Figure 1-1.   These 

curves provide the base signal processing requirements for both detection and 

event processing and constitute a system objective.   A processing system which 

meets the experimental and operational objectives is shown in Figure 1-2, and 

described in some detail in Section 2. 

The array field, nominally 21 sets of 25 seismometers, transmits sampled 

quantized data to an identical pair of interfacing units.   The detection interface 

(DI) system equipment receives parallel data from M subarrays of n seismom- 

eters each, and edits and presents data to the detection processor (DP).   The 

DP records Mn seismometer data channels and performs the detection process. 

The DP output is a queue of detections with identification of arrival occurrence 

and magnitude appropriately recorded and provided to the event processor (EP). 

The EP determines the members of the detection queue associated with a single 

seismic event on the basis of arrival velocity and time relationships which must 

be satisfied by such members.   Required time and velocity relationships as a 

function of range are stored as approximations to seismic travel-time tables. 
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Figure 1-1.   Beam Surveillance Coverage Requirement 
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Figure 1-2.   A LAS A Signal Processing System 
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For detected arrivals, event beams are formed.   If necessary, special 

processing, including tailor-made steering delays and/or optimum processing, 

can be included.   A seismic bulletin is generated from the resulting events. 

The operation console (OC) and the maintenance console (MC) are the op- 

erator monitor and array control stations, respectively.   The event interface 

(El) system equipment supports the array maintenance and control function. 

Redundancy considerations are based on a fail-soft philosophy.   In case of 

a DP failure, for example, the EP performs the DP function; hence, an unin- 

terrupted detection processing is provided at the expense of event processing. 

Similarly, the MC should be designed to function as an OC, and the El as the DI. 

This system synthesis requires that the EP, El, and MC be sufficiently sized 

to provide a catch-up capability for reasonable values of detection thresholds 

and maintenance procedures.   An auxiliary processing system may be required 

for supporting classification studies and operations.   Although this aspect is 

discussed in subsequent sections, it is not a principal part of the system con- 

cept.   The total system implementation plan is identified with options which 

must be available to cover requirements for both remote and on-site processing 

system locations (Section 2.1). 

A suggested communication system between an array and a remotely 

located processing system is based on certain array modifications (e.g., not 

using the B-ring of seismometers in each subarray) that can be made without 

significant loss in system performance (Section 2.2).   Our data analyses (based 

on a limited sample) and the results of other analyses strongly indicate the 

validity of this conclusion.   Nevertheless, further investigations using larger 

data samples are warranted.   The principal implication of the reduced com- 

munication line requirement is that by appropriately scaling a coarse and fine 

channel and by modifying both the word size and the sampling rate, the total 

data rate can be reduced to less than 50 kilobits with a total processing loss of 

one or two decibels.   A reduced aperture has little effect on system gain. 

Its effect on location accuracy is decreased single-LASA capability.   However, 

this capability is modest compared to that of a large baseline world network, so 
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the loss of accuracy may not be important.   In a remotely located processing 

system, the reduced logistics, reduced communication requirements, and re- 

duced processing load are advantageous. 

An explanation of detection and event processing functions, interface and 

display requirements, and event processing data flow logic (Sections 2.3 and 

2.4) indicates that for appropriate integration, a family of software routines 

which can be individually tested and monitored should be developed. 

Effort was directed toward developing evaluation methods and implementa- 

tion techniques for microcoding a set of signal processing algorithms (Section 

2. 5).   Generally, an average speed increase of the order of seven is expected 

over assembly language coding, without the loss of general-purpose machine 

flexibility. 

In the system operation and array maintenance and control functions, 

relative complexity is required to ensure adequate checking of automatic sys- 

tem operation; but the flexibility to permit continued system growth may re- 

quire computational extension.   Therefore, interface equipment and console 

system concepts for such extension are given (Section 2.6). 

An experimental breadboard display which was constructed and tested 

appears useful for process evaluation, and may be significant in developing 

discrimination criteria; it warrants further investigation (Section 2.7). 

In an analysis of the initial processing program configurations, the system 

control function which supports the data flow, and the necessary control func- 

tions to implement the signal processing system indicates the need for a systems 

programming approach in the signal processing system (Section 2.8). 

1.2.2 System Studies 

2 3 
Supporting studies which were not included in the First   or Second 

Quarterly Technical Reports are discussed in Section 3.   A brief summary of 

relevant earlier results is also given. 

Recommendations in these reports for system sampling rates and 

scaling were based on requirements to adequately process signals below the 
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saturation level, and to limit gain degradation from round-off and sampling 

error to less than 1 dB.   An extensive discussion of various sources of proc- 

essing loss, such as beamforming, filtering, sampling, and scaling, was 

presented.   LASA location capability was also discussed.   A capability for 

optimum processing is desirable, but such processing is expected to be used 

only for special events.   A program for ray tracing in a spherically-layered 

medium was presented and used for approximating the phase speed-range 

relationship. 

Graphs showing beam coverage as a function of signal frequency led to 

system designs based on a detection frequency of 1.5 Hz.   Experience with 

signal spectra indicates that most of the energy is at a frequency of 1.0 Hz; 

therefore, the designed detection beam coverage should be adequate. 

Beam requirements for the Montana LASA and an estimate of require- 

ments for a possible Array n location are reviewed (Section 3.1).   Because the 

teleseismic region associated with Location II might contain larger land and 

seismic areas than those of the Montana LASA, approximately 50 percent more 

detection beams are necessary, subject to frequency requirements. 

Array geometry is discussed briefly (Section 3.2), and LASA beam pat- 

terns, including phase response, are shown.   The programs which generate 

these beam patterns can be used for future array design. 

The event location capability of LASA and of a world network indicates 

that an investigation of correlation techniques should be made to obtain more 

accurate relative arrival times, both at LASA and on a worldwide basis (Sec- 

tion 3.3).   The effects of finite beamwidth, inaccurate steering delays, and un- 

certainty in the phase speed-range relationship discussed in this report are 

likely to cause several-hundred-kilometer event mislocation.   Calibration and 

other processing considerations may reduce this location uncertainty. 

The results of a study of array steering delays indicate that the process 

of referencing arrival time data to plane wavefronts yields delays of a quality 

comparable to that obtained when using worldwide travel-time tables as a ref- 

erence (Section 3.4).   Because of the convenience of using a self-contained sys- 

tem, we believe that the wavefront method should be pursued.   Curvatures are 
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measurable by a second-order (quadratic) wavefront program.   At the subarray 

level, plane wavefront approximations can probably be used without incurring 

unacceptable loss, a result believed to be in substantial agreement with results 
4 

obtained elsewhere.     The fact that certain subarrays seem to be consistently 

high or low in either observed speed or observed azimuth should be investigated 

further. 

In the area of acquisition of arrival time data, simple thresholding is 

somewhat erratic even for strong events.   It is hoped that the addition of re- 

dundancy logic and careful threshold value selection will provide adequate ac- 

curacy at least for the stronger events.   For weaker events the possibility of 

correlation processing for time difference measurement should be investigated. 

The probability distribution of required steering delays to estimate the 

processing speed requirements is shown (Section 3.5).   Although the maximum 

delay is governed by the array diameter and by the smallest expected value of 

horizontal phase speed, most delays which must be implemented will be con- 

siderably smaller than this maximum. 

The experimental beam display and its initial use on the Longshot event 

and on an earthquake are described (Section 3.6).   This display is useful for 

arrival analysis in that it provides a visual representation of an event oriented 

in k-space coordinates on many contiguous beams as a function of time.   The 

results of filter formulation, error characteristics, and precision require- 

ments studies indicate that classical frequency filtering can be readily instru- 

mented (Section 3.7). 

By an analysis of actual seismic data records from five experiments, 

an evaluation of subarray beamforming, integration time, system gain, scaled 

signal-to-noise ratios, and power spectra, is made (Section 3.8).   The inner 

ring of the seismometers can be deleted or weighted zero with a slight gain in 

performance.   In addition, when the outer one or two rings of subarrays are 

deleted, a loss of less than 1 dB or 2 dB is incurred. 

The center of gravity and radius-of-gyration calculations to solve two dif- 

ferent problems are discussed (Section 3.9).   The first problem is selecting 

the event beam which best describes the event; the second is improving the 
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location of the event within the selected event beam.   In the location problem 

the center-of-gravity method is useful, since errors because of pattern 

asymmetry are small.   For event beam selection the radius-of-gyration 

result was disappointing.   Generally, the first- and second-moment approach 

appears to be computationally simpler than the originally suggested correla- 

tion technique, and for that reason it was investigated.   Although the results 

are inconclusive, beam pattern correlation may yield other performance ad- 

vantages and, therefore, warrants consideration. 

1.2.3 Data Analysis Programs 

Computer programs developed during this study are described, and a flow 

chart of each program is included (Section 4).   Generally, the description of 

the programs relates to a particular version of that program.   The experimental 

nature of the study constantly required program modification to increase general 

program capability or to conduct a particular experiment. 

The available programs provide considerable signal processing analysis 

capability.   A LASA Tape Edit program, which edits the raw seismic data 

tapes available from LASA, was developed.   Programs functionally simulating 

the signal processing algorithms of subarray and LASA beamforming and filter- 

ing were generated.   With the pertinent filter characteristics provided, the co- 

efficients required for a given classical filter can be calculated.   The ability to 

compute signal and noise power exists at the seismometer, subarray beam, and 

LASA beam levels.   Power spectrum measurements can also be made at each 

of the three levels.   The time delays required for subarray beamforming are 

provided through a relatively simple thresholding technique, which is suitable 

for large events.   The time delays required to form neighboring beams at the 

LASA level are provided by linear or plane wave corrections added to the 

measured time delays corresponding to the central beam. 

Programs necessary to generate tapes in a suitable format for the ex- 

perimental display were developed.   The results of the LASA beamforming func- 

tion represent the normal display data in natural coordinates. 
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A pseudo-event tape can be developed from a known event so that the sig- 

nal-to-noise ratio of the seismometer data of the pseudo event is some binary 

factor of the known event signal-to-noise ratio. Auto- and cross-covariance 

routines to process data at both seismometer and LASA beam levels were gen- 

erated. A plot program exists for generating digital plots of various combina- 

tions of seismic data channels. An additional plotting capability that generates 

inverse velocity space maps is provided. 

The programs, in general, were written in FORTRAN IV for the IBM 7090 

and require only minor modifications for use on machines supported by a 

FORTRAN IV programming system capability. 
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1.3 STUDY RECOMMENDATIONS 

Our recommendations for acquiring a LASA signal processing capability 

concern three categories: 

• Configuration of a LASA signal processing system 

• Procedure for an early system operational date 

• Long-range effort for improving the system operation and for using 
LASA as a powerful new tool for environmental research. 

1.3.1 Configuration of a LASA Signal Processing System 

The LASA signal processing system should be built substantially as en- 

visioned in the final report (reference 1) of the original study in this series. 

Further study (references 2 and 3) and analysis of seismic data performed as 

part of the present study validate that basic configuration and suggest a need 

for incorporating certain additional functions.   System partitioning into real- 

time detection and lag-time event processing appears to be appropriate.   The 

degree of processing for any given event should be selectable from minimum 

real-time detection and rough location through routine event processing (using 

the finer preformed event beams) to special processing capable of producing 

maximum enhancement of signal-to-noise ratio and signal fidelity.   Routine 

event processing should include the grouping of arrivals into event families. 

Special processing should include capabilities for the generation of event- 

tailored steering delays and optimum processing or equivalent. 

Serious consideration should be given to eliminating the inner ring of 

seismometers in each subarray.   If permitted by the location degradation, the 

elimination of the outer ring of subarrays also warrants further consideration. 

Initially, at least, steering delays should be organized for greater sim- 

plicity, according to the wavefront technique. The reading of relative arrival 

times at LASA should be automated by cross-covariance analysis of individual 

seismometers or subarray beams with the LASA beams. 

Microcode simulations verified the efficiency of microcoding and the sig- 

nificant speed improvement attainable when the basic signal processing algorithms 
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are implemented by microprogramming.   In effect, microcoding permits the 

use of a general-purpose processor as a special-purpose one, while retaining 

the flexibility of the general-purpose machine. 

To ensure against unforeseen needs for processor capability which is 

either significantly greater or smaller than now expected, leasing rather than 

purchasing the required processing equipment is advisable. 

1.3.2 Procedure for Early Operational Date 

If a LASA processing facility is available, the first step in making the sys- 

tem operational is to begin operating the detection processing function of the sys- 

tem with tape data, thereby developing a data base. 

Results of the communications study suggest that the system can be located 

off-site for ready accessibility.   Serious consideration should be given to interface 

system equipment for permitting on-line experimental testing of the system concept. 

Event processing programs should be written and debugged at an early date. 

A rudimentary form of automatic event processing should be attempted at an 

early date.   However, the system should permit sufficient flexibility of the logic 

flow between individual processors and programs to permit the required operator 

monitoring and intervention for testing various procedures. 

A display should play a central role in correlation experimentation designed 

to determine the best event beam and, perhaps, the event location within that 

beam. 

Additional work is required to finalize the control and maintenance func- 

tions to be instrumented in this system.   Some effort should be devoted to 

testing the long-period instrument contributions to the LASA capability. 

1.3.3 Long-R ange Effort 

The usefulness of cross-covariance calculations for providing improved event 

locations by correlating signals from a world network of stations with LASA 

beams should be tested.   In an attempt to arrive at the best possible steering 

delays for large numbers of events, the investigation, systematization, and 
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improvements of these delays for various world regions should proceed as more 

events are received. 

Experiments should be designed, using LASA as a seismic research tool, 

to obtain more accurate knowledge of the earth's velocity and geological struc- 

ture and to investigate earthquake predictions and other important environ- 

mental data. 

Signal processing system trade-off studies should be extended in an at- 

tempt to enhance system performance. 
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Section 2 

SIGNAL PROCESSING 

A part of the "LASA Signal Processing, Simulation, and Communications 

Study" addressed technical topics fundamental to the definition of an experimental 

real-time system.   The signal enhancement processor must be very efficient to 

allow a sensitive real-time surveillance of large regions, and must have the 

flexibility essential for seismic research.   Process automation, record stan- 

dardization, documentation control, communications flexibility, reliability, fail- 

soft modes, system diagnostics, maintenance support, and growth potential 

must be considered to ensure a direct extension to operational status.   As the 

requirement analysis progressed and preliminary processing experience was 

acquired, a system concept evolved which accommodated the diverse objectives. 

Major components of the implicit system implementation are described 

in this section.   The baseline system configuration assumes on-site processing 

and incorporates several fail-soft options.   A communications extension option 

is presented to permit remote processing with a reduced channel.   Basic archi- 

tectures for both detection and event processing are included, but considerably 

more data analysis is required to establish the discriminant processing struc- 

ture.   Implementation of detection and event processing will permit the ef- 

ficient generation of beam histories to support this research.   The topics of 

microprogramming, communication's interface, display functions, and control 

programs are also presented to provide a comprehensive definition of critical 

areas which involve special equipment, and/or significantly affect performance 

efficiency. 
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2.1 SYSTEM CONFIGURATION 

The objectives of the LASA signal processing system are to 

1. Test the validity of proposed seismic processing techniques 

2. Establish a real-time facility capable of detecting, discriminating, 
and documenting seismic activity in the teleseismic zone 

3. Obtain system operations experience and methods to identify equip- 
ment performance criteria 

4. Identify methods of improved seismic signal processing 

5. Develop information dissemination and coordination techniques 

6. Provide a system dedicated to enhance the body of relevant signal 
processing knowledge 

7. Accomplish the above in a manner to allow for experimental sys- 
tems change. 

Comprehensive surveillance requires parallel processing of real-time 

seismic information which has a large composite data rate; processing speed 

and flexibility are critical system parameters.   The equipment composition 

must provide adequate fail-soft backup and support for operational functions 

such as calibration, diagnostics, array maintenance, and supervision.   Gen- 

eral-purpose machines can be employed without a loss of inherent flexibility, 

if predominant algorithms are instrumented as special-purpose instructions. 

These algorithms allow a range of conventional through optimum processing, 

augmented by arbitrary digital filtering and detection techniques to be pro- 

grammed in completely general terms. 

The process is partitioned to create functional components for machine 

task allocation.   The detection processor performs comprehensive surveillance 

and identifies the time-phase velocity window of each arrival satisfying the 

a priori signal criterion.   Scaling pointers are established for subsequent oper- 

ations.   This information is logged on the associated tape complex (see Figure 

2-1) and is transferred to the detection queue resident in the event processor. 

A consistent arrival family is assembled and analyzed by the event pro- 

cessor.   Working disk and tape storage is provided through the signal preprocess 
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unit (SPU) channel adapter or by the equipment shared with the auxiliary proc- 

essor .   Additional tailored processing is based on raw data maintained in the 

event processor tape complex, and characteristic histories are documented. 

When pertinent, special processing is conducted to extract critical signal param- 

eters and/or update empirical system files.   A seismic bulletin is prepared 

and disseminated to the seismic community by TWX and remote printer-key- 

board facilities.   Reference data libraries are maintained to permit subsequent 

processing, documentation, or dissemination as a request service. 

An auxiliary, nondedicated, general-purpose scientific processor is also 

coupled to establish a significant off-line capability, while retaining sufficient 

intermachine communications for efficient multiprocessor data flow.   This 

capability will be used to analyze signatures for classification, to support 

seismic data processing research, and to provide the structure for coordinated 

multiple array operation.   Function detail will develop as experience and base 

data are accumulated. 

Raw LASA data is transmitted from each subarray equipment vault to the 

data processing center as digitally-encoded serial characters with word parity 

checking.   The format is not compatible with general-purpose digital proces- 

sing terminals; therefore, an interface equipment (IE) requirement exists to 

preprocess the data.   Maintenance and logistics support will be most efficient 

when the same technology is used throughout the center.   Such a concept dic- 

tates compatible signal specifications, ensuring a minimum impact in the event 

of subsequent functional changes or design adjustments. 

The basic function of the IE is to buffer communication terminals, 

multiplex input channels, synchronize message framing, decode characters 

encountered in transmission, verify message fidelity, and translate the format 

to be compatible with the detection processor terminal.   A secondary function 

is to time and control each subarray and to implement processing required for 

a duplex communication capability. 

Supporting simultaneous communications through a sufficient number of 

these channels constitutes a rudimentary requirement which is satisfied by the 

2-5 



data set adapter working with the SPU memory.   After message verification, 

scaling, and blocking, the information is transferred through the channel 

adapter for processing and documentation.   Redundancy can be obtained by ad- 

ding a second data set adapter on the lower SPU, or by using a special inde- 

pendent recording unit (illustrated with dashed lines). 

The principal secondary SPU task is to support display and maintenance 

functions.   Memory share links facilitate the bilateral transferral of seismom- 

eter and display data.   Substantial histories are retained on disk memory ac- 

cessible through the channel adapter. 

Operations supervision and maintenance are performed from separate 

consoles.   Each is coupled to the system with an automatic channel share 

switch to permit direct access by either SPU or indirect access by any proces- 

sor.   Discrete sense and indicator facilities are instrumented with standard 

digital components, although the panel layout is customized for particular oper- 

ator functions.   Printer-keyboards are incorporated to provide flexible control 

and log facilities. 

The maintenance console contains a waveform scope to display array sig- 

nals and spectrums.   A communication terminal permits vocal contact with 

personnel at the array site to coordinate maintenance activities.   Provisions 

for conference nets should be considered.   The system time standard receiver 

and equipment is incorporated in this console to establish an absolute refer- 

ence.   Either SPU should be capable of maintaining adequate time accuracy for 

one-day periods to maintain continuity during possible malfunctions. 

Overall system monitoring and control is performed at the operations 

console.   A functional description of the display scopes with their associated 

cursors is given in Section 2-7.   Interface equipment supporting hard-copy 

documentation plotters is contained in this console to permit general data ac- 

cess and to facilitate editing activities.   Remote processor controls should be 

incorporated to centralize device assignment and permit efficient functional 

reconfigurations. 

An examination of the conceptual real-time equipment configuration re- 

veals considerable inherent flexibility in function assignment and data flow. 
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This flexibility provides adaptability to ensure the initial interface with the dy- 

namic subarray electronics configuration, to permit efficient subsequent up- 

grading of the subarray channels, and to provide latitude for the system evolu- 

tion characteristic of R&D efforts.   Advanced signal processing features, such 

as a comprehensive fail-soft response reflex or multi-array coordination, 

would not significantly alter the system hardware components.   In view of anti- 

cipated LAS A concept extensions, such a growth potential is required to opti- 

mize the LAS A program design efforts. 

2. 2 LASA COMMUNICATIONS EXTENSION 

Signal processing at the LASA site requires minimum communication of 

real-time seismic data.   However, the potential advantages of performing the 

computations at a more accessible location during the advanced program de- 

velopment and classification research phases create interest in extending the 

LASA communication network. 

Preliminary sizing of the channel requirements is given in Table 2-1. 

A direct extension would require both a TELPAK D and a TELPAK A, the lat- 

ter channel supporting the provision for on-line diagnostics from the mainte- 

nance depot at Miles City.   The basic sampling rate of 20 Hz and the first sub- 

multiple (10 Hz) were combined with various trimmed word structures to in- 

vestigate the feasibility of narrower, less expensive communication channels. 

When an excessive loss in array dynamic range resulted, coarse channels at 

the subarray level were reinserted to maintain a basic LASA large signal capa- 

bility.   Modified subarrays permit a reduction to TELPAK B equipment, but 

preclude continuity during the interface transition. 

Intermediate message format equipment at Miles City would minimize the 

transition problems and simultaneously provide a more efficient message struc- 

ture for long-distance communications.   No significant operational impact would 

be present, for the process is deterministic and would require no operator 

participation.   Economically, TELPAK A ( or the proposed TELPIPE) service 

is preferable. 
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Two concepts were investigated to understand appropriate reduction tech- 

niques which would retain the maximum LASA capability.   In the first model, 

system dynamic range, when restricted to a TELPAK A, is illustrated by Fig- 

ure 2-2 as a function of the adopted sampling rate and seismometer word size. 

The model is composed of 19 seismometers per subarray, scaled to cover the 

dynamic range from 20 dB (relative to one nanometer) to below the background 

noise.   This permits a 12 dB overlap with the one coarse seismic channel per 

subarray which is scaled to provide a relatively noise-free representation of 

strong events.   Other pertinent assumptions as well as the sampling loss as a 

function of sampling rate are shown in the figure. 

An interpretation of the presented information must consider processing 

characteristics.   When a small signal-to-noise ratio prevails, digital beam- 

forming extends the observed resolution over that of the sensors in proportion 

to the number of array elements.   This extension illuminates the potential sub- 

array response capability illustrated in Figure 2-2, which is considered ade- 

quate for any subsequent process.   Coarse channel data integrity can also be 

maintained beyond the digital range by using high-order truncation with proper 

interpretation (code wraparound) at the computation center.   No initialization 

problem is encountered since the data has a zero mean. 

For the second investigation, array truncation while retaining the estab- 

lished format was considered.   An experimental signal (Longshot) was processed 

according to the tentative system, using a 0.9 - 1.4 Hz bandpass filter.   Inner 

seismometer rings were removed from subarrays, and outer subarray rings 

were removed from the array.   Observed gains are shown in lines A of Table 

2-2 for the configuration options investigated.   The array truncation loss is 

summarized in lines B.   Note that array performance increases as seismom- 

eters are deleted, and decreases as subarrays are eliminated. 

A comparative set of theoretical array truncation loss values has been 

estimated, assuming perfect signal coherence and no noise correlation, in 

lines (B) of Table 2-2.   A comparison of lines B and (B) reveals significant 

signal and noise characteristics, and suggests improved analytical models for 

LASA.   These tables show that the noise components appear to possess a 
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significant degree of coherence over intrasubarray distances, while some sig- 

nal coherence loss is evident over the total array. 

Decisive conclusions should not be made until a broader data base is 

analyzed.   However, the trends implied by the limited data base available sug- 

gest further investigation with additional representative data and considera- 

tion of fewer seismometers.   The baseline data rate is given in Table 2-2, 

lines C.   Direct application of TELPAK A (proposed TELPIPE) requires a data 

rate less than 50 kilobits per second, which limits the baseline array to ap- 

proximately 169 sensors at the 20 Hz sampling rate.   A blend of sample rate 

and word size trimming is therefore anticipated for optimal intelligence trans- 

ferral.   Data requirements of subsequent processes, such as classification, 

may resolve the tradeoff option. 

A functional diagram of the LASA communication equipment is illustrated 

by Figure 2-3.   The intermediate message format equipment, which is com- 

posed of the basic data set adapter and a data reduction unit, functionally re- 

duces to a memory containing the proper link word chain.   The array interface 

remains unaltered, while the maintenance function is supported directly as a 

phantom channel.   A keyboard printer has been incorporated to establish a 

hard-copy communication capability between Miles City and the computation 

center. 

Although the baseline design (solid lines) does not contain redundancy or 

backup provisions to minimize the probability of losing unrecoverable data, 

logical upgrading extensions are possible. Redundancy may be achieved by add- 

ing a second message format module and long-distance communication channel 

with the flexibility accorded by the data set adapter concept.   An alternate ap- 

proach is to incorporate an independent asynchronous auxiliary recorder and an 

associated relative time generator with adequate short-term stability (24 hr). 

It is assumed that critical tapes would be shipped to the computation center 

where the catchup function would be handled by the event processor.   Both con- 

figuration additions are superimposed on Figure 2-3, as the dotted portion of 

the instrumentation, to illustrate the compatible upgrading features. 
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2.3 DETECTION PROCESSING 

Detailed analysis of the observations from LASA constitutes a major com- 

puter burden, and is accordingly oriented toward a specific time/phase velocity 

window to minimize the computation impact.   Since no significant a priori in- 

formation is available, continuous real-time surveillance of the teleseismic 

zone is essential to detect potential windows of investigation.   This detection func- 

tion must digest large amounts of data and extract sufficient information to steer 

and scale the event process for all activity of interest.   Since no deterministic 

kernel is known, power measurements are the key observables. 

Beamforming accomplishes the two rudimentary objectives of phase veloc- 

ity discrimination and signal-to-noise ratio enhancement by combining the sig- 

nals in a manner that favors a specific wavefront.   However, many wavefronts 

must be simultaneously considered to monitor any region which is significant, 

when compared to the main lobe coverage as dictated by the signal frequency, 

propagation medium, and array geometry.   Filtering further improves the 

process by rejecting those frequency bands which contain an inferior signal-to- 

noise ratio and/or imply degraded beamforming performance. 

Beam interpretation must consider both the processed signal during an 

observation window and the estimated background noise.   The detection criterion 

structure should have considerable flexibility to accommodate statistical dis- 

criminants, if they appear beneficial. 

Although the digital implementation of these techniques is not unduly com- 

plex, the task of forming and filtering a multitude of beams in real-time is not 

easily handled with general-purpose digital computers.   Fortunately, the re- 

quired processing is extremely repetitious, and large performance gains can 

be achieved by instrumenting instructions to efficiently perform the basic sig- 

nal processing algorithms. 

A software controller uses both standard and special instructions to per- 

form the detection process.   Since the special functions are representative of 

general signal processing techniques, rather than a specific program imple- 

mentation, the processing architecture resident in the controller may be varied 
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as required.   The optimum configuration is dependent on many system parameters 

such as the number of sensors, the area of surveillance, the required system 

gain, and the spectral characteristics.   The analysis performed throughout this 

study suggests the configuration portrayed by Figure 2-4.   Both the total memory 

requirements and the number of filter channels are reduced without significant 

loss of performance when the beamforming process is partitioned at the inherent 

subarray data module.   The high-frequency cutoff properties of the bandpass filter 

enable a reduction of subsequent sample rates, further reducing memory and exe- 

cution requirements. 

Detection processor inputs can be off-line from tape or on-line from array 

interface equipment.   Each sample-oriented record should contain seismic data 

and a code relating status changes, such as the addition or deletion of array ele- 

ments.   A header file is also required to establish the initial array status and time. 

A separate input subroutine for each input option is available in the con- 

troller.   Off-line files contain five records for compatibility with the beamform- 

ing algorithm batch size, and are synchronously requested to optimize the process. 

On-line files also contain five records, but are presented asynchronously to the 

computer.   A clock is desired to relate processing requirements with capability. 

The subarray buffer memory allocation stores the intermediate results 

between beamforming and filtering, and is the most efficient location to retain an 

adequate process time margin.   Sufficient filter histories are required in this 

location and in the filter buffer memory.   Any bias developed in the subarray cal- 

culations is blocked by the bandpass filter.   However, the array data memory 

should contain a phantom channel to allow a bias compensation to be introduced 

at the LAS A level before the introduction of detection nonlinearities. 

The four functions of rectification, integration, noise estimation, and 

detection criterion are combined in a single algorithm (RIT), enabling efficient 

coupling of operations with minimum memory accesses.   Iterative properties of 

integration, noise estimation, and detection criterion require buffer memory 

allocations.   A noise estimate inhibit feature is incorporated in the detection 

criterion algorithm to mask detected signal components. 

2-15 



A software routine is employed to establish maximum envelope amplitude 

and assemble the detection log parameters which include beam identification, 

noise level, signal peak, and initial and terminal detection times.   Header in- 

formation should include array status, element masks, threshold criterion, and 

beam allocations.   A detection flag should be available to a display; it can be 

conveniently located in the sign bit position of the background noise word. 

A coordination subroutine must maintain a current portrait of detection 

status and data time.   Array element mask alterations are initiated by this 

program segment.   During off-line operation, proper data sequence is verified 

and marginal or erroneous data editing is performed in the subarray memory. 

Output subroutines must support the communication of detection outputs 

and beam display data.   A capability of monitoring up to eight channels is de- 

sirable for maintaining execution confidence and aiding maintenance activities. 

Graphic presentation of the detection process is a secondary application with 

intangible utility. 

Characteristics of the basic process are given in Table 2-3.   A full com- 

plement of LASA data is accommodated with minimum preprocessor buffering. 

Initial parameter selection is based on analytical study and preliminary signal 

processing experience.   Within the projected detection architecture, many 

parameter options exist, and modifications are anticipated as operating ex- 

perience is accumulated and signal characterization is improved. 

An operational system will require an extension of the outlined controller 

and implied supervisor.   Input/output unit reassignment, automatic process 

verification, dynamic parameter modification, surveillance editing, transient 

free-function transferral, and fail-soft configuration responses are anticipated 

requirements.   Although these requirements are not essential during research 

and advanced development program phases, prudent controller design should 

incorporate sufficient flexibility to enable a progressive and orderly capability 

growth. 
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2.4 EVENT PROCESSING 

The central function of the event processor is to form event beams for de- 

tected events, and provide necessary filtering, recording, and display.   Addi- 

tional study indicates that these functions must be supplemented by the functions 

of side-lobe andpost-P discrimination, the collection of families of arrivals 

from a single seismic event, and the additional special event processing of 

interesting events.   These functional requirements, as well as current thoughts 

concerning the required experimental and learning aspects of the system, are 

discussed in the following paragraphs. 

The resulting arrival detections are expected to include significant num- 

bers of side-lobe detections, as well as post-P seismic arrivals, insofar as 

the latter possess phase speeds belonging to the P-teleseismic zone.   The event 

processor will sort out and identify these detections and main-lobe P detections 

before event beam processing. 

While event processing with preformed beams, using stored delays, 

should be adequate for the majority of detected events, some special events will 

require maximum obtainable processing gain, even at the expense of considerably 

increased computation effort.   Experience with studies of arrival times of events 

indicates that the variability of such times, even from limited source regions, is 

sufficiently great to degrade any set of preformed beams for a given event, as 

compared to the gain if a tailor-made set of steering delays were obtainable for 

the event.   Correlation techniques are expected to permit the determination of 

special time delays for individual events.   Moreover, the special processing 

functions should include a capability for special filtering, including some form 

of optimum processing at the subarray level. 

The LASA signal processing system, including the event processing 

functions, will contain as much autonomous operation as possible, requiring 

operator intervention only where judgment is required.   After initial checkout 

procedures, the system should be capable of a degree of automatic operation. 

The final decision logic for processing will depend on experience gained with 

seismic factors such as frequency of detection of particular arrival modes and 

resolution and degree of predictability of beams for non-P detections, and on 
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other considerations concerned with the system operation.   Autonomous sys- 

tem operation can be continuously improved as more experience is gained; 

therefore, a reasonable degree of flexibility in the event processing logic is 

highly desirable.   Such flexibility would facilitate the implementation of seismic 

research use of the system, and provide system testing and calibration functions. 

For the above reasons, the event processing function should be con- 

sidered as composed of a number of computational functions or subroutines to 

be connected by one of several possible alternative system flows or control 

programs, permitting maximum flexibility and learning capability during the 

early operation of the system. 

Figure 2-5 shows the major functional information flow of a possible 

event processing system.   The outputs of the detection processing function are 

collected in a detection queue, clustered, and sorted to form families of ar- 

rivals for each seismic event.   Routine processing includes event beam for- 

mation and event location calculation.   For special processing, time delays 

are obtained adaptively by correlation at the LASA level, while a capability for 

optimum processing exists at any level. 

The detection output is described in Section 2-3.   This detection queue can 

be displayed either before or after an event family has been established. 

Initially, families are to be established primarily by an operator viewing the 

queue displays.   These displays show the calculated arrival times and velocities 

of family members (PcP, PP, etc.) corresponding to an assumed P or other 

detection, along with the actual detected arrivals.   As experience is gained in 

making these groupings, much of this operation can be automated. 

The event family function should begin with an operation of clustering 

detections and assigning velocity space locations and strengths to the clusters. 

It is hoped that side lobes can be eliminated on the basis of time coincidence 

and relative geometry with the main lobe.   A grouping at equal azimuth can be 

selected, and a tentative "first arrival" or P wave chosen.   The processor can 

then calculate time and velocity of possible later arrivals, and match these 

predictions to the actual arrivals.   Much of this operation can eventually be 

made automatic.   In an alternative operator-controlled mode (to be used for 
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initial experiments), the matching can be performed visually with the assistance 

of the display, providing maximum operator exposure to seismic experience and 

permitting rational selection of a more highly automatic logic. 

As a first step, the predicted delay times and velocities of post-P ar- 

rivals for various source depths will be obtained from least squares polynomial 

fits to the Jeffreys-Bullen Seismological Tables.     Eventually, LASA experience 

should provide more accurate prediction of the required quantities. 

The operator should be able to select detected or identified beams for 

routine event processing.   In an automatic mode, it might be required, for ex- 

ample, to always form event beams for the P wave only.   Beamforming time 

delays are to be updated when important new events have been added to the ex- 

perience list.   In the operator-controlled mode, the operator is required to 

select a tentative P (or other arrival), and then, using the display, compare the 

actual detections to the predicted arrivals.   This procedure can be done on 

several different assumptions of depth. 

The output of the event processor contains an inverse velocity to geo- 

graphic conversion capability, updated on the basis of velocity experience and 

world network locations.   Location information is expected to be used only for 

output purposes (seismic bulletin, etc.).   Steering delays hopefully can be 

based on directly measurable velocity information.   The event family deter- 

mination should contain access to a beamforming capability to form detection- 

density beams outside the P-teleseismic zone whenever required (to search for 

additional undetected arrivals). 

2.5 MICROPROGRAMMING 

After the algorithms necessary to implement a signal processing system 

for LASA were selected and defined, during the first quarter of this study con- 

tract, effort was directed at evaluation studies.   These studies concluded that 

the microprogramming approach could provide a significant speed advantage; 

therefore, further definition was accomplished during the second quarter.   In the 
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final quarter, simulation and testing plans were developed.   This section re- 

ports on the total effort and the expected implementation results. 

2.5.1     Definitions 

The algorithm definitions are shown in Figure 2-6 as equations.   Some 

pertinent comments on each algorithm are included in the following sections. 

2.5.1.1 Beamforming 

Beamforming uses the batching concept in which beam sums are formed in 

one instruction execution for the present sample period and for the four im- 

mediately previous sample periods.   A large number of beams (J < 32767) can 

be formed from a large number of inputs (I « 32767) during one execution cycle. 

Input and output data has a precision of 15 data bits with allowable intermediate 

calculations extending up to 22 data bits.   The delay values (Tij) can have a 

resolution equivalent to that provided by the input data.   The output shift ( #) 

provides scaling capability to minimize overflows in the next process executed. 

An additional function of beamforming is to provide optional preshifting 

of the input data block.   This shifting is performed before the beamforming 

algorithm is executed. 

2.5.1.2 Recursive Filter 

The Recursive Filter instruction allows feedback filtering to be performed 

on IJ inputs (I, J < 32767) at one instruction execution.   A filter of degree 2P-1 

is performed where P can be as large as 127.   The coefficients (a .., b ..) are 

unique for each term of the filter for each i and each j.   All input (f., g..) and 

output (g..) data has precisions of 15 data bits with allowable intermediate 

calculations extending upward to 38 data bits, provided the result before shift- 

ing is not greater than 31 data bits.   The output shift (y) allows the 15 output 

bits to be selected as any consecutive combination of these 31 bits.   The sec- 

ond output shift ( 6) is optional.   When used, it is a right shift applied to the 
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Beamform 

l.      fi(nAt) = 2nafi(nAt) 

2.       B. (n^t) = 2 ±P 
i=l 

; j = i J 

Recursive Filter 

1.       glj(nAt) = 2±V 

P-l P-l 

£     apij fi(("-P)At) + E    bpij %j «n"P>^ 
p=o p=l 

2.       g.'j (n^t) = 2~6 g.. (nAt)   ;    i = 1 I ; j = 1, ..., J. 

Convolution Filter 

1.       gij(n£t) = 2 

R e ctify/Integrate 

±X 
M-l 

Z     Cmii fi «n"m> At) 
m=0 

1 -1 ,     •  •  •  ,    1    ,   J J.,     •   .  •  ,    J • 

1.      yj(nAt)=2_MJ 

s-i 

J]   I B. ((n-s) At) 
s=o 

Figure 2-6.   LASA Algorithm Definitions (Sheet 1 of 2) 
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2.       a.       B. (nAt) = 21   i [y. (nAt>] -2_CTj   [B. ((n-1) At)] 

+   [ij ((n-1) At)] 

b.       B. (nAt) = B. ((n-1) At) - y. ((n-R) At) + ^ (nAt)   ; 

j = l, ...,J  • 

For short-term integration, use Equation 1 and either 2a or 2b. 

For long-term integration, replace B by B, y (optionally) by B, and use 
either equation 2a or 2b. 

Threshold 

1. T. (nAt)=u. B. ((n-l)At) 

2. T.'(nAt) = VjB. ((n-1) At) 

3. Threshold exceeded if B. (nAt) s T. (nAt) ;  j = 1,   •   •   •  » J • 

4. Arrival is declared when threshold is satisfied for Q out of Q' con- 
secutive sample periods.   Threshold is changed to Tj whenever an 
arrival is declared.   Threshold is restored to Tj' at the first sample 
period the criterion is not satisfied. 

Figure 2-6.   LAS A Algorithm Definitions (Sheet 2 of 2) 
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primary filter output.   The time resolution of the input data (f.) is independent 

of the rate at which the instruction is executed. 

2.5.1.3     Convolution Filter 

The Convolution Filter allows filtering to be performed on IJ inputs 

(I, J < 32767) at one instruction execution.   The filter degree (M) can be as large 

as 127.   The precision characteristics are the same as for the Recursive 

Filter.   No second output shift is provided, since there is no feedback path. 

2. 5.1.4     Rectify Antegrate and Threshold 

Three parts of the Rectify Antegrate and Threshold instruction are 

1. Short-time averaging 

2. Threshold detection 

3. Long-time averaging 

Rectify Antegrate and Threshold provides a method for arrival detection. 

The detection criteria is based on exceeding a particular signal-to-noise ratio 

for some specified number of samples.   The inputs to this instruction consist 

of beam values of 15 data bits precision.   The output signal and noise averages 

are also 15 data bits.   A list is made of all beam numbers on which a change in 

arrival status occurs during instruction execution.   (See Figure 2-6 for the 

equations referenced below.) 

Short-Time Averaging.   Short-time averaging is performed as a two-step 

process.   Step one calculates a rectified sum of the LAS A beamformer output. 

This sum is calculated over the last S sample periods.   The result (after shift- 

ing) forms the intermediate output of short-time averaging.   Step two calculates 

the final short-time average from the intermediate output by using either a 

binary-scaled exponential equation or a straight summation equation.   This final 

output is used as the input to the threshold detection section. 

Threshold Detection.   This section performs the actual arrival detection. 

The final short-time average output is compared with a previously calculated 
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threshold (the start-arrival threshold).   When the short-time average exceeds 

the start-arrival threshold for Q time samples out of Q' consecutive time 

samples, an arrival is declared.   The relevant beam number is stored and a 

new threshold (the end-arrival threshold) is introduced.   When the short-time 

average does not exceed the end-arrival threshold for Q out of Q' consecutive 

time samples, the end of an arrival is declared.   The relevant beam number is 

stored, and the start-arrival threshold is reintroduced.   This logic is shown in 

tabular form in Table 2-4. 

When an arrival is in progress on a particular beam, the long-time aver- 

aging section is omitted for that beam.   At the end of an arrival, long-time 

averaging is delayed on that beam until the arrival has passed through the array. 

Long-Time Averaging.   This section calculates an average noise value, 

and uses it to compute the start- and end-arrival thresholds.   Either of two 

equations is available for long-time averaging:   a binary scaled exponential or 

a summation.   The input may be either the intermediate or final output of 

short-time averaging.   The output of the selected equation (the average noise) 

is multiplied by an 8-bit threshold (u.).   The result is divided by 8, and the 

resulting number is used as the start-arrival threshold.   A similar calculation 

is performed for the end-arrival threshold (v.).   These two 15-data bit values 

are not used until the next execution of threshold detection. 

2.5.2     Evaluation 

Effort on all four algorithms was directed at retaining the flexibility de- 

veloped during the definition phase.   As expected, feedback from the evaluation 

effort was used to improve algorithm definitions.   An example of this is a gen- 

erated requirement for the beamforming time delays to be organized in a mono- 

tonic series. 

As a first step, detailed flow charts and programs were developed to 

simulate the essential arithmetic capabilities of each algorithm.   This data was 

converted into actual microprograms for the IBM System/360 Model 40.   Where 

applicable, new processing approaches and/or hardware were postulated to 
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Table 2-4. Threshold Detection Arrival Status Determination 

Short-Time Average 
a Threshold 

Arrival Detected 
Previously 

Threshold Exceeded 
Q out of Q' Times 

Arrival Status 

None Start Con- 
tinue 

End 

No No No X 

Yes No No X 

Yes No Yes X 

Yes Yes Yes X 

No Yes Yes X 

No 

No 

Yes 

No 

No 

Yes 

X 

These conditions 

Yes Yes No are not possible 
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decrease execution time.   Some of these approaches resulted in programming 

restrictions to retain the necessary speed. 

At each step, the expected microprogram execution speeds were deter- 

mined for certain benchmark parameters.   These times were compared with 

both the assembly language version and the projected needs of the detection 

process.   When necessary, new approaches were taken to achieve a minimum 

execution time for each algorithm.   A summary of the anticipated individual 

execution times for both software and microprogram implementation and the 

chosen benchmark parameters are shown in Table 2-5. 

2.5.3 Simulation 

A programming effort was launched to develop software programs which 

would simulate the microcode operations.   The original programs were ex- 

panded to reflect new design changes.   Some of the exceptional conditions 

checked by the microcodes were also incorporated into the simulation pro- 

grams.   A standard interface was developed.   By using this approach, the 

simulation programs can be used as substitutes for the microprograms until a 

machine with the latter is available. 

There were two reasons for developing these programs.    First, they 

will allow work to be done on the detection processing program in anticipation 

of the delivery of the microcoded machines.   They can then be carried over 

and used as part of a dynamic diagnostic scheme to help detect on-line equip- 

ment failures.   Second, because these programs are identical in function to 

the microprograms, they can be used for testing purposes to assess the mathe- 

matical and special-condition operations of the microcodes. 

2.5.4 Test Plans 

The planned basis for testing the microprograms requires that the sim- 

ulation programs be used as a standard.   They will be thoroughly checked, using 

hand solutions.   A control program will be written to exercise the simulation 
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program and the microprograms on identical sets of data.   The results will 

then be compared and any errors in either program tracked down. 

Three phases of testing are anticipated:  mathematical, special condi- 

tions, and interaction.   Each phase is described below. 

2.5.4.1 Mathematical 

This test will determine the mathematical accuracy of the microprogram 

implementation.   For the test, part of the data from the Longshot event will be 

used.   This data will be tested against all the microprograms except Rectify/ 

Integrate and Threshold. 

2.5.4.2 Special Conditions 

These tests will exercise a variety of the abnormal conditions and unique 

data paths within each microcode.   The data for this test must be constructed 

entirely by hand, and will test such operations as overflow handling (both in- 

termediate and final), illegal instruction parameters, and various shifting and 

output options.   Each logical branch of Rectify/Integrate and Threshold will be 

tested.   Testing of all four algorithms is planned for this phase. 

2.5.4.3 Inte raction 

This phase will test the input and output compatibilities of the four rou- 

tines.   Because of the severe speed requirements of the detection process, it 

is not possible to shuffle data around in storage between microprogram calls. 

The algorithms will be combined into a program which resembles that being de- 

fined for the detection processor.   In addition, the data input/computation 

simultaneity of the microcodes will be tested. 

2.5.5     Conclusions 

The primary conclusion that can be drawn from the microprogramming 

work under this contract is that the approach is feasible where high speed is 
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necessary and the arithmetic load is not too great.   Initial estimates show that 

about 500 LASA beams can be formed in 100 msec whereas, without micro- 

programming, this formation would require about 700 msec.   Table 2-8 con- 

firms that the microprogramming approach will help to solve the LASA pro- 

cessing problem. 

2. 6 COMMUNICATION INTERFACE 

Communication with subarray equipment is a rudimentary requirement 

for any LASA real-time processing configuration.   Commercially available 

equipment to interface digital processor input/output facilities and wideband 

data stations is configured primarily for single-terminal applications.   Sev- 

eral of these can be employed but the LASA requirement of simultaneously 

supporting more than 20 duplex channels with nonstandard modulation imposes 

not only a severe data transfer rate but also a prohibitive processor burden of 

message formatting.   This implies interpretation and generation of coding at 

the bit level, an operation extremely cumbersome when performed by the 

parallel logic organization of a general-purpose computer. 

2.6.1     Data Set Adapter 

A multiplexed data set adapter function is postulated for the interface 

equipment.   This function includes translation between the message structures 

used in the communication channels and the standardized data word files char- 

acteristic of digital storage mediums.   Performing this operation at the in- 

herent serial-parallel data representation transition encountered in data set 

adapters optimizes the translation process.   External message character en- 

coding and decoding also reduce the effective processor data rate, alleviating 

transaction interferences. 

Although character definition and rate are basically static parameters of 

the specific communication channel, word definition may not be constant. 

Studies of alternate LASA communication configurations reveal potential mes- 

sage formats containing several word sizes to efficiently use the channel when 
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encountering diverse data resolutions.   The format information should reside 

in a memory large enough to provide adequate message length.   An implicit 

address relationship between data word definition and value is suggested with- 

out a loss of message flexibility. 

Provisions for chaining the data sequence by word and by block links are 

desired to provide flexibility in file structure while retaining the potential ef- 

ficiency of contiguous retrieval or distribution.   Variable word size is not re- 

quired with intelligent message blocking.   A single link control word can there- 

fore contain both data word definition and chaining instructions; however, stand- 

ardization is essential to enable direct coupling of communication facilities for 

purposes such as echo checking, information distribution, or internal routine cascading. 

Operational systems may require the addition of redundant interface 

equipment to ensure data collection during maintenance and/or failure condi- 

tions.   The impact of this capability is insignificant if considered during initial 

design.   Parallel data set support using external cable terminations permits a 

clean, high-speed transferral of the interface functions.   Physical cable trans- 

ferrals would be necessary only when recovering from improbable line trans- 

mitter or receiver failures.   Theoretical system loss during this recovery 

transient is shown in Figure 2-7 as a function of the interconnection module 

size.   System degradation is limited to approximately 1 dB when four or fewer 

data sets are supported by any cable assembly.   The implicit module require- 

ment is also graphically indicated to portray the composite design options. 

Since neither the communications network nor the geometry of possible 

future LASA type seismic arrays is firm, moderate equipment flexibility 

should be incorporated.   Modular construction is the most appropriate provi- 

sion since no significant increase in design effort is encountered.   Interface 

groupings of four data sets appear to be a reasonable selection because of con- 

sistency with the maximum interconnection module size and of compatibility 

with contemporary logic packaging configuration.   Six such interface units would 

satisfy the maximum foreseeable LASA requirement of supporting 21 subarray 

channels, 1 maintenance channel, and 1 TELPIPE channel.   Since an extension 
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to eight units would not add to the addressing structure or multiplexer equip- 

ment complexity, adequate space and power should be provided. 

The conceptual subsystem design is illustrated by the functional data set 

adapter diagram (see Figure 2-8).   Principal components are a data reception 

unit, a data transmission unit, and from one to eight data set interface units. 

Since precision message timing implies special internal clock features, the 

interface equipment timing unit is incorporated in this functional group.   Each 

unit function is detailed by Tables 2-6 through 2-9.   A high-speed, cycle-steal 

access to the signal preprocessor memory with external addressing is em- 

ployed.   Adapter monitoring and control is accomplished with access to several 

general-purpose registers which serve many preprocessor functions.   Table 

2-10 characterizes the composite coupling requirement. 

2. 6.2     Support Processing Requirement 

An initial link word must be available in the memory cell permanently 

allocated to the channel reception pointer.   Data and subsequent link words are 

required to be compatible in format and memory location to obtain proper trans- 

mission.   Repetitive message formats and optional phases can be distributed by 

controlling the link word content.   Processor interruption at preselectable mes- 

sage phases is desirable to support the subsequent processing of message con- 

tent.   This interruption can be instrumented by monitoring main memory ad- 

dressing. 

Initial message synchronization is assigned as a software function which 

detects the frame character and alters the format chain to obtain a compatible 

word distribution.   If the message format contains subsequent frame characters, 

they may be monitored at the appropriate memory location. 

Error control, such as parity or polynomial decoding, is not included in 

the data reception unit.   Thus, messages must be processed by a general- 

purpose algorithm to use and/or delete message redundancies. 
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2.7 DISPLAY FUNCTIONS 

LASA signal processing is concerned principally with manipulating and 

interpreting signals which are time and spatially dependent.   These signals 

contain information relating seismic observables and characterizing instru- 

mentation and signal processing performance.   A real-time operations re- 

quirement is to efficiently display this data for system performance verifica- 

tion, diagnostics, unusual occurrence analysis, and data editing.   Educational 

attributes are additional benefits which may contribute significantly to initial 

development, reveal potential capability extensions, and dynamically present 

the essence of the process. 

A display of waveform traces is conventional and versatile.   One unit at 

the Operations console would support data editing.   It would function with the 

event processor when monitoring or operator concurrence is desired.   A sec- 

ond unit at the Maintenance console is suggested to support independently the 

array and the signal processing diagnostics.   Presentation of both time his- 

tories and spectral content is required for rapid seismometer calibration, and 

may be a useful general option. 

Comprehensive data addressing is essential to diagnostic monitoring, and 

keyboard supervision may provide the most flexible control for adequate pre- 

sentation identification.   Multiple traces are required to display parallel chan- 

nels, significant process modes, or the phasing of multiple arrivals.   Eight 500- 

sample traces appear adequate.   Note that the sample interval may vary be- 

tween traces; thus zero-order hold phase compensation and first-order hold 

instrumentation are desirable options.   Independent waveform translation is 

required to properly phase the data, and should be composed of an inter-sample 

vernier and a data file pointer modifier.   This composition also enables an 

efficient and natural data precession to facilitate library scanning, editing, and 

transient monitoring.   Provisions for freezing the display to conduct detailed 

examination of a local region is implicit. 

Although a calibrated graticule can provide gross measures, time and 

interval marking should be indicated by electronically generated cursors to 
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maintain proper registration.   Center indexing, with waveform phasing directly 

coupled to the operator intervention cursor registers, is an appropriate display 

mode.   However, the presentation of a complete real-time data field and the 

measurement of spectrum frequency parameters imply a left margin and a 

variable index, respectively.   These two static and one dynamic cursor 

modes do not imply major hardware instrumentation, and should be included 

for operating convenience. 

Basic waveform display-oriented functions have been defined.   Digital 

support tasks of record addressing, history supervision, scaling, time co- 

ordination, data display refreshing, and cursor register interpretation are re- 

quired.   In addition, hard-copy routines should be coupled and coordinated to 

provide semiautomatic documentation of data files corresponding to or as- 

sembled with the display activity. 

Spatial relations of the signal characteristics are not portrayed by the 

waveform histories.   A beam display concept has been postulated which re- 

tains the beam allocation geometry in inverse horizontal phase velocity space. 

It uses intensity modulation to indicate the seismic energy observed on each 

beam.   An experimental display operating from tape data is functioning (Sec- 

tion 3-6), and has verified that detections originating from seismic activity 

and from communication errors have distinct signatures.   In addition, the 

array beam pattern is distinguishable, and some event-oriented signature in- 

telligence is observable.   Two displays are envisioned in an operational 

LASA installation.   One display unit would allow monitoring of the detection 

process to verify proper system operation.   Optional detection accentuation 

is required for comprehensive process surveillance, and logarithmic scaling 

may be beneficial in portraying large dynamic ranges.   Provisions for freez- 

ing the display and for regressing in time to conduct detailed examination 

without the loss of data are desirable but expendable during system fail-soft 

modes.   Several minutes of history should be adequate. 

The second display unit could serve many functions. Observation of the 

detection queue through adjustable phase velocity-time windows could indicate 

the rationale of event logic decisions, and establish a qualitative measure of 
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the event backlog.   Trained operators could significantly contribute to system 

performance by optimally indicating concurrence, and by supervising the pro- 

cessing of weak or otherwise marginal arrivals.   Dynamic, two-dimensional 

presentation of event beams as mosaics of energy content or as a correlation 

with reference beam patterns could display the data base used to derive event 

origin.   Image cursors should be employed to indicate unambiguously the se- 

lected beam direction.   Detents should be used only when identifying specific 

beams.   A secondary application of this functional display unit is the indirect 

supervision of the detection posture.   Pertinent parameters such as coverage, 

background noise, and detection sensitivity can be efficiently interpreted and 

edited with cursor-referenced instructions.   Such action should be automati- 

cally documented in the System Log. 

The above functions represent different resolution requirements.   Four 

preselected scales are suggested to efficiently use the display field and provide 

some growth flexibility.   Beam-packing is essentially the grouping of circular 

elements to provide a continuous planar coverage.   Figure 2-9 illustrates the 

implicit hexagonal geometry and the unequal spacing in rectangular coordinates. 

Sixteen intensity modulation levels are readily packed and instrumented.   Al- 

though all levels are not clearly distinguishable, low-level detail and display 

smoothness is obtained. 

Event queue presentation and detection monitoring can require mosaic 

linear dimensions in excess of 64 cells, but always less than 128 cells.   Seven 

counter stages are adequate for vertical indexing, but an eighth horizontal 

stage must be provided to establish the staggered-line registration.   Pre- 

selectable operator feedback efficiently controls the mosaic dimensions. 

Beam indexing and subraster character generation become difficult with 

large fields.   Adoption of a raster scan establishes a definite deflection wave- 

form, reduces the encountered frequencies, and eliminates registration prob- 

lems.   A IK bit memory is required to buffer two-line intensity histories if a 

nondedicated refresher source is employed.   However, an additional access 

margin is gained which will substantially reduce multiplexed device interference. 

2-57 



cos 30   = Q.8M 

Figure 2-9.   Beam-Packing Geometry 
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Character generation is a simple task when the reflected vertical vernier 

parameter (#) of Figure 2-10 is employed to bias a threshold detection (LO) of 

the reflected horizontal vernier.   Figure 2-11 illustrates the Boolean functions 

(Wi) of this threshold parameter, and the two low-order grey code addresses 

(L2 and L3) which modulate the beam values (Ri). 

Wl = LO •   L2 

W2 = LO •   L3 

W3 = L0~ •   L2 

W4 = LO •   L3 

Correlation displays may be improved with continuous or discrete inter- 

polation.   This refinement is required on only one unit, and could be instru- 

mented as an attachment.   Figure 2-12 defines an analog weight set which is 

easily generated.   Although relatively high-frequency waveforms are processed, 

only limiting and gating operations are encountered.   Special-purpose discrete 

interpolation is more involved, but does retain large intensity gradients at the 

character boundaries.   Figure 2-13 illustrates the binary variables which 

uniquely define trinary weighting functions of the following form: 

Wl 

1 If           LO   •   LI  •   L2  •   L4    = 1 

0.5 If           (LO   •   L2) + (LO   •   LI   • L4) 

0 If otherwise 

1 if $ s 1/2 

0 if p < 1/2 
L4 

Note that the unity weight value can be instrumented as a composite of two half 

weights to achieve maximum transition smoothness. 

Conventional technologies satisfy all digital and video instrumentation 

requirements.   Relatively high-speed gates are necessary to derive the video 

from the weighting functions.   Transient switching hazards are minimized in 

this conceptual design by restricting all gate action to periods of zero beam 

weight.   Any residual transients can be masked by establishing the black 
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pedestal at the node video stage and allowing a negative weighting function ex- 

cursion.   The video generator (see Figure 2-14) is a composite of these con- 

figuration concepts, and should provide a clean and stable background field. 

Physical display properties are illustrated by Figure 2-15.   A hood con- 

taining a polarized reflection shield is optimized for intensity pattern viewing. 

Camera mounting hardware is incorporated to facilitate hard-copy documenta- 

tion.   An optional intensity calibration strip may aid display adjustment and 

interpretation.   Time can be easily coordinated with the image by superimpos- 

ing a label field of sixteen 5x7 dot characters with the addition of a generation 

matrix.   Since the fields are mutually exclusive, digital data distribution and 

storage facilities can be shared.   Table 2-11 lists a convenient character set 

which is compatible with both the beam format and binary-coded decimal nota- 

tion. 

Record addressing, history supervision, scaling, time coordination, data 

refreshment, and cursor register interpretation are again the principal digital 

support tasks.   Scaling should occur after the history file for subsequent dis- 

play parameter manipulation.   Figure 2-16 shows the functional processing 

which allows beam field display of linear signals, logarithmic signals, linear 

background noise estimates, logarithmic background noise estimates, and 

logarithmic signal-to-noise ratios.   The data communication and processing 

impact is reduced by maintaining a quasi-static beam roster to distribute only 

active display intensity values to the refresher buffer.   The highly repetitive 

nonlinear scaling process can be streamlined by using base two arithmetic to 

establish an integer relationship between the characteristic value and the shift 

operation.   Eight-bit logarithms with four bits allocated to the mantissa pro- 

vide a 0.375 dB resolution throughout the system's dynamic range.   Control of 

the pedestal and of intensity scaling (shift and limit operation provide adequate 

product quantization) allows optional presentation for specific characteristics 

of operator interest, and establishes a direct beam measurement capability 

(if a pedestal calibration bias parameter is incorporated). 

Several decimal words constituting a parameter measurement display 

will facilitate operational functions such as array calibration, array diagnostics, 
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Table 2-11.   Beam Scope Label Generation 

Half-Byte Code Character 

0000 0 

0001 1 

0010 2 

0011 3 

0100 4 

0101 5 

0110 6 

0111 7 

1000 8 

1001 9 

1010 To be defined at 
1011 a later date 

1100 

1101 period 

1110 colon 

1111 blank 
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phase velocity coordinate observations, arrival time refinement, data record 

verification, copy format preparation, and time synchronization.   Since 

source data may originate from any system message or device, this operation 

should be closely coupled to supervisory structure.   Conventional techniques 

are adequate to multiplex, scale, and present the information.   Subsequent 

definition work should consider character generation techniques to provide 

adequate quantum and parameter identification. 

Conventional real-time system components can satisfy the hard-copy and 

discrete status display requirements.   The conceptual system allocates detec- 

tion and system logs to console keyboard-printers, and supports a system 

status indicator array to indicate system posture concisely.   The objective is 

to provide efficient and unambiguous communications with operations during 

such transition periods as process editing, fail-soft recovery, and shift- 

changing.   The less critical functions of listing and plotting would be performed 

as an automatic off-line priority sequenced process, which could be forced on- 

line when critical.   One unusual hard-copy requirement is envisioned.   Many 

interested factions of the seismic community have based their data record and 

analysis capability on photographic signal history documentation.   A single 

recorder would provide an adequate film medium transcription capability to 

support their operations, if accelerated translations were performed as a re- 

quest service. 

The preceding discussion of display functions provides a concept struc- 

ture to support equipment selection or design.   Flexibility, because of the re- 

search nature of this project, should be retained as the implementation detail 

develops. 

2.8 CONTROL PROGRAMS 

Each machine in the system requires a set of monitor and control pro- 

grams to support its operation.   The monitor must coordinate all the activities 

in a given machine, such as program computation, input/output scheduling and 

interrupts, man-machine communication, and communication with other pro- 

cessors.   Those demands on the processor do not occur in a predictable 
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sequence, but are announced by interrupts.   The part of the monitor which 

handles the interrupts and schedules the sequencing of these activities is the 

supervisor. 

A higher-level coordination of activities is necessary between the detec- 

tion processor and the event processor.   When both processors are operating, 

one is considered the master coordinator.   This function requires logic in both 

monitors, but is mainly a part of the event processor's monitor because of its 

capacity and its central position in the configuration.   Each processor, how- 

ever, can manage its activities if the other processor is absent. 

2.8.1      Detection Monitor 

The detection processor, for control purposes, logically has just one 

problem program.   The core map is essentially static; no programs are brought 

into memory or removed during processing.   This main program accounts for 

most of the computer time in this processor.   It may also request input/output 

through the supervisor (e.g., build a log of detected arrivals for later use 

by the event processor). 

Another function of the detection processor is to acquire and record in- 

put data.   This function is accomplished by a monitor program which must use 

the supervisor to issue its input/output operations. 

Communication with external processors, in particular the event proces- 

sor, may sometimes be of a high priority nature, as when reconfiguring or 

changing procedure is demanded by a failure.   In this situation, a monitor pro- 

gram which has control and which issues its input/output through the super- 

visor is required. 

The supervisor must schedule all input/output requests and service their 

completions in a central module, the detection input/output control.   Input/ 

output may be issued by any of three programs on symbolic devices on any 

channel.   The detection input/output control decides the particular device ac- 

cording to the configuration and mode of operation, and schedules the requests 

according to the availability of the channels and the priority of the requester. 

2-70 



The scheduling of programs and input/output operations and handling of 

supervisory call interrupt, external interrupt, and input/output interrupt are 

interrelated.   Handling program interrupts and machine check interrupts is 

more or less independent of other supervisory operations. 

The logical structure of the detection processor programs, showing the 

organization of the monitor and in particular the supervisor, is shown in 

Figure 2-17. 

2.8.2     Event Monitor 

The event processor's principal function is to process arrivals detected 

by the detection processor.   This involves the execution of a sequence of pro- 

grams, not all of which reside in core memory at all times.   The sequence of 

programming may differ, and the amount of event processing may vary, de- 

pending on the character and frequency of the arrivals and the requirements 

of the user.   Where the event processing load is not high, other tasks should 

be run. 

Some of these activities are compute-bound (e.g., event beamforming) 

and some are input/output-bound.   If the computer is being used for some ac- 

tivity of secondary importance and arrivals begin to occur, event processing 

should start immediately.   It would be undesirable to cancel the current job in 

order to respond; therefore, multiprogramming with three tasks could be done 

in the event processor with the ability to load programs from disk memory for 

execution as needed.   One program partition can be reserved for the early 

stages of event processing, so that the processor can respond quickly to the 

detection of arrivals. 

Some of the duties of the event monitor are to 

1. Schedule input/output issued by programs outside the supervisor 
for all devices on all channels 

2. Schedule queueing and loading of tasks on demand 

3. Initiate event processing on cue from the detection processor 

4. Handle communication between user and system 
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Figure 2-17.   Detection Processor, Program Segment 
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5. Execute several tasks concurrently 

6. Schedule tasks automatically 

7. Detect failures or deliberate shutdown of detection processor and 
assume its function 

8. Oversee the activities of the whole configuration. 

The event monitor must perform certain functions and service devices 

which cannot be done using currently available standard software packages.   It 

is desirable to have the use of many of the standard utilities and other modules. 

Therefore the event monitor must be designed primarily around the require- 

ments of the system, but must be compatible with respect to input/output con- 

trol with the standard systems which support these computers.   To a large 

extent, the event monitor will be constructed around the modules of a standard 

programming support package. 

Figure 2-18 illustrates the programming structure of the event processor, 

emphasizing the relationship between the three program partitions.   The super- 

visor structure is logically segmented in much the same way as the detection 

processor supervisor, although the individual modules are quite different in 

scope and structure. 

In the situation where the event processor must take over the function of 

the detection processor, the three partitions shown in Figure 2-18 will per- 

form the functions of the three interruptible programs shown in Figure 2-17. 
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Event Processing Partition 

Event Processing - Especially 

functions which use microcoded 

algorithms. 

Support Partition 

Programs which are a part of 

event processing or which support 

operations which are experimental 

programs. 

Examples: 

Delay time calculation, 

Detection beam selection, 

Produce event record, 

Select event beam, 

Plot beam, 

Produce seismic bulletin, 

Fortran compiler, 

Many others. 

Monitor Partition 

Input/Output to and from 

detection processor. 

Servicing other real-time devices 

Operator Communication. 

It is possible for some fast-running tasks listed under support partition to be run in the event proc- 
essing partition in periods of low seismic activity. 

Standard software such as FORTRAN complier must run in support partition. 

Figure 2-18.   Event Processor, Program Control Structure 
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Section 3 

SYSTEM STUDIES 

This section contains Array II beam requirements, discussions of array 

geometry location capability and steering delays, and a description of the ex- 

perimental display, filter implementation, and simulation study results. 

3.1      BEAM REQUIREMENTS 

In Appendix A3 of the Second Quarterly Report (reference 3) a method for 

determining beam requirements was given.   Initial estimates for the LASA beam 

requirements were verified and presented in the First Quarterly Report (refer- 

ence 2). 

The number of subarray beams to be formed per subarray ranges from 

six (for worldwide surveillance) to three (for continental land masses only). Inter- 

mediate values are required when Pacific Islands or seismic zones are included. 

Figure 3-1 shows the number of detection beams required to cover the 

land areas and the land areas plus seismic zones lying within the P-teleseismic 

zone as seen from the Montana LASA and from a second array location already 

considered.   The number of beams for each case is shown as a function of beam 

diameter, D, in inverse velocity space.   For the main lobes of the Montana 

LASA and subarray beam patterns, these beam diameters (in sec/km) are re- 

lated to the loss (in dB) at the beam perimeter and the signal frequency (Hz) by 

the following formulas.   The particular LASA formula used depends on whether 

the full LASA (21 subarrays) or a reduced LASA (17, 13, or 9 subarrays when 

one, two, or three outer rings are weighted zero) is used. 
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21 SA LASA beams:     D = 0. 0042 JZ/T 

17 SA LASA beams:     D = 0. 0070 J\JT 

13 SA LASA beams:     D = 0. 0118 JTJT 

9 SA LASA beams:     D = 0. 0185 ^FL/T 

Subarray beams:        D = 0.105   J~L/i 

As a sample calculation, determine the number of detection beams needed 

to cover land and seismic areas, with an allowance to lose 1.7 dB (in addition to 

a 1.3 dB subarray beam loss) at 1.5 Hz, using all 21 LASA subarrays. 

From the formula for 21 subarrays, the beam diameter is D = 0.0042 • 

„/1.7 / 1.5 = 0. 0036 sec/km.   The number of such beams needed to cover land 

and seismic zones from Montana is N = 900. 

3.2      ARRAY STUDIES 

A beam pattern program capable of plotting contours of constant phase as 

well as constant loss—both at a single frequency—has been completed.   This 

program may be useful if it becomes necessary either to try to significantly 

reduce side lobes of the present LASA by subarray additions, or to synthesize a 

new LASA configuration. 

Figures 3-2 and 3-3 show the dB loss and phase patterns for the Montana 

LASA configuration.   For any future synthesis (i.e., pentagon or heptagon 

array), the program would be used to evaluate patterns for a single ring or 

polygon of subarray locations (i.e., five or seven).   Hopefully, a desirable 

side-lobe pattern can be achieved by combining a number of such polygons of 

varying size and angle of rotation. 

Note that in the figures shown, the two major side lobes of LASA are 

directly crossed by a contour of zero phase angle.   If this applies in the regular 

polygon array synthesis, then a good array with a large main lobe, but small 

side lobes, might be difficult to achieve by this method, since any side-lobe 

cancellation would have to be achieved by adding rings having effectively a nega- 

tive weight, in turn decreasing the main-lobe gain.   Therefore, the effectiveness 

of this method of polygonal array synthesis remains to be established.   It has not 

been determined that side-lobe reduction is in itself a matter of overriding 
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importance (reference 2).   For these reasons, any further effort in this direction 

would be continued on a low-priority basis. 

3.3     EVENT LOCATION CAPABILITY 

The capability of LASA to locate a seismic event was evaluated in Appen- 

dix A of reference 3.   The results of that study are briefly summarized here. 

The three main sources of location error are expected to be 

1. Errors because of finite beamwidth 

2. Errors in beamforming because of incorrect steering delays 

3. Errors in relating measured phase speed to range. 

When preformed event beams are used to locate events, the basic timing 

error is that of the preformed beams compared to the arrival of the actual 

wavefront; the resulting error in U-space is numerically about that of a 3 Hz, 

3 dB beam radius, or perhaps 50 to 190 km.   This assumes the existence of 

significant energy at 3 Hz, an assumption whose validity is questionable from 

studies of signal spectra (Section 3.8).   However, subsequent beam processing, 

such as calculating centers of gravity of beam clusters or correlation, should 

help materially to reduce this source of error (Section 3.9).   After a strong 

event has been treated individually by steering a beam designed adaptively for 

the event, the corresponding least squares U-space location probably cannot be 

further improved.   The error then is a minimum of 30 km due only to sampling 

error, but for actual events is more likely to be 50 km to 100 km.   The additional 

error of U-space to geography conversion must be added to both methods of 

processing.   The error can be minimized only for areas where calibration 

events have been available. 

The above estimates refer to the entire 200 km aperture LASA.   Reducing 

the aperture would proportionately increase the factor multiplying timing er- 

rors leading to location errors.   However, it must be recognized that the 

location capability of even the full-size LASA is an order of magnitude below 

that of a world network. 
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The location capability of a set of two or more seismic stations, one or 

more of which could be LASAs, is bounded largely by the ability to accurately 

read corresponding arrival times at such stations.   For this reason, it would 

be desirable to explore the possibility of increasing the accuracy of such rela- 

tive arrival times by cross-covariance analysis of signals and reception at 

widely separated stations.   For example, signals received for some event at 

various stations throughout the United States might be correlated against the 

corresponding LASA beam to determine what improvements might be made over 

manual methods. 

3.4     STE ERING DE LAYS 

The problem of developing a set of steering delays with which to form 

beams in the LASA signal processing system falls into two interrelated tasks. 

In the first task, assume that, for a number of seismic events used for calibra- 

tion of a particular seismic region, arrival times at the various LASA seismo- 

meters have been identified.   These times, or more particularly the relative 

arrival times or time differences for each event, must be organized and aver- 

aged so that a presteered beam can be formed toward any point in the region of 

the calibration events.   The method must include some means of interpolating 

steering delays between received events.   In the second task, meaningful rela- 

tive arrival times from the seismic signals are actually measured.   Progress 

in and further plans for completing the solution of these two problems are pre- 

sented in the following paragraphs. 

3.4.1     Organization of Arrival Time Data 

The first task, the organization of previously measured time delays, has 

traditionally been accomplished by defining for each event region and receiver 

site a travel time anomaly.   This anomaly is the difference between the actual 

travel time and a theoretical one, based on a worldwide travel-time average for 

events at a given range, such as the Jeffreys-Bullen Seismological Tables (ref- 

erence 5).   The required event range can be obtained for each event from an event 
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location based on the world seismic network.   Time of origin is also determined 

by this network.   The average anomaly for each receiver for a given region is then 

calculated from a number of events in that region, and used to provide a correction 

to theoretical travel-time tables to give the required beam steering delays.   The 

LASA system steering error for a given event would then depend on how well the 

event arrival time differences fit the region averages.   Some of the bias in these 

anomalies can be removed by keeping track of the relative anomalies with respect 

to a particular receiver (such as the station LAO in LASA) rather than absolute 

values.  A very interesting and informative study of time anomalies using this 

method on the LASA array has been completed by E. F. Chiburis (reference 4). 

Another possible method of organizing the time delays is to establish a 

best-fitting plane or second-order wavefront for each event, and to use as 

anomalies the variabilities of the deviations from this best-fitting wavefront. 

As in the currently used method, the delays are then based on the anomaly 

averages for a given region.   It is not known which one of these methods might 

yield better results, but we believe that each has sufficient arguments support- 

ing it to warrant consideration of both. 

The major advantage of the presently used method, based on the Jeffreys- 

Bullen Tables, is that it makes use of world seismic network event locations 

whose accuracy far exceeds that of the single LASA event location capability. 

The argument that the organization of arrival time data should be based on this 

relatively accurate source location information, and that it should be referred 

to the extensive seismological experience encompassed in the Jeffreys-Bullen 

Tables (reference 5) and available local corrections to them, cannot be dismissed. 

Another advantage of the presently used method is that it deals with each station 

(subarray) individually.   Thus, those cases in which arrival times are deter- 

mined at considerably less than all 21 subarrays can be handled in a straight- 

forward manner.   Conversely, a least squares wavefront is affected by incom- 

pleteness of arrival time data. 

On the other hand, the wavefront method promises certain advantages, 

one of which is convenience.   If this method can be used, then adjustments to be 

made in the LASA system steering delays, as a result of a particular received 
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event, need not wait for completion of a world seismic network analysis. 

Second, the argument can be made that location information, no matter how 

accurately determined, should, if possible, be separated from the other prob- 

lem of providing the best possible steering delays.   What an array really 

measures is not event location but horizontal phase velocity, which is used in 

the wavefront method.   Finally, the wavefront method removes the relatively 

large weight given by the conventional method to the reference subarray LAO; 

the wavefront method can treat all elements with equal weight, whereas the 

current method requires a reference subarray for best results. 

The following questions should be answered as a result of wavefront 

analysis of these and other events received at LASA. 

1. If processed events are grouped according to azimuth and inverse 
phase velocity, and the array is then steered for plane waves cor- 
rected by the average deviation from the plane at each subarray for 
the group of events, will the resulting steering errors be compara- 
ble to the corresponding errors incurred when the Jeffreys-Bullen 
Tables are used as a reference ? 

2. Can the residuals (deviations from plane) be significantly reduced 
by iterating with a curvature correction based on an approximate 
knowledge of curvature dependence on range ? 

3. Alternatively, can a meaningful measurement of wavefront curva- 
tures be made by using the quadratic wavefront part of the Least 
Squares Wavefront (LSWF) program? 

4. If so, what is the behavior of the curvatures of such quadratic fitting 
surfaces (arrival time as a quadratic function of array horizontal 
position coordinates)?  Are these curvatures better behaved func- 
tions of event location when calculated in and perpendicular to the 

•   range direction rather than arbitrarily placed in East-North coor- 
dinates?   How is their apparent behavior affected by plotting them 
against inverse velocity rather than actual range?  What is the 
variation of curvature from geographic region to region?  Can a 
trend, beyond just an average bias value of the curvatures, be iden- 
tified within a region?   How badly is the fit of a wavefront's devia- 
tions to the average deviations for a group degraded, as the number 
of subarrays used to determine the wavefront is made significantly 
less than that used for the rest of the group? 

5. Can subarray beams be steered with sufficient accuracy by using 
time delays corresponding to plane waves?   If so, can the same 
plane wave be used for all subarrays for an event, or are local 
variations of horizontal phase speed and azimuth over the array so 
great as to lead to unacceptable subarray steering losses ? 
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6.       Can thresholding be used, under some circumstances, to obtain 
arrival time data from incoming events ? 

Initial conclusions for some of these questions are discussed in Section 3.4.6. 

3.4.2 Data Used for Organization Study 

A complete set of answers to the above questions requires the availability 

of a large set of arrival times for seismic events from various regions of the 

earth.   Particularly for the fifth group of questions concerning subarray delay 

analysis, such arrival times should be known for a significant number of events 

for all the seismometers in several, if not all, of the subarrays.   This infor- 

mation will be easily available only when a large number of received events can 

be directly processed to obtain the arrival times on the required seismometers. 

Such events might include particularly strong events (magnitude 6 or over) which 

have been thresholded and a collection of the more frequent smaller events on 

which times can hopefully be obtained by correlation processing.   Results dis- 

cussed in the present report are based mainly on optically read arrival time 

data which has been made available by Seismic Data Laboratories (SDL) of 

Teledyne Industries, Inc., and the VELA Seismological Center (Air Force 

Technical Application Center), Alexandria, Virginia. 

Several hundred event arrivals were made available in their original form 

by SDL.   These events are part of the Earth Sciences Division (ESD) of Tele- 

dyne Industries, Inc. file ranging from Event ESD No. 1 to Event ESD No. 353, 

and covering several geographic regions.   Chiburis of SDL developed this data 

for the Jeffreys-Bullen analysis. 

3.4.3 Least Squares Plane and Quadratic Wavefront Program 

This program accepts as inputs the positions, arrival times, and compu- 

tation weights of up to 25 seismometers (or subarray beams), and calculates 

three different least squares wavefronts with the actual arrival time deviations 

from the best fits. 
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The three fits are a 

1. Best-fitting plane wavefront 

2. Best-fitting plane wavefront followed by an adjustment of arrival 
times to consider the expected effect of range upon wavefront curva- 
ture, with the above process repeated for any desired number of 
iterations. 

3. A best-fitting quadratic wavefront plus the three derived second 
derivatives or curvatures, expressed in array coordinates, range 
coordinates, and the principal coordinates of the quadratic surface. 

A description of this and other programs is in Section 4. 

Figure 3-4 is a typical computer output for the least squares wavefront 

analysis of an event arrival.   The top five lines are input quantities including 

run number, world network PDE event identification data, and the ESD number 

designated for the event.   The sixth line gives the inputted coefficients RO, Rl, 

R2, and R3 of a cubic polynomial used to estimate the event range from the 

computed value of inverse phase speed.   RE is the assumed earth radius, and 

NIT is the number of iterations of range corrections (item 2 above). 

The main tabular output shows the seismometer (or subarray center) 

designation by number (K) and site name (Bl, etc.).   W is the weight associated 

with the site in the least squares calculation, while X, Y, and T are the site 

location (km) and arrival time (sec.) referred to an arbitrary reference point 

and time (with average values shown in the last line).   T-TBAR and TN are 

the arrival time less the average arrival time, and the modified arrival time 

after NIT iterations of range correction, respectively.   The three columns of 

DELTAT denote deviations of actual arrival times from the best-fitting plane 

wavefront, the plane wavefront after NIT iterations of range correction, and the 

best-fitting quadratic wavefront, respectively.   The last time in the DELTAT 

columns represents the standard deviation of the deviations (SIGMA). 

The first three columns at the bottom of the page show the values of in- 

verse velocity components U and V (denoted by Ux and Uy elsewhere in this 

report), the inverse velocity magnitude W (elsewhere called U), and azimuth 

AZI, as well as a range estimate, R, based on the cubic polynomial in W pre- 

viously described.   The first column contains the quantitative results from the 

plane wavefront calculation; the second shows the result after NIT iterations of 

range correction; and the third gives the corresponding linear coefficients, 
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assuming a least squares quadratic or second-order wavefront.   In the quad- 

ratic parameters column, P is the time to be subtracted from the arrival times 

to get to the t = 0 intercept of the quadratic surface at X = Y = 0; whereas, 
2 o 

a, /3, and y are the coefficients of X , 2XY, and Y* in the polynomial describ- 

ing the quadratic surface.   When the XY coordinate system is rotated into 

range-azimuth directions, the first-order range coefficient becomes W, the 

first-order azimuth coefficient becomes zero, and the second-order coefficients 

assume the values shown in the column labeled 2D TIME DERIVATIVES-R/AZI. 

The last column gives the second derivative relative to principal directions and 

the angle between the principal and the range directions. 

3.4.4     Numerical Results 

The following paragraphs present some numerical results of the time-of- 

arrival data organization study. 

3.4.4.1     Wavefront Deviation From Ideal 

In processing the preliminary subarray center arrival times of several 

hundred events received from the Seismic Data Laboratory, the standard devia- 

tion (in seconds) of the deviation of actual arrivals from the least squares 

plane wavefront was typically on the order of 0.2 seconds.   A wavefront analysis 

was performed for three regions (reference 4) for which most of the arrival 

times were available.   The three regions are Kamchatka-Komandorsky, Kurile 

Islands-Sea of Okhotsk, and the Fiji Islands. 

Detailed results of the time deviation analysis are shown in figures 3-5, 

3-6, and 3-7, which are direct printouts of the Seismic Steering Delay Anoma- 

lies program. 

At the top of the page are the ESD numbers and event regions.   The line 

of numbers from 1 to 21 represents subarray numbers for the time anomalies 

appearing directly under them.   The average deviation AVG (from a plane, 

rather than quadratic, wavefront) at each subarray for the events used is found 

on the next level down.   The deviation averages are followed by SIG, their standard 
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deviation per subarray.  The remainder of the page consists of a two-line output 

for each event or wavefront in the same event order used at the top of the page. 

The first line gives the weight applied to a specific wavefront in forming the aver- 

ages, the standard deviation for the wavefront of the difference between devia- 

tion and average deviation for the region or group of events, and finally the 

steering loss in dB incurred at 1.0 Hz for that standard deviation value.   The 

second line gives the event number and the difference at each seismometer 

(1 through 21) between the actual deviation from the plane and the average 

deviation for the region. 

As an example of the use to be made of these outputs, consider the 

Fiji Islands group of events.   In these two events, ESD Numbers 92 and 266, 

stood out as having large anomalies from the rest of the data.    Their steering 

loss was over 3dB at 1 Hz, compared to under 1 dB for all the rest.   In event 

92, the subarray readings which appear to be responsible for the large sigma 

are subarrays 16 and 18; whereas, in 266 they are 2, 14, and to an extent 18. 

It is of interest that in the Jeffreys-Bullen analysis of SDL data, event number 

92 does not show an especially large value of Shock Sigma.   Thus, it appears 

anomalous when viewed by one method of analysis, and normal when viewed 

by the other.   Figure 3-8 repeats the averaging for the Fiji Island group of 

events, assigning zero weight to the two seemingly offending events.   This figure 

shows how, as a result, the losses for the anomalous events go to over 4 dB; 

whereas, steering to the remainder of the group is improved slightly. 

The average values of Event Sigma over all events for each region are 

given in Table 3-1 with the corresponding values of Shock Sigma derived in the 

SDL report.   These values appear to be of roughly the same magnitude.   Care 

must be exercised in comparing these values for two reasons.   First, for those 

events using relatively few subarrays, the present Event Sigma is more opti- 

mistic than the SDL Shock Sigma.   This situation results because the variance, 

as defined here, is TT times the sum of the squares of N station deviations; 

whereas SDL used ss—r times.   One must also remember that the data was 

originally divided into the chosen regions according to the Jeffreys-Bullen 
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Table 3-1.   Average Event Sigma and Shock Sigma 

Anomalies 
Run Number 

Region Number 
and Name 

Number 
of 

Events 

Average 
Event Sigma 

(Seconds) 

Average 
Shock Sigma 

(Seconds) 

19 9 Kamchatka - 
Komandorsky 

11 0.047 0.065 

20 10 Kurile Islands- 
Sea of Okhotsk 

25 0.052 0.057 

4 36 Fiji Islands Region 17 0.063 0.060 

6 36 Fiji Islands Region 
with two anomalous 
events removed 

15 0.053 0.057 

Note:  Average values over all events in a region of Event Sigma and Shock 
Sigma as calculated by Seismic Data Laboratory. 
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analysis, whereas these same regions were accepted at face value for the 

wavefront analysis.  As shown by the data for the Fiji Islands group, an event 

may be a good fit to one method of analysis and a poor one to the other. 

Overall, the steering errors corresponding to either method appear to be 

of comparable magnitude, as shown in Table 3-1. 

3.4.4.2 Wavefront Curvature 

From the events discussed in Section 3.4.4.1, wavefront curvatures as 

measured by the second derivative of the least squares quadratic wavefront 

surfaces were investigated.   Tables 3-2 and 3-3 list the events used and their 

ESD numbers, as well as the parameters, P, #, /3, y, etc., as discussed in 

Section 3.4.3.   D2R, D2A, and D2R/A represent the second derivative of time, 

with respect to distance referred to East-North coordinates; the next three col- 

umns refer to principal axes of the least squares surface.   Range is as given by 

the world seismic network; W is the inverse phase velocity as determined by the 

quadratic fit; and SW. is the sum of the weights, usually equal to the number of 

subarrays at which reliable arrival times were available.   The curvatures were 

plotted, to find out whether each region possessed a measurable curvature bias, 

and whether the curvatures showed any noticeable trend within the regions. 

A bias for each region does exist, but whether a curvature trend can be estab- 

lished within the regions is somewhat questionable.   If these estimates prove to 

be correct upon examination of more extensive data, the least squares plane 

wavefront program would seem to serve as well as the quadratic program, be- 

cause curvature bias would tend to be incorporated in the average values for 

deviation from plane.   On the other hand, between regions, the Quadratic pro- 

gram might still provide a useful method of interpolation. 

3.4.4.3 Velocity Analysis by Subarrays 

In an attempt to measure the applicability of plane wave delays at the sub- 

array level, the LSWF program has been applied to the individual subarrays for 

four events.   While the inverse phase velocity vector varied among the sub- 

arrays for each event, a surprising degree of correlation was found among 

events at each subarray. 
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For each of the four events listed in Table 3-4—Longshot, Kamchatka, 

Kazakh, and Novaya—the LSWF program has been used to obtain a best-fitting 

plane wave for each subarray, thereby yielding 21 values for U* (one for each 

subarray).   From a diagram of the LASA configuration, the least squares 

values for inverse velocity and azimuth have been listed at each subarray for 

each of the four events (see figures 3-9, 3-10, 3-11, and 3-12).   Each set of 

21 values of U has been ranked in size from largest to smallest.   The four 

sets of ranks are shown in Table 3-5.   As shown in the table, subarray D4, 

for example, was ranked fourth for Longshot, seventh for Kamchatka, ninth 

for Kazakh, and tenth for Novaya. 

To determine the correlation, if any, between ranks for each pair of 

subarrays, a statistic known as Spearman's r is computed.   The formula for 

r is 

6ED2 

r = l oJ  * <3<1) 
N (N   - 1) 

2 
where N is the number of ranks being correlated (here, N = 21), and D. is the 

square of the difference between ranks for subarray j for some pair of events. 

Since four events are being considered, there is a total of six different cor- 

relation coefficients.   The six rank correlations are shown in column 1 of 

Table 3-6. 

The statistical significance of the Spearman r may be tested by using the 

"t" test where the statistic t is given by the formula 

V   l-r 

with N - 2 degrees of freedom.   The six values of t associated with the six rank 

correlations are shown in column 2 of Table 3-6. 

/ 2        2~~ l~2        ' 
U = yu   + U The computer printout shows this as     W = J\J   + V' 
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Table 3-4.   Four Events Listing 

ESD 
Number 

Date Location Latitude Longitude Magnitude 

180 10/29/65 Longs hot 51.44 N 179.18   E 6.1 

189 2/13/66 Kazakh SSR 49.8    N 78.1     E 6.3 

319 4/08/66 Near Kamchatka 51.2    N 157.7     E 5.9 

— 10/27/66 Novaya 73.4    N 54.8     E 6.3 
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Table 3-5.   Subarray Ranking According to the Value of U for the Four Events 

Subarray 
Longshot Kamchatka Kazakh 

i 

Novav'i ; 
i 

Number Name 

1 Bl 11 6 6 6 

2 F3 20 21 16 18 

3 F4 12 14 10 8 

4 A0 2 4 4 5 

5 B3 9 9 3 11 

6 C4 3 3 1 1 

7 B4 6 8 7 12 

8 Cl 10 11 8 14 

9 C2 15 18 18 9 

10 B2 8 17 14 4 

11 C3 5 2 15 7 

12 D3 17 20 13 16 

13 D4 4 7 9 10 

14 Dl 18 16 2 15 

15 D2 14 15 21 21 

16 E3 19 19 12 13 

17 E4 7 13 17 19 

18 El 1 1 5 3 

19 Fl 13 5 11 2 

20 E2 21 10 20 17 

21 F2 16 12 19 20 
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Table 3-6.   Values and Significance of Spearman's r for the Four Events 

Rank 
Correlations Values of t 

Significance at the 5 percent level 
tQr. = 2. 093 for 19 degrees of freedom 

rLK   =   0.742 tLK  =   4.818 Highly significant correlation between 
events L and K 

rLZ   =   0.504 tLZ   =   2.544 Definitely significant correlation be- 
tween L and Z 

rKZ   =   °-4675 tKZ   =   2.305 Significant correlation 

ryL  =   0.60909 tyL   =   3.3476 Highly significant 

rYK   =   °-6013 tyg.   =   3.2803 Highly significant 

ryz   =   0.5727 tyg   =   3.045 Highly significant 

Note: L  =   Longshot 

K  =   Kamchatka 

Z  =  Kazakh 

Y =   Novaya 
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If a 5 percent level of significance is used, then, as shown in column 3 

of Table 3-6, the critical value of t for N - 2 = 19 degrees of freedom is 

tqt. = 2.093.   If a calculated value of t for some pair of events exceeds 2.093, 

then the correlation r between that pair of events is said to be significant; 

otherwise it is not significant.   As shown in Table 3-6 all six correlations are 

significant.   The correlation between each pair of ranks is too large to be at- 

tributed to chance alone.   Moreover, in each case the value of t associated 

with the correlation r is well in excess of the critical t value, so that one may 

consider the correlations as highly significant.   If, as shown in Table 3-7, the 

six correlation values are ranked, it is evident that the Longshot, Kamchatka, 

and Novaya events are the most highly correlated, while the Kazakh event is 

associated with the three smallest values of r.   It has not been determined if 

the reason underlying this significant degree of correlation is inherent in the 

measurement, or if it reflects a geographical phenomenon.   The events differ 

in azimuth by more than 60°, which would seem to rule out direction as an 

underlying common factor. 

Since the four events all occurred on or near the Eurasian land mass, it 

would be useful to obtain similar records for events in the Pacific Ocean and in 

or near South America.   Comparison of such events with the present set of 

four should lead to firmer hypotheses regarding these rank correlation coef- 

ficients.   Presently, strong events for the Pacific and South American areas 

are not available. 

3.4.4.4     Subarray Losses From Steering a Common LASA Plane Wavefront 

To evaluate the signal loss which necessarily results from steering, an 

analysis has been performed on two events which compares the loss resulting 

from steering each subarray to its own best plane wavefront with that resulting 

from steering each subarray to the same plane wavefront.   The conclusion is 

that no significant difference between the two methods of steering exists. 
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Table 3-7.   Ranking of the Six Correlation Values and their Associated Events 

r t 
Event Pairs Associated With Each 

Correlation Value 

Longshot Kamchatka Kazakh Novaya 

0.742 4.818 L K - - 

0.609 3.3476 L - - Y 

0.601 3.2803 - K - Y 

0.5727 3.045 - - Z Y 

0.504 2.544 L - Z - 

0.4675 2.305 - K z - 

Note: L 

K 

Z 

Y 

Longshot 

Kamchatka 

Kazakh 

Novaya 
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Hence, the presently planned method of steering the array should result in no 

significant signal loss, as compared with the theoretically optimal method of 

steering each subarray individually. 

For the Kazakh and Novaya events, the LSWF program has been applied 

to each of the 21 subarrays to produce a best-fitting plane wave through each 

subarray.   With the difference between the expected and the actual arrival 

time at each seismometer in a subarray treated as an observed value of a 

random variable, the standard deviation of these differences for each subarray 

has been computed.   The 21 standard deviations for Kazakh are listed in col- 

umn 1 of Table 3-8, while the 21 for Novaya are shown in column 1 of Table 

3-9.   Since the plane wavefront for each subarray is best-fitting, these stand- 

ard deviations are the best value (minimum) obtainable for any first-degree 

approximation. 

For the Kazakh and Novaya events, the LSWF program has also been 

applied to the center seismometers for each subarray to produce a plane 

wavefront over the entire array.   A set of expected arrival times for the 

seismometers in each subarray has been computed, based on this LASA plane 

wave.   With these expected arrival times, the standard deviation of the differ- 

ences between expected and actual arrival times at the seismometers in a sub- 

array has been calculated for each subarray.   These standard deviations are 

listed in column 2 of tables 3-8 and 3-9.   Since the values in column 1 are the 

best values possible, the values in column 2 should be larger, which they are. 

To obtain a better appreciation of their significance, the standard deviations 

have been converted to signal loss, measured in decibels.   The formula for 

the loss, L, is given by 

L  =   10 1og10e(27rfo-)2, (3.3) 

where the frequency f is taken as 1 Hz and where a is the standard deviation in 

seconds. 

The loss figures for Kazakh are listed in Table 3-10, while those for 

Novaya are listed in Table 3-11. 
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Table 3-8.   Kazakh Event—Standard Deviation of Differences 

Subarray 
1 2 Number Name 

1 Bl .0182 .0207 

2 F3 .0168 .0256 

3 F4 .0169 .0193 

4 A0 .0163 .0227 

5 B3 .0205 .0248 

6 C4 .0159 .0304 

7 B4 .0147 .0164 

8 Cl .0184 .0205 

9 C2 .0175 .0220 

10 B2 .0192 .0245 

11 C3 .0178 .0244 

12 D3 .0166 . 0174 

13 D4 .0143 .0151 

14 Dl .0123 .0279 

15 D2 .0194 .0395 

16 E3 .0195 .0200 

17 E4 .0184 . 0252 

18 El .0163 .0200 

19 Fl .0168 .0183 

20 E2 .0168 .0235 

21 F2 .0177 .0257 

Averages .0172 .0230 
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Table 3-9.   Novaya Event—Standard Deviation of Differences 

Subarray 
1 2 Number Name 

1 Bl .0190 .0217 

2 F3 .0144 .0194 

3 F4 .0140 .0143 

4 A0 .0188 .0195 

5 B3 .0144 .0161 

6 C4 .0473 .0530 

7 B4 .0175 .0176 

8 Cl .0216 .0266 

9 C2 .0239 .0240 

10 B2 .0191 .0306 

11 C3 .0191 .0200 

12 D3 .0151 .0169 

13 D4 .0201 .0237 

14 Dl .0209 .0271 

15 D2 .0274 .0372 

16 E3 .0149 .0213 

17 E4 .0145 .0191 

18 El .0205 .0255 

19 Fl .0157 .0259 

20 E2 .0158 .0248 

21 F2 .0182 .0252 

Averages .0196 .0243 
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Table 3-10.   Kazakh Event—Loss 

Subarray 1 
(dB) 

Irreducible 

2 
(dB) 

Expected 

3 
(dB) 

Additional Number Name 

1 - Bl .0568 .0735 .0167 

2 F3 .0484 .1124 .0640 

3 F4 .0490 .0639 .0149 

4 A0 .0456 .0883 .0427 

5 B3 .0721 .1054 .0333 

6 C4 .0433 .1584 .1151 

7 B4 .0370 .0461 .0091 

8 Cl .0580 .0721 .0141 

9 C2 .0525 .0830 .0305 

10 B2 .0632 .1029 .0397 

11 C3 .0543 .1021 .0478 

12 D3 .0472 .0519 .0047 

13 D4 .0351 .0391 .0040 

14 Dl .0259 .1335 .1076 

15 D2 .0645 .2675 .2030 

16 E3 .0652 .0686 .0034 

17 E4 .0580 .1089 .0509 

18 El .0456 .0686 .0230 

19 Fl .0484 .0574 .0090 

20 E2 .0484 .0947 .0463 

21 F2 .0537 .1132 .0595 

Averages .0507 .0907 .0400 
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Table 3-11.   Novaya Event—Loss 

Subarray 1 
(dB) 

Irreducible 

2 
(dB) 

Expected 

3 
(dB) 

Additional Number Name 

1 Bl .0619 .0807 .0188 

2 F3 .0356 .0645 .0289 

3 F4 .0336 .0351 .0015 

4 A0 .0606 .0652 .0046 

5 B3 .0356 .0444 .0088 

6 C4 .3836 .4816 .0980 

7 B4 .0525 .0531 .0006 

8 Cl .0800 .1213 .0413 

9 C2 .0979 .0988 .0009 

10 B2 .0625 .1605 .0980 

11 C3 .0625 .0686 .0061 

12 D3 .0391 .0490 .0099 

13 D4 .0693 .0963 .0270 

14 Dl .0749 .1257 .0510 

15 D2 .1287 .2373 .1086 

16 E3 .0381 .0778 .0397 

17 E4 .0360 .0625 .0265 

18 El .0721 .1115 .0394 

19 Fl .0423 .1150 .0727 

20 E2 .0428 .1054 .0626 

21 F2 .0568 .1089 .0521 

Averages .0659 .1012 .0353 
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Column 1 of tables 3-10 and 3-11 may be interpreted as the minimal 

signal loss resulting from steering each individual subarray in an optimal 

manner.   The figures in column 1 might be termed the irreducible losses 

from best plane wave steering.   Column 2 reflects the loss that is 

to be expected if each subarray is steered to the same LASA plane 

wavefront.   Since it is presently planned to steer the array in this manner, 

the figures in Column 2 indicate the losses that can be expected from 

such steering.   Column 3 lists the differences between corresponding 

values in columns 1 and 2.   Column 3 might be termed a listing of 

the difference between the expected loss and the irreducible loss for each sub- 

array.   That is, the figures in column 3 represent the additional loss beyond 

the irreducible that can be expected because of steering each subarray to the 

LASA wave. 

Examination of tables 3-10 and 3-11 shows that for the Kazakh event the 

maximum additional loss, as shown in column 3, is experienced by the sub- 

array D2.   This maximum is 0.20 dB.   For the Novaya event, the maximum 

loss is 0.11 dB, also occurring at subarray D2.   This loss is to be compared 

to the average loss of 0.035 dB for that event.   Examination of the individual 

seismometer deviations for this subarray shows that for the Kazakh event no 

single seismometer is responsible for the large loss.   For the Novaya event, 

both the best fit and the fit to the LASA curve show large deviations at 11 of 

the 25 seismometers; that is, neither fit is particularly good.   For the Novaya 

event, the irreducible loss and the expected loss for subarray C4 are 0.38 dB 

and 0.48 dB, respectively, both of which are unusually large.   Examination of 

the individual seismometer deviations indicates that a grossly inaccurate 

measurement must have been made at one seismometer in the subarray, 

probably as a result of thresholding. 

The data in column 3 in tables 3-10 and 3-11 has been put into histogram 

form (see Figure 3-13).   The histograms display clearly the fact that for both 

events the additional losses resulting from steering the array are generally 

much smaller than their respective averages would indicate.   In other words, 

one or two large values have inflated the mean value so that it is not truly 
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representative.   From examination of the histograms, it can be concluded that 

steering each subarray to the same LASA plane wavefront produces an average 

additional loss of approximately 0.03 dB.   Hence, the planned method of steer- 

ing appears to be reasonable and adequate. 

3.4.5     Acquisition of Arrival Time Data 

3.4.5.1     Re suits of Thre sholding 

The second task in steering delay determination, (Section 3.4), the 

measurement of the arrival times, has traditionally been accomplished best 

by manually reading optical (film) records of the seismograms.   For very 

strong events (magnitude 5.9 or greater), processing results obtained from 

automatic thresholding are usually nearly identical to manually read values. 

However, even for such strong events, a thresholding method which would con- 

sider a detection to have occurred as soon as one record exceeds the threshold 

would be highly sensitive to erratic fluctuations in the signal onset caused by 

random noise.   For example, for the Novaya event, which was of magnitude 6.3, 

a false detection because of noise was probably declared at one seismometer (at 

least) in subarray C4, while at subarray D2, erroneous threshold times were de- 

clared at 11 of the 25 seismometers.   As previously mentioned, even the 

best-fitting plane wave at D2 yielded large deviations at these 11 places. 

How much thresholding reliability can be improved either by the average 

of several records or by a majority-type process remains to be determined. 

Further studies of the time signal plots of subarrays should be made. 

For the Kamchatka and Kazakh events listed in Table 3-4, SDL has ob- 

tained arrival times at the center seismometer of each subarray for each 

event.   Arrival times have also been obtained by using the Threshold Time 

Delay program.   The threshold-derived arrival times for the two events rela- 

tive to the arrival time at subarray A0 are shown in column 4 of tables 3-12 

and 3-13, while the SDL arrival times, also relative to the A0 arrival time, 

are shown in column 5. 
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Table 3-12.   Kazakh Event—Threshold Level 2400 q.u. 

1 2 3 4 5 6 

Sub- 
array 
Name 

Threshold 
Sample 
Number 

AO Related 
Sample 
Number 

AO Related 
Sample 

Number x . 05 

SDL 
A 0 Related 

Arrival Times 

AT 
Threshold-SDL 
(Columns 4-5) 

Bl 965 -5 -.25 -.24 -.01 

F3 1023 53 2.65 2.76 -.11 

F4 883 -87 -4.35 -4.22 -.13 

AO 970 0 0.0 0.0 0 

B3 972 2 .10 .07 .03 

C4 962 -8 -.40 -.39 -.01 

B4 961 -9 -.45 -.46 .01 

Cl 956 -14 -.70 -.72 .02 

C2 974 4 .20 - - 

B2 977 7 .35 .30 .05 

C3 981 11 .55 .53 .02 

D3 976 6 .30 .35 -.05 

D4 943 -27 -1.35 -1.31 -.04 

Dl 957 -13 -.65 -.67 .02 

D2 985 15 .75 .83 -.08 

E3 1012 42 2.10 2.15 -.05 

E4 946 -24 -1.20 -1.13 -.07 

El 925 -45 -2.25 -2.24 -.01 

Fl 905 -65 -3.25 -3.15 -.10 

E2 986 16 .80 .85 -.05 

F2 1040 70 3.50 3.55 -.05 

Total for AT:   -.61 
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Table 3-13.   Kamchatka Event—Threshold Level 2400 q.u. 

1 2 3 4 5 6 

Sub- 
array 
Name 

Threshold 
Sample 
Number 

AO Related 
Sample 
Number 

AO Related 
Sample 

Number x . 05 

SDL 
A0 Related 

Arrival Times 

AT 
Threshold-SDL 
(Columns 4-5) 

Bl 3212 1 .05 0 .05 

F3 3216 5 .25 .17 .08 

F4 3085 -126 -6.30 -6.30 0 

AO 3211 0 .0 0 0 

B3 3207 -4 -.20 -.30 .10 

C4 3195 -16 -.80 -.87 .07 

B4 3201 -10 -.50 -.52 .02 

Cl 3202 -9 -.45 -.55 .10 

C2 3225 14 .70 .60 .10 

B2 3220 9 .45 .40 .05 

C3 3220 9 .45 .43 .02 

D3 3204 -7 -.35 -.39 .04 

D4 3175 -36 -1.80 -1.85 .05 

Dl 3216 5 .25 .20 .05 

D2 3239 28 1.40 1.42 -.02 

E3 3249 38 1.90 1.85 .05 

E4 3155 -56 -2.80 -2.88 .08 

El 3172 -39 -1.95 -2.00 .05 

Fl 3214 3 .15 -.05 .20 

E2 3285 74 3.70 3.68 .02 

Fl 3328 117 5.85 5.82 .03 

Total for AT:    1.14 
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For each event, the two sets of arrival times have been compared to 

determine any discrepancies.   Column 6 of tables 3-12 and 3-13 lists the dif- 

ference, ^T, between arrival times for each subarray.   The standard devia- 

tion of AT, treated as a random variable, is computed.   For the Kazakh 

event, the standard deviation is a = 0.049 seconds, while for Kamchatka, it 

is a = 0. 046 seconds. 

With these values for a , the respective losses at frequency f = 1.5 Hz 

have been computed.   For Kazakh the loss is 0. 93 dB; for Kamchatka the loss 

is 0. 82 dB.   These results indicate that for strong events (magnitude 5. 9 or 

better) the SDL and threshold methods yield nearly identical arrival times, 

subject to the limitations of thresholding mentioned above. 

For the Kamchatka event, two LASA beams were formed by the LASA 

Beamformer program—one beam based on the SDL arrival times and the 

other based on the threshold arrival times.   With S denoting the beam formed 

using SDL data and T denoting the beam formed using threshold data, it was 

found by measuring the printed graphs of the two beams that the amplitudes 

of the respective first peaks were each 196 nm.   The maximum amplitudes 

were measured from the graphs and found to be 203 nm for S and 207 nm for T. 

A comparison of the smaller amplitude with the larger indicates that the poten- 

tial gain in decibels (the actual gain difference if the better beam were per- 

fectly steered) may be found from 

Gain  =  20 log (larger/smaller) 

so that here 

Gain = 20 log (207/203) = . 1868 dB. 

The gain is evidently negligible.   The frequencies, relative to the accuracy of 

reading the graphic records, were found to be equal. 

3.4.5.2     Plans for Correlation Processing 

For weaker events, it is hoped that correlation techniques can pro- 

vide usable delays.   There are two criteria for measuring the quality of 

arrival times which are obtained from this process.   First, the times must 
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lead to significant signal-to-noise enhancement when beams are formed based 

upon them; second, the times should be sufficiently consistent within a geographic 

region to permit adequate accuracy of preformed beams.   It is expected that 

because of the relatively large computation time involved, correlation will be 

carried out only on an experimental basis on one or two presently available 

events; larger quantitites of data can be analyzed in this way when a process- 

ing system becomes operational. 

Figure 3-14 is a diagram outlining a method by which correlation can 

be used to measure relative arrival times for weaker events. 

3.4.6     Conclusions 

Conclusions from the time of arrival data which has been processed are 

summarized below. The numbers preceding the paragraphs correspond to the 

numbers of the series of questions raised in Section 3.4.1. 

1. For the three regions which have been investigated, the steering 
errors produced by the least squares plane wavefront method of 
arrival time data organization appear to be comparable in magni- 
tude to the corresponding errors incurred using the Jeffreys- 
Bullen method.   This analysis has been carried out for a limited 
number of events, and only for the center seismometers of the 
subarrays.   As more data is processed, a more complete evalua- 
tion will be possible. 

2. The range iteration method used in an attempt to remove curvature 
bias from the least squares plane wavefront analysis did not im- 
prove the results.   The deviations from plane, as well as the in- 
verse phase velocity components, were minimally affected by the 
iteration of range corrections with least squares plane wavefront 
routines. 

3. The deviations of actual arrival times from the quadratic wave- 
front for a given event tend to be from slightly less to about half 
the value of the corresponding deviations from the plane wavefront 
for the event.   The curvatures as measured by the least squares 
quadratic wavefront method in any given region exhibit a strong 
bias. 

4. Whether the curvatures exhibit a noticeable trend as a function of 
range or inverse phase speed within a region is questionable.   A 
meaningful measure of average curvatures can be made for each 
source region.  The deviations can be reduced in magnitude by apply- 
ing quadratic corrections.   However, the difference between the 
deviations for an event and the average deviations for the region will 
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probably not be reduced by using the quadratic analysis, as 
compared to the plane one.   They could be reduced if a significant 
curvature trend could be established within a region.   Since this has 
not happened with any consistency, it is preferable to steer the array 
by referring the anomalies to plane wavefronts.   Nonetheless, the 
quadratic formulation could be useful for interpolating delays between 
regions. 

For the slight extent to which a curvature trend can be noticed within 
some regions, this trend appears better established for the range- 
azimuth derivatives than for the somewhat arbitrary East-North de- 
rivative .   The trend appears slightly more pronounced when referred 
to measured inverse phase speed than to world network derived range. 
No attempt has been made to relate curvatures to interregion varia- 
tions in source location. 

The calculation of a wavefront from arrival times at significantly 
less than the number of subarrays used for the rest of the region 
degrades the fit of the event delays to the average delays.   Thus, if 
wavefronts for most events in a region are calculated from 17 to 21 
subarray arrival times, an event in that region calculated for 11 to 
15 subarrays often exhibits a poor fit, apparently because of the low 
number of arrival times used.   The magnitude of this effect will be 
strongly influenced by which subarrays are missing. 

5.       For a few events for which arrival times were available at all 525 
seismometers, the LSWF program was applied individually to each 
subarray and to the set of subarray center seismometers. 

The standard deviation of deviations from the plane at a subarray 
tended to be on the order of 0. 02 sec., indicating, as expected, that 
the wavefronts are nearer to being plane at a subarray (about one- 
tenth the deviations) than over the full array.   Because of the small 
subarray aperture, a relatively large variability of azimuth (+10°) 
and inverse phase speed (+40 percent) for a given event can be ex- 
pected and was noted.   What was somewhat surprising, however, 
was that, between several events coming from the same general 
direction, certain subarrays consistently measured a low inverse 
phase speed and others a high one, compared to the center seismom- 
eter beam measurement.   The same was true of azimuth measure- 
ments.   It has not been established whether this phenomenon is a 
result of a measurement bias at the subarrays, or whether it is 
caused by geological nonhomogeneities. 

The deviations for each seismometer at each subarray were calcu- 
lated, assuming a common LASA least squares plane wavefront 
rather than a least squares best fit to each individual subarray. 
The resulting steering losses were still insignificant, amounting to 
about 0.10 dB, as compared to the "irreducible" 0.06 dB incurred 
when each subarray is steered to its own best least squares plane 
wavefront. 
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The significance of these preliminary results is that they confirm the 
validity of the system hypothesis that subarrays can be steered by 
plane wave delays, and that the direction to which each subarray is 
steered need not consider any additional subarray "station correc- 
tions."  In other words, it appears that each subarray can safely be 
steered to the same point, or be steered according to the principle 
of dispersed subarray beam steering discussed in Appendix A of 
reference 3. 

6.       Results discussed in Section 3.4.5 indicate that automatic thresh- 
olding is not a reliable method of obtaining arrival time data for 
events below the magnitude of 5.9.   Even for events as strong as 
this, results using just simple thresholding techniques without 
redundancy checks are erratic.   We hope that for strong events such 
redundancy checks might provide adequate improvement.   Investiga- 
tion of the use of correlation processing to provide time delay for 
weaker events is planned. 

3.5     TIME DELAY PROBABILITY DISTRIBUTIONS 

To determine an appropriate set of weights for estimating the number of 

wraparounds anticipated in the execution of the beamforming algorithms, a 

study of the time delay distribution for both the LASA and the subarrays was 

made.   Within this section, a three-part study is discussed, and its results 

given.   First, a statistical treatment of the expected time delays as a function 

of array position was made.   Second, an estimate was made of the appropriate 

weights for each memory wraparound experienced in the execution of the beam- 

forming algorithm.   Third, contributors were collected to yield the timing 

estimate. 

3.5.1    LASA Time Delays Distribution Estimates 

The parameters for a P wave are u and A, where u is inverse velocity 

measured in units of seconds per kilometer, and A is the azimuth measured in 

degrees.   If, as shown in Figure 3-15, S denotes a subarray whose azimuth is 

8 and whose radial distance from the center of the array is r, then a P wave will 

produce a time delay T at subarray S, relative to the center of the array 0.  The 
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time delay T is given by the equation 

T  =  ru cos(A - 9). (3.4) 

As seen from Figure 3-15, the distance OF is r cos (A - 6); to travel this dis- 

tance requires  ur  cos (A - 0) seconds. 

The parameters u and A are random variables.   Moreover, the radial 

distance  r  may be treated as a random variable.   (As will be shown below, r 

has an almost trivial distribution.)  Consequently, the time delay T is a random 

variable which possesses distributions both for all the seismometers in LASA 

and for the seismometers in a subarray. 

To determine how time delays are distributed requires some knowledge 

of the distributions of u and of A.   The following assumptions have been made 

regarding the random variables  u and A: 

1. A is uniformly distributed over (0, 2rr).    Since  8  is a constant, 
(A - 6) is also uniformly distributed over (0, 2 IT). 

2. Since P waves in the teleseismic range only are being considered, 
u  varies from   0.04  to   0.08 sec/km.   Over this range, assume 
that u is linearly distributed (i.e., the probability that u takes on 
some value  uQ is cuQ, where  c  is a constant).   This relationship 
may be expressed as 

Pr(u = uQ)   -   CUQ. (3.5) 

A distribution for radial distance r may be obtained from the following 

considerations.   There are 21 subarrays in the LASA—one at the center and the 

other 20 in rings of 4.   Although the rings are not concentric, they can be con- 

sidered as such for the purpose of this study.   Since the diameter of LASA is 

200 km, there are 4 subarrays whose distance  r2  is 6.25 km, 4 at r3  =  12.5, 

4 at  r4  =  25, 4 at  r5   =  50, 4 at  r6   =  100 km, and 1 at  r-^  =  0. 

If it is assumed that any subarray is equally likely to be chosen, then a 

probability distribution can be obtained from the array geometry.   For example, 

the probability that  r  =  r^  =  50  is 4/21 since there are 4 subarrays at a 

radial distance of 50 km from the center of the array.   The 6 values taken on by 

r  and their respective probabilities are shown in Table 3-14. 
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Table 3-14.   Values and Corresponding Probabilities for Radial Distance r 

Value 
of ri 

Number of Subarrays 
at Distance r^ 

Number of Subarrays 
at Distance ri 

or Less 

Probability of a 
Subarray being 
at Distance r^ 

Kilometers Relative 
Frequency 

Cumulative 
Frequency Pi 

rl 

r2 

r3 

r4 

r5 

r6 

0.0 

6.25 

12.5 

25.0 

50.0 

100.0 

1 

4 

4 

4 

4 

4 

1 

5 

9 

13 

17 

21 

1/21 

4/21 

4/21 

4/21 

4/21 

4/21 
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To simplify the computations, we decided to approximate the continuous 

distributions of u and A by discrete distributions. As shown in Table 3-15 

the range of u from 0.04 to 0.08 has been divided into 8 subintervals, each of 

length 0.005; and u accordingly takes on 8 values (a., u„ uft) when 

Mi  is the midpoint of interval  j.   Thus, it follows from the second assumption 

that Pr (u = \ii)   =  CUJ, where c is a constant.   The value of c may be deter- 

mined by the condition that the probabilities  cu^, CU2, . . . i cufi must have 

a sum of 1.   Hence, 

cux  +   .   .   . +  cu    =  c(0.0425 + 0.0475+ 0.0525 + .   .   . 

+ 0.0775)   =   c(0.48)   =   1 (3.6) 

from which  c  =  1/.48  = 25/12. 

A graph of the distribution of u is shown in Figure 3-16. 

As  A  runs uniformly from 0 to 2 n, so does (A - 6).   Now for any angle 

D, cos D =  cos (-D) so that it is necessary only to consider   (A - 9) as running 

either from 0 to ir, or from n to 2n .   Since cos (A - 9) increases monotonically 

from -1 to +1 as (A - 0) runs from n to 27T, this latter range for (A - 0) is 

used.   As shown in Table 3-16, this range has been divided into 10 subintervals, 

thereby yielding 10 values of (^ - 9) and 10 values of cos (A^ - 9). 

The left endpoint of each interval has been chosen as the value for (A^ - 9). 

Since the 10 values   (A^ - 9),   ...  , (A^Q - 9) are equally likely, the probability 

associated with each value of cos (A^ - 9) is 1/10; thus, from the notation of 

Table 3-16, 

Wk  = Pr (cos (A - 9)   = cos (Aj^ - 9) ) = 1/10. (3. 7) 

From the tables it is seen that a typical time delay value, denoted as 

T.., , is given by the formula 

Tijk  =  r.ujCos (Ak-9), (3.8) 

where 

i — 1, . . . , 6 

j = 1, . . . , 8 

k  =  1 10. 

3-56 



Table 3-15.   Values and Corresponding Probabilities for Inverse Velocity u 

(Considered a Discrete Variable) 

Interval 
Number 

Interval 
Range 

UJ 
Value of Uj 
Over the 
Interval 

Pr     (U=  Uj) 

1 .040 to .045 Ul .0425 25U-L / 12 

2 .045 to .050 u2 .0475 25U2 / 12 

3 .050 to .055 u3 .0525 25U3 / 12 

4 .055 to .060 u4 .0575 25U4 / 12 

5 .060 to .065 u5 .0625 25U5 / 12 

6 .065 to .070 u6 
.0675 25U6 / 12 

7 .070 to .075 u7 .0725 25U7 / 12 

8 .075 to .080 u8 .0775 25U8 / 12 
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Table 3-16.   Values and Corresponding Probabilities for Azimuth A 

(Considered a Discrete Variable) 

Interval 
Number 

Value of (Ak - 6) Equivalent 
First Quad- 
rant Values 

Value of cos 
(Ak - 6) 

wk 
Radians Degrees 

1 ir 180° 0° -1.00000 1/10 

2 ff + .lff 198° 18° -0.95106 1/10 

3 IT+ .1TT 216° 36° -0.80902 1/10 

4 TT+.37T 234° 54° -0.58779 1/10 

5 7T+.4tf 252° 72° -0.30902 1/10 

6 ff+.5ff 270° 90° 0.0 1/10 

7 if + .6ir 288° 72° +0.30902 1/10 

8 v + .Tn 306° 54° +0.58779 1/10 

9 7T + .87T 324° 36° +0.80902 1/10 

10 IT+ .9TT 342° 18° +0.95106 1/10 

Note:  Wk  =  p   [cos (A - 6 ) = cos (Ak - 6 )] 
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Thus, there are  6 x 8 x 10  = 480 values for the random variable  T.   The 

minimum value for T is 

T6 8 1   =  r6
u

8 
c°s(A1-9)   -   100   x   0.0775   x   (-1) 

=  -  7.75 sec. (3.9) 

The maximum value for  T is 

T6 8 10  =  r6u8 COS(A10 " ^   =  10°   X   °-0775   x   °-9511 

=  +7.37 sec. (3.10) 

The probability that  T =  T..,    is computed from Equation (3.8) under the 

assumption that the variables  r, u,   and A are independent.   Thus, letting 

Zifc  = Pr(T  =  Trk), from Equation (3.8), 

Zijk  = Pr(T  =  T..k)   =  P.   x  Qj  X  Wk. (3.11) 

The numbers  P., Q.  and  W,   may be obtained from tables. 

The 480 values for T and their associated probabilities have been grouped 

into histogram form as shown in Figure 3-17.   The histogram consists of 49 in- 

tervals, each of length 0.03, over the range -8 to +8.   From the histogram, the 

cumulative distribution has been obtained and is shown in Figure 3-18.   Because 

r„  is  0 and because cos (Afi - 0) also is 0, an unusual number of values of  T 

are exactly zero.   This number can be reduced somewhat by smoothing the cell 

probabilities.   A five-point smoothing formula has been applied to the histogram 

data of Figure 3-17.   The smoothed histogram is shown in Figure 3-19 and the 

associated cumulative distribution in Figure 3-20. 

Analysis of the distribution of time delays shows that the lower quartile 

value is -1, the median is 0, and the upper quartile value is 2/3.   Hence, half 

of the 480 values are between -1 and 2/3, one quarter are between -8 and -1, 

and one quarter are between 2/3 and 8.   Thus, the time delays for the entire 

LASA are clustered very tightly about the median value of zero. 
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Figure 3-20.   Smoothed Cumulative Distribution for LASA Time Delays 
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3.5.2    Subarray Time Delays Distribution Estimates 

To derive a distribution of time delays for a subarray, an equation similar 

to (3.4) is used as the basic relation 

t = Su cos (A -a). (3.12) 

Here,   t is the time delay at a seismometer relative to the center seismometer 

of the subarray;  S is the radial distance of a seismometer from the center 

seismometer; and a  is the azimuth of the seismometer.   Again,   u  and  A 

are the parameters of the P wave. 

Since the diameter of a subarray is only 7.5 km, one concludes that the 

inverse velocity can be considered constant over a subarray.   Accordingly, for 

a subarray,   u is fixed and set equal to 0.06 sec/km, rather than varying be- 

tween 0.04 and 0.08. 

Azimuth  A  is again considered to vary uniformly from 0 to 2 it, so that 

(A - OL) from  IT to  2 n only need be considered.   In Table 3-16, the column for 

cos (A,  - 6) may be used for cos (A,  - a). 

Since the seismometers in a subarray are essentially equally spaced, it 

can be shown that  S takes on 8 values from 0 through 3.5.   These values and 

their respective probabilities (assuming any seismometer is equally likely to 

be chosen) are shown in Table 3-17. 

Since there are 10 values for cos (A  - a) and 8 for  S,   the random vari- 

able t., , where 

t&  =  S. ucos(Ak-a), (3.13) 

takes on 80 values.   If Y.,  denotes the probability that t  = t., , then under the 

assumption that variables   S and A are independent,   Y.,   may be obtained from 

Equation (3.13) 

Pr(t = t.k)   =  Pr(t = S.u cos(Ak-C^))   =  0.06 L. Wk . (3.14) 

Note that the minimum value for  t  is 

tg 1   =  Sgucos(A1-a)   =   (3.5) (0.06) (-1)   =-0.21 sees,      (3.15) 
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Table 3-17.   Values and Corresponding Probabilities for Radial Distance S 
of Seismometers 

Value of 
Si 

Number of Seis- 
mometers at 
Distance  Sj 

Number of Seis- 
mometers at 
Distance Sj 

or Less 

Probability of 
a Randomly 
Chosen Seis- 
mometer Being 
at Distance Sj 

s. 
1 

Kilometers 
Relative 

Frequency 
Cumulative 
Frequency 

Li 

Si 

s2 

S3 

s4 

s5 

S6 

s7 

S8 

0.0 

0.5 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

1 

6 

3 

3 

3 

3 

3 

3 

1 

7 

10 

13 

16 

19 

22 

25 

.04 

.24 

.12 

.12 

..12 

.12 

.12 

.12 

3-66 



while the maximum value for  t  is 

tg 1Q   =   Sg u cos (A1Q - a)   =   (3.5) (0.06) (.95106) 

=   0.20 seconds. (3.16) 

The 80 values for  t  and their associated probabilities have been put into 

histogram form as shown in Figure 3-21.   The histogram contains 30 intervals, 

each of length 0.015, covering the range from -0.225 to +0.210 inclusive.   The 

cumulative distribution obtained from the histogram is shown in Figure 3-22. 

From the cumulative curve it is seen that the lower quartile value is -0.06, the 

median is 0, and the upper quartile value is +0.045.   Here, the subarray time 

delays are not so tightly clustered as are the time delays for the entire LASA. 

3.5.3    Exe cution Speed E stimate s 

The term "wrap around" refers to accessing input data for a beamforming 

operation.   The planned data arrangement uses a cyclical storage buffer.   In 

this approach, data is loaded in lines starting from the lowest addressed entry 

in the block.   When the block is filled, the data for the next time period is 

again placed at the lowest entry in the block.   In beamforming, a delay value is 

subtracted from a time pointer and the resulting storage address is used to ac- 

cess the data.   In some cases the storage address developed is below the data 

block.   When this occurs, the block size is added to the developed address, 

causing a wraparound effect to occur. 

From the distribution curves, two cases are of interest.   The first as- 

sumes a uniform distribution in the phasing of the time pointer in relation to 

the data block, and the second assumes a worst-case synchronous distribution. 

Figures 3-20 and 3-22 show that the worst-case mix of the above effects would 

yield a set of weights for both the LASA and the subarray beamforming process. 

Both the conditions assumed and the weights are given in Table 3-18.   The 

weights for the subarray case yield the more stringent specification, primarily 

because the line labeled "Subsequent 5 Wraparounds" has the lowest execution 

speed of all lines given.   These weights are then used to calculate a weighted 
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Figure 3-21.   Relative Frequency Distribution for Subarray Time Delays 

3-68 



1 00- - 

90-- 

80-- 

70-- 

60-- 

50 

40-- 

30-- 

20 ._ 

10 -- 

-i—I—i—|—I—r—i—i—|—r—i—i—i—|*—i—i—I—*T—|—i—i—i—i—|—i—i    i    i—j— 
15 10 15 20 25 30 

Interval «] - - .225 to -   210 Interval f>JQ - .195 to  210 
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Table 3-18.   Beamforming Execution Time Weights 

Loop Weights 

Subarray LASA 

0   Wraparounds 0.482 0.482 

Poorest of          1, 2, 3, 4   Wraparounds 0.150 0.014 

2nd Poorest of   1, 2, 3, 4   Wraparounds 0.076 0.011 

2nd Best of         1, 2, 3, 4   Wraparounds 0.075 0.011 

Best of                1, 2, 3, 4   Wraparounds 0.016 0.011 

First 5   Wraparounds 0.016 0.045 

Subsequent 5   Wraparounds 0.185 0.426 

1.000 1.000 

Delay Range (Samples) 0-12 0 - 1000 

Batch Size 5 5 

Batch Increment (Samples) 2 2 

New Data Slots 9 0 

Minimum Block Size (Samples) 30 170 
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average execution time for the beamforming inner loop.   The equation is 

Time - 0.482(0 WA) + 0.150 (4 WA) + 0.076 (3 WA) 

+ 0.076 (2 WA) + 0.016 (1WA) + 0.016 (5 WA) 

+  0.184 (No compare) (3.17) 

where x WA means that a wraparound occurs on x  of the 5 beams being 

formed.   An evaluation of this equation gives an average inner loop time of 24. 93 

jLtsec per point (on all 5 beams).   If a beam is formed by 25 inputs, the total 

execution time is 683.90 jisec, including all overhead operations. 

3.6     EXPERIMENTAL DISPLAY 

The experimental beam display provides a visual presentation of beam 

magnitudes as a function of time.   Beams are positioned according to their re- 

lationship in the inverse velocity plane.   The display is to assist in evaluating 

techniques for selecting the best beam, identifying the various event arrivals, 

and verifying the data processing operation. 

Initially, the display was operated in an off-line mode with a digital mag- 

netic tape unit.   The processed beam intensities are sequenced onto a magnetic 

tape for input to the display which has the capability of displaying 1024 beams 

(32   x   32 matrix) in a close-packed configuration.   Each beam is currently dis- 

played as a rectangular area.   By shifting the odd numbered rows of beams by 

a one-half beam position, the inverse velocity relationship for close-packed 

beams is maintained. 

A study has been performed to investigate the interface requirements for 

attaching the experimental display to a processing system.   On-line operation 

should provide a more efficient method for generating and evaluating display 

presentations; it would allow the operator to participate in amplitude and time- 

scaling.   A functional diagram of the experimental display with the proposed 

modification for on-line operation is shown in Figure 3-23.   Compatibility with 

the magnetic tape unit for off-line operation will be maintained.   The computer 

will be required to supply beam intensity data at a sufficient data rate to prevent 

display flicker from pattern fading between writings.   A table consisting of a 
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start byte followed by 1024 beam intensities formatted to write from left to right 

and top to bottom will reside in core storage.   Repetitive transfer of the data table 

will be maintained by chaining the data transfer instructions.   The data table will 

be updated at a rate selected by the operator's time control register, or when- 

ever the operator changes either the scaling or the pedestal control.   The pedestal 

control selects the minimum beam intensity value to be displayed, while the scal- 

ing control selects the beam intensity level corresponding to the maximum display 

intensity.   Their interrelationship is shown in Figure 3-24; the pedestal control 

translates the output/input characteristic line along the output axis, and the 

scaling controls the slope of the line.   Display of a large dynamic intensity range 

will be evaluated, using a logarithmic relationship between the output and input 

as illustrated in Figure 3-25.   As in the linear case, the pedestal will translate 

the curve along the output axis, while the scaling controls the effective incre- 

mental slope of the curve by varying the display intensity modulation sensitivity. 

Beams are positioned on the CRT by counting the beam intensities trans- 

ferred to the display.   The start bit resets the counters to zero before writing 

each frame, keeping the display synchronized with the data table.   The size of 

the beam is controlled by summing a high-frequency sine wave with both the 

x  and y  axis beam position voltages.   The experimental display used with a 

processor will provide a monitor of simulated real-time processing and a valu- 

able method for verifying the detection processing operation. 

Display tapes for two events have been prepared.   These events are de- 

scribed in Section 3.8 and will be referred to as Longshot and the Earthquake. 

The number of neighboring beams displayed has been limited to 595—the number 

of beams that can be formed by one run of the LASA Beamforming program in 

the IBM 7090 computer with a data rate of 10 samples per second.   These beams 

are close-packed to cover a circle in the inverse velocity plane with a diameter 

of .052 sec/km.   The horizontal and vertical distances between beam centers 

are .0021 sec/km and .0018 sec/km, respectively.    (Irregularities in beamspac- 

ing are present because of breadboard electronics.)   All presentations are of 

rectified and integrated LASA beams.   Integration is used to indicate a running 

averaging process using a 2-second time window.    Photographs of the first 
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Figure 3-24.   Linear Display Scaling Control 
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Figure 3-25.   Logarithmic Display Scaling Control 
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arrival for both the filtered and unfiltered LASA beams for the Earthquake and 

the filtered beams for Longshot are shown in Figure 3-26.   A third-order Butter- 

worth bandpass filter was used for both events.   The bandpass used for the Earth- 

quake was 0.7 to 1.4 Hz, while the bandpass used for Longshot was 0.9 to 1.4 

Hz.   A photograph of the neighboring beam presentation for unfiltered LASA 

beams for Longshot has not been included;however, it would be very similar to 

the filtered presentation.   The fundamental difference between the Earthquake 

and Longshot display presentations can be attributed to the different frequency 

spectrum of the signals.   Their signal spectra are shown in Section 3.8.5. 

To further demonstrate the effect of signal frequency on the neighboring 

beam pattern, Figure 3-27 shows photographs of the steady-state display pres- 

entation for four reference signals from 0.5 Hz to 2.0 Hz.   Time delays used 

for forming these beams are the same as those used for Longshot; therefore, 

the effect of the LASA array geometry is included in the beam pattern. 

The data record preceding Longshot on the raw data tapes contains a 

number of noise pulses, corresponding to a single time sample, scattered 

throughout the array.   These pulses vary in magnitude up to greater than 20 dB 

above the maximum value of the seismometer channel output.   Although the 

large magnitude of these pulses would permit their removal during processing, 

the display presentation they produced is included to demonstrate the capability 

of discriminating between noise pulse and seismic events.   The filtered LASA 

beam, as a function of time, containing outputs resulting from both the noise 

pulses and Longshot is shown in Figure 3-28.   While the LASA beam outputs 

appear similar, the display presentations are quite different.    The noise 

pulses produce a pattern which moves across the display as demonstrated by the 

series of photographs in Figures 3-29 and 3-30.   The time interval between 

photographs is approximately two seconds.   Two phases of the pulse pattern are 

present.   The first phase, shown in Figure 3-29, moves across the display from 

left to right, while the second phase moves from the bottom to the top.   Motion 

across the display does not occur for either Longshot or the Earthquake.   The 

long duration of the noise pulse pattern is a result of the time delay differences 

for adding signals from different subarrays, and the time response of the filter. 
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Longshot Filtered, Third-Order Butterworth 
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Figure 3-26.   Beam Pattern Display, First Arrivals 
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3. 7     DIGITAL FILTERING 

Among the topics discussed in this particular part of Section 3 are the 

z-transform treatment of the recursive form of digital filtering and attendant 

stability considerations (Section 3. 7.1).   To provide a standard method of 

synthesizing filters for use in data analysis, the lowpass, highpass, bandpass, 

and bandreject Butterworth and Tschebyscheff filter types are used.   These filter 

formulations are given in Section 3.7.2.   In Sections 3. 7. 3 and 3.7.4 error 

considerations and precision requirements are indicated; a number of examples 

demonstrating the techniques are given in Section 3.7.5.   The concluding para- 

graphs contain some comments on technique limitations and certain extensions. 

A description of the corresponding computer programs is given in Section 4.4. 

The recursive form of the digital filter (references 1, 2, and 3) is given as 

M M 

y    =   y^      a   x -   zl   b    y (3.18) Jn        *-^n       m  n-m        *•*     mJn-m' v        ' m=0 m=l 

where x   and y   are the input and output quantities, respectively, at the 

sampling instants n; M is the filter degree; and a    and b    are constants. 

Equation (3.18) may be rewritten0*    in the one-sided z-transform notation 

Y(z)     =     H(z)     =        A(Z)    , (3.19) 
X(z) 1 + B(z) 

where 

M 
A(z>      =      H      am

z_m (3-2°) 
m=0 

and 
M 

I 
m=l 

B(z) 2      bm
z_m- (3-21) 
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Here z = exp (sT), where s is the Laplace transform complex frequency vari- 

able, and T is the sample period in seconds.   Of particular interest are the 

transient and steady-state filter responses. 

From Equation (3.19) the filter's amplitude frequency response is 

|H(0))|   =  101og10 (i^t^,-)   dB; (3.22) 

M 

m=l 
R = b    cosmtoT, m                ' 

M 

£    K S = sinmcoT, 

the phase response is 

^H(W)  =  arctan   fp^~Qg' j    radians, (3.23) 

where 

M 

P = 2*J     a    cos mw T, 
m=0 

M 

Q = Xi     a    sinmcoT, 
m=0 m=l 

and co is the frequency of interest in radians per second. 

Defining G(z) as 

G(z)  = —, (3.25) 
1 + B(z) 

the frequency response of the filter denominator is 

|G(0))| =  -10log1()(R
2 + S2)dB, (3.26) 

and the phase is 

(L(to) = arctan (S/R) radians. (3.27) 
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The unit impulse response of the filter is 

h(nT)     =      cn, (3.28) 

where 

M 

/.   a   z 
E-n                m=0 /c  om 

V =      M ' (3'29) 

n=0 1+Zb    z~m 

m=l 

The unit impulse response of the denominator of the filter is 

g(nT)     =     dn, (3.30) 

where 

£v- M 

m=l 

(3.31) 

Application of the final value theorem to Equation (3.19) yields the steady-state 

filter performance for a step input, 

M 

+z 1+ /. b 
m=l 

and for the filter denominator, 

y«      =      S   dn      =       ^ . (3.33) 
n=0 ^ 

1+  2^   b 
m=l 
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A useful measure (reference 6) of the filter output may be obtained by noting that 

the sum of the squares of the sampled sequence, f(nT), is 

S2 - Sf  - 2    [f(nT)]2=-^-    *     F^Ffz"1) &, (3.34) 
n=o ^]   ;r 

where F(z) is the one-sided z-transform of f(t).   If the singularities of F(z) lie 

within the contour r, Equation (3.34) may be evaluated by the residue method. 

It is often convenient to consider the sum of the squares of the filter's unit 

impulse response, 

oo 

S2   =  2    cn
2, (3.35) 

n=0 

and the filter's denominator, 

.2       £   ,i SI  =  L^   d ~. (3.36) 
g       n=0 

3.7.1     Stability and Transformation 

Stability considerations here are limited to linear systems and restricted 
to requiring bounded outputs from bounded inputs at each sampling instant. 

It can be shown (reference 6) that the bound criterion is satisfied if the 
impulsive response, h(nT), of the filter, H(z), is 

00 

H(z)   <;  2l    |h(nT)|   lz"n|   <  ». (3.37) 
n=0 

If in Equation (3.19) the poles of H(z) are denoted z. , then 

m 

I + B(Z) = n  (Z + H) • (3-38) 
1=1 
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and stability is assured if 

Kl < i. 

Consider the bilinear transformation^ 

1+W Z   =   l-W' (3.39) 

where the real and imaginary components are 

z   = x + jy. (3.40) 

By manipulation, the real part of W is 

Reiwl     =     lZl       1    . (3.41) 
<     f |z|2 + 2x+l 

If the magnitude of z is less than unity, the real part of W is always negative; 

conversely, if the real part of W is negative, z will be less than unity. 

Conversion of continuous systems to sampled systems can be obtained by 

the above mentioned bilinear transformation.   If the poles of the continuous 

system are restricted to the left-half plane (i.e., Re{W}< 0), stability under 

the transformation is preserved.   In addition, the imaginary part of W is 

scaled as follows: 

V  = Im(W)   - tan^ (3.42) 

where V is the scaled frequency variable. 

3.7.2     Filter Formulations 

This section gives the filter formulation and the method for specifying 

the lowpass, highpass, bandpass, and bandreject filter types. 
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The form used is 

k        K(Az2 + Bz + l) 
H(z)   = fCjl-      -U-\ V-  (3.43) 

v Cz+Dz+E 
V V V 

where 

V =   1,2,3, , k. 

Equation (3.43) may be expanded in the form of Equation (3.19) as follows: 

-m I a    z 
—n    m 

H(z)   =  -2^Jj , (3.44) 

x + ?.b -m z m 
m=l 

where 

m  =  0,1,2, , M, 

and where M is the degree of the sampled filter. 

For the lowpass and highpass filter types, the 3 dB cutoff frequency is 

denoted as oo„; for the bandpass and bandreject types, the 3 dB cutoff frequen- 

cies are denoted as to, and o;2 (to-, < ou2)-   The usual relationships for band- 

width, center frequency, and Q are as follows: 

2 w0 
Aw = oUg-^i' ^o    =  tolaj2 and ^ =~Aw   ' (3.45) 

The bilinear transformation scales the continuous frequency variable to the 

sampled frequency variable, V, as follows: 

1.       Lowpass and highpass 

Vc = tan-f- (3.46) 
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where 

2.      Bandpass and bandreject 

V1  = tan—g—, 

C02T 
V2   =  tai1 -g-' 

For the Butterworth filter 

Wv   = exp [j77(2y+k-l)/2k] 

V       =   1,2,3, k, 

V       =  V V v0 12 

AV   =  (1+V0
2)tan^. 

(3.47) 

(3.48) 

and where k is the order of the continuous filter.   Set  L = 1  and use the appro- 

priate set of coefficients listed in Table 3-19.   The frequency sealer X in 

Table 3-19 should be set to unity when using Butterworth filters. 

The peak-to-peak ripple amplitude for the Tschebyscheff filter is 

r -   101og10(l+e )dB, (3.49) 

where e is a parameter of the filter.   Two cases are considered:    |H(co) | £ 1 

denoted as T   and < |H(oo) | > « 1 in the band of specification denoted asT„. 

For the Tschebyscheff filter (reference 9) 

W   = -sinS! sinh j> + j cos-fr^ cosh f>, 

where 

*2k 

1,3,5,   2k-l 

2k (3.50) 

where k is the order of the continuous filter, and where 

1A 

cosh f& 

sinh ^ 
V^+1 I   ; lV^+f_ 

-i/k 

(3.51) 
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If T   (first case), set M = L = 1, when k is odd, 
€ 2-1 

or  M = 1 and L = (1 + e )    , when k is even; 

if T„ (second case), set M = L =    /l + €  , when k is 
r       2 2-1/2 

or  M = / 1 + C    and  L = (1 + < ) when k is even, 

odd 

and calculate 

X =  cosh T   cosh 
k 

-M 2M - 1 

(3.52) 

(3.53) 

(3.54) 

The remaining values of the coefficients of Equation (3.43) are listed in Table 

3-19. 

3.7.3    Error Considerations 

The use of a digital machine to implement the digital filter introduces 

not only a sampling error but also a quantization error.   Denoting the output of 

Equation (3.18) as  y   + 6y , it can be shown for sufficiently small errors that 

6y = ^ + y* Jn n        / J 

M M 

a    6x -    >      b   6y m     n-m        / A     m   Jn- 
m = l 

•m» 
(3.55) 

where   €     is the roundoff error     and 6x    is the error in the input.   In z-trans- n n 
form notation 

6Y(z)   =  G(z)E(z)   +  H(z)6X(z), (3.56) 

where  H(z)   and  G(z)   are as defined in Equations (3.19) and (3.25), respectively, 
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Under the ergodic assumption, the autocorrelation function of the sampled 

stationary sequence, f(nT), is 

N 
R

fOff) = }j• 2ifci   ^   [f <nT>" mf] [f<nT +kT> " mf]' <3 • 57> n=-N 

where m. is the mean of f(t).   The sampled spectral density is the two-sided 

z-transform of the autocorrelation function 

03 00 

*f(2) =   H   Rf(lff) z"k   = Y   2    *f(s-^). (3.58) 
k=-°° k=-» 

The right side of Equation (3.58) demonstrates the folding effect of sampling. 

If the units of f (t) are L, the power spectral density is usually taken as 

S(to)  = ^1 L2-sec/rad. (3.59) 

The inverse transform of Equation (3.58) is 

Rf(kT)   -  2^7     ^%(z) zk_1dz. (3.60) 

Note that $(z) is even, but R(kT) is even and real.   <f>(z) can be considered in 

two parts.   Denote <£ (z) as that part of $(z) which contains the poles of $(z) 

inside the unit circle (k s 0), and $(z) as that part of $(z) which contains the 

poles of $(z) outside the unit circle (ksO).   Then $(z) can be factored as 

*(z)   =  $tz)  $(z). (3.61) 

Equation (3.60) is evaluated as 

Rfflff) = Z   +es   T'Mz)^"1 

poles of <j>f (z) 
,     k;>   0 
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and 

Rf(kT)   = 2   R_GS     [^(z)zk~1]       ,    k  <   0 (3.62) 
Poles of $£ (z) 

where the notation used means to evaluate the sum of the residues of z       $f (z) 

at the poles of «J>f (z) for positive time, and the sum of the residues of zk     $£ (z) 

at the poles of $f (z) for negative time. 

When k = 0, Equation (3.57) shows that the autocorrelation function re- 

duces to the mean square value of the sampled sequence 

N 

Rf<°> -5ij L *f(z>^ = SLafci ^/<nT>-m/>      <3-63> J J T n=-N 

where the contour r is the unit circle. 

The spectral density of the filter output error, 6y , may be related to the in- 

puts as 

4y(z)  =   |G(z)|2  Oe(z)+ |H(z)|2$x(z), (3.64) 

where $ (z) is the spectral density of e , <£ (z) is the spectral density of 6x^, 

and G(z) and H(z) are as defined in Equation (3.56). 

If both en and 6xn in Equation (3. 55) are uncorrelated from sample to 

sample, the bias in 6yn is 

00 CO 

6y  =  m    2J   cn +m    2J d , (3.65) 
n=0 n=0 
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where the mean is the expected value, 

E[e ]    = m nJ e 

and (3.66) 

EpXjj] = mx; 

and the variance in 6yn is 

6y2 = ax
2 £   cn

2   + ae
2   ^ d 2, (3.67) 

x    n=0 e    n=0 

where the square of the standard deviation is the variance 

and (3.68) 

EI%2]    =°x
2 • 

In the model characterized by equations (3.65) and (3.67), the sampling 

independence assumption may be inadequate.   For cascade digital filters, sam- 

ple-to-sample coherence, no doubt, exists.   Consider the system shown in 

Figure 3-31, where filter number 1 is sampled with period T/n (n>0) and filter 

number 2 is synchronously sampled with period T.   The effect in the output, 

r(kT), because of the input, p(kT/n), and the roundoff errors generated in 

filter 1, e(kT/n), and in filter 2, f(kT), are of interest.   Denote zn as the z- 

transform variable of the filter sampled with period T/n (filter 1); then 

Equation (3.63) shows that the mean square value of r(kT) is 

Wg/2 

Rr<°>   "  2% jT *r<Z> T   =h\ % (eJC°T> d*• <3'69> 
-0)g/2 
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where the contour, r, is the unit circle, and oo   is the sampling frequency in 

radians per second. 

Now, 

•r(z)     = |G2(z)|2$f(z)   +   |H2(z)|2$q(z) (3.70) 

and 

VZn>   =   lGl<z>|2*e<Zn>   +   lHi<V f *p <V   ' <3'71) 

Filter number 1 may be considered as n channels, each operating with 

period T, where the nth channel is delayed by (n-l)T seconds to the extent that 

the sum of the channel outputs is equivalent to the system operating with period 

T/n.   Superposition permits each channel to be separately interconnected to 

n identical filters number 2.   The outputs of each combined channel, all oper- 

ating synchronously with period T, can be summed to yield an equivalent output. 

However, the spectral density of the multirate system may be evaluated in 

terms of the single rate system as follows: 

C    z$(z )dz 

Vz> • m fr -^~^ (3-72> 
-1 nv       n ' 

r\      — 1 —1 
Since I z   z     | < 1, the contour path need only include the poles of z       $ (z  ); 

therefore the validity of <!>  (z) is restricted to the regions satisfying the 

inequality. 

Equation (3.69) can be evaluated in terms of the sampled power spectral 

density of the sampled sequence r(nt) in that 

/•1/2T 

R (0)   = 2 77T    /      S*(f)df (3.73) 
J 0 

where 

Sr   ®   =  Sr (z)'      for     z   =exP(27rJfr) and 

f is the frequency of interest in Hz. 
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3.7.4     Precision Requirements 

Implementation of the digital filter depends on the data word structure of 

the particular machine of interest.   In floating-point arithmetic, large word- 

lengths are obtained.   In fixed-point arithmetic, execution speed is increased 

over floating-point arithmetic, but the dynamic range of the variables is re- 

stricted.   Here, we are concerned with fixed-point arithmetic requirements 

and limitations necessary to implement Equation (3.18) in a digital machine. 

In fixed-point binary arithmetic, the maximum value of the word contain- 

er 
ing a binary point is essentially 2     , where q, is the number of bit positions 

to the left of the binary point (numbers greater than or equal to unity).   The 

_qR 
precision of the word is 2       , where q„ is the number of bit positions to the 

right of the binary point (for numbers less than unity).   If q• is the data word 

length independent of sign, then the word is restricted as follows: 

^L + %  = ^T <3-74) 

In the following paragraphs, the requirements for q, and q_ will be 

determined in terms of the filter parameters.   (The bar notation is used here 

to denote integer values.) 

For sufficiently small errors in the coefficients a and b, the relative 

error in the frequency response is 

M M 

m=0 +    m=l |AH(w)| s (20 log 10e) |A(z)| |l+B(z) dB,     (3.75) 

where z = exp(jujT) and 6 a    and 6b    are the coefficient errors. 

For the class of filters considered here, the a    coefficients are related m 
to each other as binomial numbers; therefore the relative values of the a m 
coefficients can be instrumented exactly.   The resulting error is one of scale 

which, if not arithmetically small enough to be neglected, is known and can be 
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incorporated into the overall process scaling in an inconsequential manner. 

However, an error in the b    coefficients affects the relative accuracy of 

|H(to) I.   If the error contributions of each coefficient are limited for all fre- 

quencies to AH   in dB, then the precision requirement is satisfied if 

*R   *  l0g2 

20 G log1Qe 

AH„ (3.76) 

where G is the maximum value of |G(co) | defined in Equation (3.26). 

Generally, the b    coefficients will have magnitudes which are both 

greater and less than unity; therefore, the dynamic range requirement will be 

satisfied if 

*L   S  l0g2 

*R 

+ 1- £ 
r=l 

-r 
(3.77) 

where C is the maximum value of the coefficients a and b, which are greater 

than one. 

The input, x, may be expressed as 

x  =  2^Q, (3.78) 

where Q is the scaling of x.   To prevent saturation in the input register, 

QT 
qx   £  log2 (2      - 1). (3.79) 

Since the steady-state transfer characteristics of the filters under considera- 

tion limit the output to near or less than unity gain, the output scaling is usually 

taken equal to the input scaling.   Using the impulse response as an estimate 

of the maximum transient response, the output register will not saturate if 

^v * logc 
2-1 

(3.80) 

n=0 
n 
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To avoid undesirable transients^ in the filter output, the instrumentation should 
qT 

yield an output equivalent to  2      - 1, when  a    > 'qf   . 

The effect of roundoff errors generated by the fixed-point two's-comple- 

ment arithmetic implementation of the digital filter is of interest.   If sample- 

to-sample independence is as expressed in equations (3. 65) and (3.67), the 

total mean square error in the output   (y )   is 

E 6y     + 6y (3.81) 

It is desirable that the internally generated roundoff error contribute a negligible 

error to the process.   If we assume that the input quantization error has a uni- 

form distribution with a total range of 1 bit, the total mean square value of the 

input is 

(3.82) 
2        Q . Q.2 

CT    + — +   (m    + -%) us 12 s        2 

where m   and a   are the mean and standard deviations of the input signal.   If s s 
the recursive filter is implemented in single-precision arithmetic, the word 

length needs to be extended an amount  q„   bits beyond Q to limit the roundofJ 

error to a specified amount.   The number of bits q„ can be expressed as 

B 

*B   *  2 l0g2 

(2M + 1) 22 d2 + 3 j (2M + 1) 22 d   ] 
n = 0 ( n = 0   n! J,(3.83) 

1 + 12 a* 

Q ±<*4*)to 
n = 0 n = 0 

where  y -  10 log10 (1 + 1//?), M is the filter degree, and  y is the allowable 

error in dB. 

The quantity of 2M + 1 in the above equation is the total number of multiply- 

accumulate operations required to execute Equation 3.18.   Therefore, in single- 

precision fixed-point arithmetic, 2M + 1 roundoff errors would be committed per 

filter execution or sample period.  It has been suggested (references 2 and 3) that 

double-precision arithmetic be used to execute each multiply-accumulate operation, 
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wherein the sum is truncated to the single-precision output before subsequent 

processing.   This procedure requires only single-precision input values, and 

reduces the number of roundoff errors committed per filter execution to unity. 

The processing algorithms described in Section2.5, incorporate this technique. 

As in Equation (3.78), the quantity E   can be expressed as 

qE  = loggE^/Q. (3.84) 

If q_  & q„  + qR, the precision error dominates.   However, if q   > qE + q„ 

the roundoff error dominates.   Either situation can be accommodated by prop- 

erly selecting the binary-point position in the coefficient data word, or by scaling 

the arithmetic process.     In the former case,   q     is set so that qp  + qR is 

forced to be greater than q_, if the data word restriction  (Equation 3.74) is 

satisfied.   However, scaling the arithmetic process requires scaling either the 

input or the coefficients, or both.   Here the instrumentation must retain the 

scaled values of y    for the next sample period, and rescale y    to the desired 

output scaling before passing the output. 

The double-precision sum in terms of the bit assignments will not saturate 

if 

^x * 2qT + 1 + qE - qK - log2 | |C| (2M + 1)1       (3.85) 

and     qK 

qB     , qB > qE + qR 

qR + qE« qB * qE + qR 

(3.86) 

where  q„  is the binary equivalent of the total mean square error of the input 

signal.    In the instrumentation suggested in Section 2.5, the total number of 

double precision bits available is 38.   Therefore, the quantity 2 q_ + 1  in 

Equation (3.85) can be taken as 38.   In the examples given, it is taken as 31 

bits. 

When the signal has small statistical values compared to its quantization, 

q    tends to be small.   This would be the case if m    and a    in Equation (3.83) 
hj S S 
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are taken to be zero.   For high-degree filters and for filters with large values 

of C,   the intermediate values of the sum may exceed the available bits.   In 

such cases, undesirable transients would occur in the output unless special pre- 

cautions were taken in the instrumentation. 

If the instrumentation notes when q    exceeds 'qV   the dynamic range of 

the double-precision sum may be considerably extended simply by taking advan- 

tage of the cyclic nature of two's complement fixed-point arithmetic process.   In 

this manner, the transients encountered in saturation can be minimized by con- 

tinuing the process to completion.   If at completion  a    > q  ,  the maximum 

value can be denoted as the output.   If  q     <: /q\   q   can be denoted as the out- 

put if a.    £ /cL .   This procedure will tend to reduce transients in the overall 

process, and its restrictions will be of little consequence since the filter scaling 

is usually such that saturation occurs only when the signal-to-noise ratio is 

significantly greater than unity. 

3.7.5    Examples 

In Section 3.8, a limited amount of data analysis results is presented. 

The digital filter characteristics used in the tabulated gain measurements are 

presented here. 

The filter parameters are listed in Table 3-20.   Each filter is a bandpass 

type filter of order three, where the numerator terms are scaled as 

A(z)   =  K(l   -   3z~2 + 3z"4 - z"6) . (3.87) 

The Butterworth filter is denoted as   B  and the Tschebyscheff filter, with 

0.5 dB ripple so that   | H(oo) |   £  1 (TJ, is denoted as T.   The 3 dB frequen- 

cies are given in Hz.   The allowable error is limited to 0.5 dB, qF   =  0, and 

q•  -  15. iT 

In considering the   BP-B (0.9 - 1.4) filter with  Q  or J§ =  2.245, we 

note that  K  =   0.002898,   q„   =   11.78, and  q,    =  3.18.   Allowing 12 bits for 

"cL,   and 4 bits for~qT , we exceed qL by 1 bit.   However, only 9 bits are re- 
K, Li 1 

quired for  q^.. The single-precision output may saturate when the dynamic range 
B 
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of the input exceeds 86 dB; the double-precision sum saturates at 74 dB.   If q_ 

is taken as 11 bits to satisfy the data word-length requirement, the relative 

error in   |H (OJ) |   is less than 1 dB, and the scaling bias is about 1.6 dB. 

Consider scaling the   a     coefficients by 1 bit so that the coefficient 

scale is 2 K.   The error in scale is reduced to 0.8 dB while the dynamic range 

of both the single- and double-precision words is reduced by only 6 dB. 

The theoretical frequency and impulse responses of the BP-B (0.9 - 1.4) 

filter are shown in Figures 3-32 through 3-34.   To interpret the scale of the 

impulse response curves, replace the normalized ordinate value 1.0 with the 

number after the scale slash.   For example, in Figure 3-33 the first negative 

peak is approximately 0.50 on the normalized scale.   At this point, the filter 

impulse response output is 0.125 (i.e., 0.25   x  0.50). 

3.7.6    Comments 

The filters presented are straightforward and typical for standard filter- 

ing problems.   The design is synthesized in a continuous nonlinear frequency 

plane and transformed to the discrete process z-plane.   Examination of the 

spectral densities given in Section 3.8 indicates that it may be necessary, in 

terms of system gain, to identify the filter characteristics from an ensemble 

of signal and noise spectral characteristics.   Such a statistic may or may not 

be invariant in k-space.   In either case, specifications of the filter in sampled 

space, dependent on an ensemble of signal and noise statistics, may provide 

optimal detection gain over a frequency band of event spectrums. 

It can be seen from the figures showing the frequency and impulse responses 

that a considerable amount of phase distortion exists for this class of filters.   In 

detection processing, where interest centers primarily on maximizing signal-to- 

noise ratio, phase distortion is permissible.   However, in event processing, 

where interest centers on signal fidelity, the phase distortion introduced by these 

filters may not be tolerable.   If subsequent experimental work proves this is the 

case, it may be desirable to introduce linear phase filters for routine event 

processing. 
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Figure 3-32.   Filter Frequency Response 
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Figure 3-33.   Filter Impulse Response 
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3.8     DATA ANALYSIS 

LASA data analysis studies were primarily concentrated on two seismic 

events—an underground nuclear event and an earthquake.   The analysis per- 

formed can be grouped into the following five experiments: 

1. Subarray Beam Filter Analysis 

2. Post-Detection Integration Time Analysis 

3. System Gain Analysis 

4. Scaled Signal/Noise Analysis 

5. Power Spectrum Analysis 

Table 3-21 provides pertinent information on the two events considered. 

Of the five experiments, the nuclear event Longshot provided the pertinent data 

for experiments 1 and 4.   The remaining experiments used data associated with 

both events.   Each of the experiments is discussed in detail. 

3.8.1    Subarray Beam Filter Analysis 

This experiment is a continuation of the analysis reported in Section B.3 

of reference 3. 

As before, the 25 seismometers of subarray Bl were conventionally beam- 

formed, and the sum divided by 25 to obtain the complete subarray beam.   De- 

leting the B-ring of subarray Bl produced the partial subarray beam—the properly 

delayed sum of the remaining 19 seismometers with the sum divided by 19. 

The phasing of the seismometers, before their addition to form the sub- 

array beam sums, was implemented with a resolution of 20 samples per second. 

The beam outputs were calculated corresponding to a real-time rate of 10 samples 

per second. 

The complete beam, the partial beam, and the output of the center seismom- 

eter, A0, of subarray Bl were passed through the same digital recursive filter. 

Noise and signal power were calculated for the three channels from which signal- 

to-noise ratios were computed.   The noise power was obtained by averaging the 

squares of 850 successive samples (85 seconds) preceding the signal onset for 

each of the three channels.   The average signal power was calculated in the same 
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Table 3-21.    Event Identification 

Longshot Event Earthquake 

10/29/65 Date 4/8/66 

21:08:35.5 LAO Arrival 01:56:40.2 

Rat Island Location East Coast of 
Kamchatka 

51.44°N   179.18°E Latitude/Longitude 51.2°N   157.7°E 

47.15° Range 58.81° 

304.55° Azimuth 313.0° 

6.1 Magnitude 5.9 
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manner, but over 50 successive samples corresponding to a 5-second interval. 

The slight differences noted between Table 3-22 and the table appearing in ref- 

erence 3, can be attributed to the fact that the signal power reported at that 

time was computed over a 2.6-second interval, an interval selected to yield 

maximum average signal power.   The signal power calculations for this report 

were computed over the same real-time 5-second period for each channel con- 

sidered, and in most cases were not positioned to yield maximum average signal 

power.   The signal-to-noise ratios for each channel were computed according 

to the definition 10 loglft(S/N), where S is the average signal power and N is 

the average noise power. 

The filter gain for the Aft seismometer was defined relative to the un- 

filtered A„ seismometer trace.   The subarray gain for a filtered complete sub- 

array beam and partial subarray beam was computed relative to the An trace 

after passing it through the same filter as that used for the subarray beam.   The 

total gain was taken as the sum of filter and array gains.   The seismic noise 

standard deviation was defined as    /N . 

The results of these calculations for a number of bandpass filters—the 

same filters used for the table appearing in reference 3—are in Table 3-22. 

The filters are listed by their 3-dB bandpass, preceded by the designation "Bu" 

for Butterworth and "Th" for Tschebyscheff.   Both fourth- and sixth-degree 

filter implementations are presented in the table.   The Tschebyscheff filters 

were implemented with a 0.5 dB ripple. 

The results are similar to the results reported earlier.   Again the partial 

subarray beam outperforms the complete subarray beam by about 1 dB, except 

for the Tschebyscheff filter with bandpass from 0.9 Hz to 3.0 Hz.   Also, the ex- 

pected increase in signal-to-noise ratio, as the filter bandwidth is made narrower, 

is evident.   An additional item of interest available in Table 3-22 and not re- 

ported earlier, is the effect of using a fourth- instead of a sixth-degree filter. 

Table 3-22 indicates that a loss of up to 1.5 dB in total gain in relation to a 

sixth-degree filter would be the result if we wished to reduce the computational 

burden of the filtering process by using a fourth-degree filter. 
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3.8.2   Post-Detection Integration Time Analysis 

This analysis was suggested in Section B.3 of reference 3.   Its purpose is 

to provide pertinent experimental data relative to selecting a post-detection in- 

tegration time which might be suitable (an acceptable loss in signal-to-noise 

ratio) for many seismic events. 

If the seismic noise is a stationary process with a small correlation time, 

compared with the post-detection integration time, the analysis is performed to 

maximize the expression    /~T S, where T is the post-detection integration time 

and S is the maximum average signal power for a given T.   Based on the pre- 

ceding assumption, the value of T, for which J~T S is maximized, is the proper 

choice for the post-detection integration time for a given event. 

Figure 3-35 reflects the results of this analysis for the two events de- 

scribed previously.   The analysis is performed at the subarray and LASA beam 

levels for both events.   The signal power   S  is defined as 

T 

s =4 2^ A2(t>, 
1   t = 1 

where  A  is a beam amplitude (either a subarray or LASA beam) measured in 

nanometers, and T is the integration time in seconds. 

The subarray beam was formed at a 10 Hz rate with a 20 Hz resolution by 

adding the 25 properly delayed seismometer traces from subarray Bl.   The 

LASA beam was formed at a 5 Hz rate with a 10 Hz resolution by adding the 21 

properly delayed subarray beams.   The  yTS quantity is presented in Figure 

3-35 in dB relative to one nanometer. 

Figure 3-35 indicates that for the earthquake, a post-detection integration 

time of 6.5 to 7.5 seconds appears appropriate.   An integration time of 2 seconds 

for Longshot seems ideal.   If we decided to select an integration time suitable for 

both of these events, a 3-second, post-detection integration time would provide 

an average signal power within 1 dB of the maximum signal power for both events. 
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Figure 3-35.   Post-Detection Integration Analysis 
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3.8.3    System Gain Analysis 

The purpose of this experiment was to obtain the effect on system gain by 

varying several pertinent parameters in processing LASA seismic data.   The 

signal-to-noise ratios at the seismometer, subarray beam, and LASA beam 

levels were calculated for several array configurations.   System parameters 

which were varied are 

1. The number of seismometers per subarray beam 

2. The filter applied to the subarray beams 

3. The number of subarray beams per LASA beam. 

Figure 3-36 presents the logic flow of this experiment, using the appro- 

priate data analysis programs.   Subarray beams were formed by the properly 

delayed sum of either the 25 or 19 seismometers within each subarray.   The 

subarray beams formed by 19 seismometers reflect the deletion of the six 

seismometers in the B-ring of each subarray.   All subarray beams were 

formed at a 10 Hz rate with a resolution of 20 Hz.   The filters evaluated were 

applied to the subarray beams. 

LASA beams were formed by the properly delayed sum of either 21 sub- 

array beams, 17 subarray beams (outer subarray ring deleted), or 13 subarray 

beams (the two outer subarray rings deleted).   The LASA beams were formed 

at a rate of 5 Hz with a 10 Hz resolution. 

As indicated by Figure 3-36, signal and noise power were calculated at 

the seismometer level and at the subarray level for both unfiltered and filtered 

LASA beams.   Signal power was calculated over a 5-second interval and noise 

power over an 85-second interval. 

The results of this experiment are given in Tables 3-23 through 3-26, 

which in general reflect signal-to-noise ratios and resultant gains.   All signal- 

to-noise figures are in dB relative to one nanometer.   Gain figures are also ex- 

pressed in dB, and are relative to the average seismometer signal-to-noise 

ratio.   The first column in the tables is the subarray identification.   The second 

column gives the average signal-to-noise ratio of the 25 seismometers in the 

associated subarray.   The succeeding pairs of columns show signal-to-noise 

ratios and gain values for the subarray beam produced by each subarray.   The 
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Figure 3-36.   System Gain Analysis, Experiment Logic Flow 
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gain value is defined as the difference between the signal-to-noise ratio of the 

subarray beam, and the signal-to-noise ratio of the average of the 25 seismom- 

eters in the associated subarray.   The gain figures give the total subarray gain- 

filter gain plus beamforming gain—experienced by processing the seismic data 

through several different filters (including the single unfiltered case).   Generally, 

each pair of signal-to-noise and gain columns represents a computer run through 

the Subarray Beamformer program and the necessary power calculations.   All 

filters were bandpass sixth-degree filters, and either Butterworth (BP-B) or 

Tschebyscheff (BP-T).   The filters are further identified by their cutoff frequen- 

cies in Hz.   A detailed description of each of the filters is found in Section 3.7. 

The single line toward the bottom of the table gives average signal-to- 

noise figures.   The first column represents the average signal-to-noise ratio 

of all 525 seismometers in the LASA array.   The succeeding pairs of columns 

present the average signal-to-noise ratios and gains for the 21 subarray beams 

produced for the filters considered. 

The final three rows in each table are the resultant array gains experienced 

by forming LASA beams (from 21, 17, and 13 subarrays) by the delayed sum of 

the subarray beams generated in each of the cases considered.   Note that the 

first column again presents the average signal-to-noise ratio of all 525 seismom- 

eters in the LASA array.   All gain figures for the LASA beams are defined as 

the difference between the signal-to-noise ratio of the LASA beam and the signal- 

to-noise ratio of the average of all 525 seismometers. 

Table 3-23 contains Longshot data using 25 seismometers per subarray; 

Table 3-24 also contains Longshot data, but for 19 seismometers per subarray. 

Tables 3-25 and 3-26 contain data for the Earthquake for 25 and 19 seismometers 

per subarray, respectively. 

As indicated previously, the average seismometer signal-to-noise ratios 

were computed on a subarray basis for 25 seismometers, and on an array basis 

for 525 seismometers.   No attempt was made to provide new average values for 

the reduced array (i.e., 19 seismometers, 17 and 13 subarrays) considered. 

An investigation of the tables provides additional statistics supporting the 

fact that deleting the inner or B-ring of each subarray in subarray beamforming 
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actually improves the signal-to-noise ratio.   For Longshot (tables 3-23 and 

3-24), an improvement is noted for all cases at both a subarray and LASA 

level, except at the subarray level for the Tschebyscheff filter with bandpass 

from 0.9 Hz to 3.0 Hz.   This improvement in signal-to-noise ratio is from 

0.1 dB to 1.4 dB at the LASA beam level. 

Similar signal-to-noise improvement is noted for the Earthquake (tables 

3-25 and 3-26) except for the same Tschebyscheff filter at both a subarray and 

LASA level.   The improvement is from 0.2 dB to 0.5 dB at the subarray level, 

and from 0.2 dB to 0.4 dB at the LASA level. 

Another experimental result readily obtained from the tabular data is the 

selection of the best filter with respect to system gain for the two events con- 

sidered.   The filter which yields the best gain figure for Longshot is the 

Tschebyscheff 0.9 Hz to 1.4 Hz bandpass filter at the subarray level, and a 

Butterworth 0.9 Hz to 1.4 Hz bandpass filter at the LASA level.   The best gain 

figures for the Earthquake are produced by the Butterworth 0.9 Hz to 1.4 Hz 

bandpass filter at the LASA level. 

The effect on system gain of deleting the outer one or two rings of the 

LASA array is directly evident in the tabular data.   As stated earlier, the 

elimination of the outer ring entails the deletion of 4 subarrays, and the elim- 

ination of the two outer rings entails the deletion of 8 subarrays.   Deleting 

these rings causes a loss in system gain relative to the gain experienced using 

the full array.   For Longshot, this loss, relative to the full array for filtered 

LASA beams, does not exceed 0. 9 dB for the 17 subarray configurations, or 

2.0 dB for the 13 subarray configurations.   Associated figures for the Earth- 

quake are 0.9 dB for the 17 subarray and 1. 8 dB for 13 subarray configurations. 

Note that for the filter which produced the best gain, the 17 subarray con- 

figuration yielded a loss relative to the full array of 0. 8 dB for Longshot and 

0.3 dB for the Earthquake, while the 13 subarray configurations for the best 

filter yielded a loss, again relative to the full array of 1.8 dB for Longshot and 

0. 8 dB for the Earthquake. 
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3.8.4     Scaled Signal/Noise Analysis 

To present a graphical presentation of the capabilities of processing 

seismic data through subarray beamforming, filtering, and LASA beamforming, 

an experiment was designed to process seismic events for various signal-to- 

noise ratios.   To obtain these events for varying signal-to-noise ratios, a 

seismic data tape containing an event, Longshot, of known signal-to-noise 

ratio was processed through the Signal-to-Noise Ratio Control program.   The 

function of this program is to take a selected event, record sufficient noise 

data previous to the signal, scale the signal by a preset factor, add this scaled 

signal to the noise, and generate a tape containing original noise traces followed 

by scaled signal plus noise traces.   Since the original signal-to-noise ratio and 

the scaling factor are known, the resultant event has a signal-to-noise ratio which 

is also known.   In addition, the time delays required for subarray and LASA 

beamforming are known, since the event we chose to scale to produce these 

other events was of sufficient magnitude to provide them. 

Five seismic data tapes were generated for the experiment.   The scale 
0       —2        —4       —fi 

factor a, applied to the original trace, assumed values of 2 , 2~ ,  2~ , 2~ , 
—8 0 

and 2    .   The 2   value provides the results of processing the original unsealed 

Longshot seismic data.   The remaining values provide a range of events of 

several signal-to-noise ratios. 

Each of the five tapes was processed through subarray beamforming, 

filtering, and LASA beamforming.   Signal-to-noise ratios were calculated at 

the seismometer and LASA beam levels, and a plot of a typical seismometer 

and a filtered LASA beam was produced.   Subarray beamforming was executed 

at a 10 Hz rate with 20 Hz resolution.   The subarray beams produced were 

passed through a sixth-degree Tschebyscheff bandpass filter (0. 9 Hz - 1.4 Hz) 

at a sampling frequency of 10 Hz.   LASA beamforming was executed at a 10 Hz 

rate with a resolution of 10 Hz. 

The signal and noise power calculations were executed over a 2- and 85- 

second integration period, respectively.   Power calculations at the seismometer 

level are from the Aft seismometer of subarray Bl. 
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Table 3-27 gives the signal-to-noise ratios at the seismometer and LASA 

beam levels for each of the five events.   Note that at both the seismometer and 

LASA beam levels the noise power is constant for all cases at the respective 
-2 levels.   The application of a 2     scale factor would effect a decrease of 12 dB 

from the signal power of the original signal.   Note the 12 dB decrease for each 

subsequent scale factor and the corresponding decrease in the signal-to-noise 

ratio.   The signal-to-noise ratio for the last two events is less than one. 

At the LASA beam level the 12 dB loss from the original signal power and 

signal-to-noise ratio is again evident.   The final column in the table represents 

system gain and is defined as the difference between the signal-to-noise ratio 

of the filtered case at the LASA beam level and the signal-to-noise ratio at the 

seismometer level.   Each of figures 3-37 through 3-41 presents a typical 

seismometer plot and the resultant filtered LASA beam plot.   Note the scaling 

for each plot.   The scaling for the beam is the same as for the seismometers, 

but reflects the fact that it was scaled at the subarray and LASA beam levels by 

a division equal to the number of channel inputs. 

The earlier disturbance preceding the Longshot arrival which becomes 
-2 noticeable in the LASA beam trace in Figure 3-38 (a = 2    ), and which dominates 

—8 the LASA beam trace in Figure 3-41 (a = 2    ) is due to a noise pulse appearing 

in the data at the seismometer level.   The noise pulse appeared on several 

seismometers during the same sample period.   The magnitude of this pulse 

varied among the affected seismometers, with the maximum magnitude being 

some 20 dB above the maximum seismometer output capability. 

The apparent arrival develops by processing this noise pulse as if it were 

valid seismic data.   The pulse does not appear on the seismometer trace pre- 

sented simply because the particular seismometer was not affected. 

An additional discussion of this noise pulse, including the appearance of 

the pulse on the experimental display, appears in Section 3.6. 

3.8.5     Power Spectrum Analysis 

System design and performance are strongly dependent on the spectral 

content of the processed waveform.   A preliminary study of these characteristics 
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has been conducted to establish an initial data base and to gain processing in- 

sight.   The Cooley-Tukey     formulation was cascaded with a smoothing routine 

to efficiently estimate spectral density functions.   Since considerable roughness 

is evident, averaging the ensemble of available channels and/or time windows 

should be considered for future investigation.     This capability is being incor- 

porated in the spectrum program package as an optional mode. 

Unf iltered subarray and array beams were formed with Longshot and the Kamchatka 

earthquake (April 8, 1966) to provide an exemplary comparative set. Since ensemble av- 

eragingwas not conveniently available, subarray Bl and seismometer Bl of this subarray 

were arbitrarily selected as representaitve elements. Comparative broadband power 

measurements are displayed in Table 3-28. Excellent consistency (i.e., 0.2 dB) is ob- 

served for the earthquake; however, only fair consistency (i.e., 2.0 dB) is observed for 

Longshot. Note that presently no spectral consistency is certain. 

Figures 3-42 and 3-43 present the signal-to-noise ratios observed at the 

seismometer, subarray, and array nodes.   A predominant Longshot spectrum 

ratio centered at approximately 1.2 Hz is evident, while the Earthquake spec- 

trum ratio has a broad characteristic.   A corresponding beam pattern difference 

is evident when observing the experimental display.   This may be a discriminant 

signature component, but no conclusions should be drawn until a statistically 

significant base is established through the analysis of many alternate events. 

Several additional data comparisons were made to gain coherence insight. 

Although conclusive results were not obtained, the investigation is presented 

to indicate both the present status and the direction of subsequent work.   Some 

of the spectrum excursions can not be rationalized, and may be primarily a re- 

sult of the uncertainty of the spectral density estimate.   Ensemble averaging 

should resolve many of these interpretive problems. 

Effective array gain for both signal and noise are shown in figures 3-44 

and 3-45.   The signal performance trend is flat, but an 8 dB per decade noise 

attenuation trend is evident in both events.   This consistency suggests the 

feasibility of establishing an empirical coherence model with both frequency and 

distance dependencies to support future array design efforts.   With properly 
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selected and combined sensors, an exhibit can be generated to portray the fre- 

quency and distance realm encountered in LASA. 

Beamforming gain was also shown as a function of frequency.   Note that 

an observed gain beyond the theoretical value is realistic for coherent noise 

component rejection.   This performance characteristic is extremely sensitive 

to the specific steering delays; inherent spectrum estimate uncertainty indicates 

that speculation should be restricted to trends.   Ensemble averaging could be 

used in future analysis to improve the spectrum estimate and thereby increase 

interpolation confidence.   Examination of the Earthquake arrival (see Figure 

3-46) reveals reasonable subarray gain beyond 1.25 Hz andgood composite subar- 

ray gain beyond 0.14 Hz. These cutoff frequencies are probably representative of 

the waveform coherence properties as viewed with the Montana LASA geometry. 

The Longshot arrival appears to have quite different properties (Figure 

3-47). Subarray gain is significant at a lower frequency, and composite subarray 

gain deteriorates beyond 1.5 Hz. Such diverse observations may not be representa- 

tive of the physical situation, but rather of the spectrum uncertainty, the beam 

steering difficulties, or the significantly different signal bandwidth. 

Obviously, the present study does not constitute an adequate statistical 

sample.   Subsequent work should use the insight gained to systematically extend 

the knowledge of sensed seismic waveform properties.   Process performance 

may be extended when a data base exists to tailor the frequency filter.   This 

refinement can involve bandwidth, ripple, and many more subtle parameters. 

For example, a filter with nonsymmetrical skirts, with z-plane zeros at loca- 

tions other than + 1, or with a shaped bandpass may outperform a classical 

Butterworth or Tschebyscheff filter of the same order.   An adjustment of coef- 

ficients accommodates such changes; they are then compatible with the micro- 

code algorithm implementation. 

Signal modeling can support other LASA activities.   If consistent direc- 

tional noise sources are evident, beam pattern adjustment may be worthwhile. 

Observation of the background field on the beam display should disclose any sig- 

nificant signature and indicate the feasibility of further study.   Both the 
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techniques and the Montana signal characteristics may contribute to the design 

of future seismic array geometry. 

3.9      EVENT BEAM SELECTION BY CENTER OF GRAVITY 
AND RADIUS OF GYRATION 

This experiment will evaluate the accuracy of best beam selection, using 

the center of gravity and radius of gyration of the event beam pattern.   Center 

of gravity and radius of gyration are defined, respectively, by the first and 

second moment arms of the beam power in the beam field.   For these calcula- 

tions the center of gravity is located relative to the geometric beam field center, 

and the radius of gyration is the second moment arm about the center of gravity. 

These relationships may be expressed as 

N rw 
JjP,.  r -t/iC 
,T1        Bl1    n ¥   r!-t 

PBn    <rn-rCG> 
2 

rCG   =—N  RG   =    ' N   •   <3'88> 

£ Pfin Z PBn 
n=l n=l 

where r_,_, is the first moment vector which locates the center of gravity rela- te Lr 
tive to the reference point, RG is the second moment arm which corresponds to 

the radius of gyration about the center of gravity, PR   is the short-term aver- 

age beam power of the nth beam in the beam field of N beams, and r   is the 

vector denoting the nth beam in the beam field. 

If the center of gravity of the beam field is to correspond to the center of 

the event beam pattern, the event beam pattern must be symmetrical and the 

intensity of the background noise small compared to the event.   The effects of 

both nonsymmetrical event patterns and background noise will be examined. 

When the radius of gyration about the center of gravity is minimum, the ratio 

between the intensities of the beams near the event center and the remaining 

beams in the beam field is maximum.   This ratio may provide an indicator of 

the time period for selecting the best beam using the center of gravity.   The 

minimum magnitude of the radius of gyration will be a function of signal 
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frequency, of signal-to-noise ratio, and of the size of the geographic area in 

which the event originates. 

To predict the effect of noise on the center of gravity, the following model 

will be examined.   Assume that the noise in the beam field is an ergodic signal 

(each member of the ensemble possesses identical statistical characteristics, 

and the statistical characteristics of the ensemble members are independent of 

time).   For ergodic signals, the geometric center of the beam field will be, 

statistically speaking, the center of gravity of the signal field.   Therefore, for 

this center-of-gravity calculation, the noise will be considered as the sum of 

the beam noise power throughout the beam field concentrated at the geometric 

center of the beam field. 

The event will be considered symmetrical about the event center and con- 

tained within the beam field, allowing the event to be represented as the sum of 

event signal power on the beams in the beam field concentrated at the event 

center.   Then the error in event selection may be calculated as 

r 
PNrnx + PErEx 

x N      E 

r 
PNrny + PErE (3'89> 

'   = y 
Ey PN + PE 

where PF and P,. are the respective beam power sums for the event and noise. 

The vector relationships of these sums is shown in Figure 3-48. 

The center of gravity for the combined signal fields of P„ and P„ is de- 
IN ili 

fined by the vector rF ' relative to an arbitrary coordinate system, and the 

error in event selection (£) is the difference between r_ and r.- '.   The distance 

between beam field center and event center is represented by    Ar. 
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Figure 3-48.   Center of Gravity, First Moment Vector Relationship 
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PN 
£y = rE   "rE    =  PTTP^Ary J y y E N J 

PN      A £x   =   rE    "rE     =   ^~^Arx (3-90> X x       P^ + P„ EN 

£Total 

PN 
P    + P L  E        NJ 

Ar 

The above example shows that for an ergodic noise signal field the error 

in event center selection is a function of the distance of the event center from 

the beam field center. 

The nonsymmetrical event pattern for center-of-gravity calculations may 

be the result of nonsymmetry in the event pattern, or the result of a small beam 

field with a geometric center different from the event center.   The loss of pat- 

tern symmetry from using a limited noncentered beam field is illustrated in 

Figure 3-49.   In this example, the beam field represents an area in inverse 

velocity space covered by 255 close-packed event beams (diameter of . 0024 

seconds per kilometer).   For a 1 Hz signal, both 6 dB side-lobes are not in- 

cluded within the beam field.   Lower frequency signals would be even more 

severe, since the loss contours would move out proportionately while the size 

of the beam field would remain constant.   A similar beam field containing 1000 

beams would not cover both 6 dB side-lobes of a 0.5 Hz signal.    This sug- 

gests a pedestal to set all beams with values below a specified loss level to 

zero, and/or the requirement of an iterative process to position the beam field 

center nearer the event center.   As a demonstration of the error resulting from 

a nonsymmetrical event pattern within the beam field, Figure 3-50 shows the 

center of gravity as a function of time for Longshot, with the beam field of 

151 beams centered at the event center; Figure 3-51 shows the center of gravity 

as a function of time for Longshot, with a beam field of 255 beams centered 

3 beam positions away from the event center (same as illustrated in Figure 3-49.) 

Figure 3-51 also shows the radius of gyration about the center of gravity and 
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Figure 3-49.   Beam Pattern of Full LASA Array 
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Figure 3-50.   Longshor Beam Field of 151 Beams 
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the short-term average magnitude of the center event beam as functions of 

time. 

This initial experiment indicates that it may be possible to locate the 

event center within one event beam or less, using the center of gravity of the 

beam pattern.   The change in the radius of gyration about the center of gravity 

resulting from the event arrival was not so significant as originally anticipated. 

Although modifying the number of beams in the beam field may increase the 

change in the radius of gyration, another method for detecting the event arrival 

may be required.   Additional analysis on a sufficiently large statistical sample 

of events must be performed to examine the errors from both nonsymmetrical 

event patterns and noise, before any conclusion about the use of the center of 

gravity and the radius of gyration to select the event center can be drawn. 

3-142 



Section 4 

DATA ANALYSIS PROGRAMS 

This section gives a general description and a flow chart for each of the 

Data Analysis programs developed during this study. 

The programs are generally written in FORTRAN IV and are easily 

adaptable for processing on various machines.   Although some of the programs 

are written specifically for the IBM System/360, the majority are currently 

being executed on an IBM 7090 under the IBSYS Operating System. 

The IBSYS tape unit assignments used for the IBM 7090 programs are 

FORTRAN 
Logical Unit Mode Physical Unit 

1 BIN A3 

2 BIN B3 

3 BIN A4 

4 BIN B4 

5 BCD A2 

6 BCD Bl 

7 BIN Bl 

8 BCD A5 

9 BCD A3 

10 BCD B3 

11 BCD A4 

12 BCD B4 

13 BIN A6 

14 BIN B2 
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FORTRAN 
Logical Unit Mode Physical Unit 

15 BIN A5 

16 BCD A6 

17 BCD B2 

The standard IBSYS system input/output assignments are 

System Unit Physical Device 

SYSLB1 Al 

SYSIN1 A2 

SYSUT1 A3 

SYSUT3 A4 

SYS OU1/OU2/PP1 Bl 

SYSLB2/CK2 B2 

SYSUT2 B3 

SYSUT4 B4 

Several of the programs generate magnetic tapes in a format suitable for 

off-line plotting.   These tapes are always generated on tape unit A6 of the 

IBM 7090 and recorded at 200 BPI on a 1200-foot reel.   These recording re- 

strictions are imposed by the off-line Calcomp plotting systems (Models 563 

and 565) used. 
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4.1     LASA TAPE EDIT (Figure 4-1) 

Purpose 

This program converts LASA raw data tapes into IBM 7090 FORTRAN IV 

compatible binary tapes.   All 651 channels present in the raw data tapes, or any 

part thereof, may be selected for editing. 

Description 

Input 

Program input consists of edit processing control cards and from one to 

three LASA raw data tapes. 

Card Input.   The control cards are used to indicate to the program the 

number of (1) records to be skipped before initiating the editing process, (2) 

records to be edited, (3) channels to be edited, (4) LASA raw data tapes to be 

mounted, their respective names and reel numbers, and (5) each channel to be 

edited.   Card inputs are 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-6 16 NRSKP 4000 

7-12 16 NRED 6600 

13 - 18 16 NCH 525 

19 - 24 16 NOTAPE 3 

31 - 36 A6 NAME (1) Tape 1 

43 - 48 A6 NAME (2) Tape 2 

55 - 60 A6 NAME (3) Tape 3 

where 

NRSKP Number of records to skip before editing (each record 
contains data for two sample periods) 

NRED Number of records to edit 
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NCH Number of channels to edit 

NOT APE       Number of input tapes 

NAME (I)      Six-character tape description 

Data Card 2- -N 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 ICH (I) 1 

6-10 15 ICH(I) 

• 

2 

66 - 70 

• 

15 ICH (I) 14 

where 

ICH(I)     Specifies channels to be edited.   Fourteen channel numbers are 
recorded per card so the number of data cards required is 
directly related to the number of channels. 

Tape Input.   Each LASA raw data tape is a binary tape recorded at 800 BPI 

and composed of 18-bit words with extended sign and odd parity.   Negative num- 

bers are in two's-complement notation.   A record on a raw data tape consists of 

(1) a four-word header containing the date-time data, (2) two frames each con- 

taining 651 words representing one data sample from each of the 651 channels, 

and (3) a seismometer status trailer, when required.   All trailer data is ignored 

during the editing process.   The raw data tapes must be mounted in the following 

order: 

One Reel Unit A4 

Two Reels        First B3, Second A4 

Three Reels    First A3, Second B3, Third A4 

Computation 

Each record on the raw data tapes is unpacked and placed in individual 

IBM 7090 words.   The data channel values (seismometers) are converted to 

floating-point notation.   The data is then arranged in memory for subsequent 

recording. 
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Output 

Program output consists of an off-line printout and as many FORTRAN 

compatible LASA edit tapes as are required during the editing process. 

Printed Output.   The off-line printout lists all the information supplied on 

the input control cards.   It contains the (1) number of logical records on the 

output LASA edit tapes, (2) raw data tape record numbers where read checks 

occurred, if any, (3) locations of unexpected end-of-files on the raw data tapes 

encountered before the specified number of records are edited, and (4) data 

from the header record written on the first LASA edit tape as described below. 

Tape Output.   Each LASA edit tape from unit B4 is a high-density (800 

BPI) tape with each data word 36 bits in length.   Each logical record on a LASA 

edit tape will consist of from 1 to 651 data words.   Because these logical 

records are written in FORTRAN, each will be subdivided into physical records 

of no more than 256 words.   The first logical record is a header record which 

contains in consecutive order the year, day, hour, minute, second, and milli- 

second of the first data sample record which follows the header; it also contains 

the number of edited channels and their respective channel numbers.   The 

header words are in fixed-point form.   Each logical record which follows the 

header record consists of a floating-point data sample for all the channels 

selected for editing.   As raw data tapes are recorded, four data samples are 

lost during reel switching.   To compensate for these lost records, four logical 

records of the last available data will be recorded when an end-of-file is reached 

on all but the last raw data tape. 

Program Interaction 

The edited tapes generated by this program form the input for the Subarray 

Beamformer (SABF) and Seismometer Power programs. 
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Program Restrictions 

This program expects only one end-of-file per LASA raw data tape. 

Because LASA raw data tapes do not contain a year in their header, an NYEAR 

card must be inserted in the Read 1 Subroutine.   The present deck has NYEAR ; 

1966. 

Comments 

This program is designed for the IBM 7090 computer under IBSYS 

supervision and is written in FORTRAN IV and MAP.   All reading is done by 

Library IOCS and writing by FORTRAN IV. 
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Figure 4-1.   LASA Tape Edit (Sheet 1 of 2) 
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Figure 4-1.   LASA Tape Edit (Sheet 2 of 2) 
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4. 2     SIGNAL-TO-NOISE RATIO (Figure 4-2) 

Purpose 

This program constructs a LASA data tape containing a specified number 

of noise samples; these samples are followed by a specified number of signal 

samples, each of which has been multipled by a unique scaling factor and added 

to a noise sample. The overall effect is the generation of a magnetic tape con- 

taining an event in which the signal-to-noise ratio can be controlled. This tape 

is then available for processing through pertinent data analysis programs. 

Description 

Input 

The program reads a LASA edit tape from unit B3 and extracts segments 

of noise samples and signal samples.   If multiple input tapes are used, they 

are mounted alternately on units B3 and A3.   Control cards provide the 

capability to choose precisely the portions of noise and signal samples to be 

used by the program in generating a pseudo-event tape with a known signal-to- 

noise ratio.   Scaling factors for each seismometer present on the input tape are 

provided by card input. 

Card Inputs 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 NCH 525 

6-10 15 NSKP 1000 

11 - 15 15 NNOISE 6000 

16 - 20 15 NMSKP 5 

21 - 25 15 NSIG 3000 

30 - 35 A5 NID 1/4 

36 - 40 15 NREEL 2 
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Card 
Column 

45 - 50 

Field 
Specification 

A5 

Variable 
Name 

NBLNK 

Sample 
Value 

EVENT 

where 

NCH Number of channels on input reel(s) 

NSKP Number of noise samples to skip 

NNOISE Number of noise samples to use 

NMSKP Number of samples to skip between noise and signal 

NSIG Number of signal samples (NSIG <  NNOISE) 

NID Scaling factor identification 

NREEL Number of input reels 

NBLNK Signal data identification 

Data Card 2 

Card 
Column 

Field                      Variable                    Sample 
Specification                   Name                         Value 

1-5 15 NOSF 525 

where 

NOSF        Number of scaling factors that follow on subsequent card(s) 

Data Card 3-N 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-14 F14.0 BSI(I) .25 

15 - 28 F14.0 BSI(I) .25 

57 - 70 F14.0 BSI(I) 25 
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where 

BSI(I)        Scaling factor for the Ith channel.   Five scale factors are 
recorded per card so the number of data cards required is 
directly related to the number of channels. 

Computation 

The program skips noise on the LASA edit input tape to a specified sample 

period.   It then reads noise samples and immediately writes them onto the output 

reel, until the point at which the signal is to be added to the noise samples is 

reached.   The noise from this point to the last of the specified noise samples 

is read and written on an intermediate tape.   The edit reel is then positioned, 

if necessary, to the first signal sample. 

The scaling process is then begun and entails the following for each 

channel:  read a signal sample; read a noise sample from the intermediate 

tape; multiply the signal by the appropriate scale factor; add the noise sample; 

and write the scaled signal plus noise value onto the output tape.   This process 

is continued for the desired number of signal samples. 

Output 

Output tapes are written on unit B4 in the same format as the input tapes, 

and contain the same number of channels.   The intermediate tape is on unit A4. 

Program Interaction 

The input and output tapes are in the LASA edit format.   Therefore, 

signal-to-noise ratio can be adjusted on any tapes of that format. 

Program Restrictions 

Each channel (seismometer) must have a distinct scaling factor.   If there 

are more channels than scaling factors, the remaining channels will be scaled 

by a factor of one. 
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The number of noise samples must be greater than the number of signal 

samples. The difference will be the number of noise samples at the beginning 

of the output tape. 

Comments 

This program is written in FORTRAN IV and MAP for the IBM 7090. 
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Figure 4-2.   Signal-to-Noise Ratio 
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4. 3     INVERSE VELOCITY SPACE-MAPPING (Figure 4-3) 

Purpose 

This program prepares inverse velocity space maps of the world land 

areas and seismic zones and lines of constant geocentric latitude and longitude. 

Description 

Input 

Two forms of input acceptable are (1) Mode 0—Initial latitude and 

longitude coordinates and an incremental value for each to generate coordinate 

lines for inverse velocity space-mapping, or (2) Mode 1—Pairs of latitude and 

longitude to be mapped into inverse velocity coordinates. 

Card Inputs (Mode 0) 

Data Card 1 

Card 
Column 

Field 
Specification 

II 

Variable 
Name 

MODE 

Sample 
Value 

where 

MODE        Equal to 0 for mode 0 

Data Card 2 

Card 
Column 

Field 
Specification 

II 

Variable 
Name 

Sample 
Value 

where 

Number of title cards to be printed on plot (limited to a 
maximum of 9 cards) 
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Data Card 3 

Card                           Field 
Column                  Specification 

Variable 
Name 

Sample 
Value 

1-48                          8A6 BCD(l) - 
BCD (8) 

TITLE 

The comment in columns 1-48 will be the title on the Calcomp plot.   Up to 
9 cards may be provided at this point. 

Data Card 4 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-9 F9.4 PHIO -106.221 

10 - 18 F9.4 THETAO 46.6886 

19 - 27 F9.4 RE 6370. 

28 - 31 F14.0 A 13528. 

32 -45 F14.0 B -46116. 

46 - 59 F14.0 C -100000. 

60 - 61 12 KON 0 

62 - 63 12 IRAN 0 

where 

PHIO Longitude of receiver location in degrees (PHIO is negative if 
West) 

THETAO   Latitude of receiver location in degrees (THETAO is negative if 
South) 

Radius of the earth in kilometers RE 

A, B, C 

KON 

IRAN 

Constants in quadratic equation relating range and inverse 
phase velocity 

= 0, write out inverse phase velocity and azimuth 
<0, write out the x and y components of inverse phase velocity 

= 0, omit range in printout 
^ 0, include range in printout 
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where 

Data Card 5 

Card Field 
Column Specification 

1-4 F4.3 

5-8 F4.3 

WMAX Maximum value of ii 

WWN Minimum value of in 

Data Card 6 

Card Field 
Column Specification 

1-9 F9.4 

10 - 18 F9.4 

19 - 22 13 

Variable 
Name 

WMAX 

WMIN 

Sample 
Value 

.1 

.03 

Variable 
Name 

PHI1 

DELPHI 

NPHI 

Sample 
Value 

- 180 

5 

64 

where 

PHI1 Initial longitude value in degrees 

DELPHI    Longitude increment in degrees 

NPHI Number of longitude values to be used (must be multiple of 18) 

Data Card 1 t 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-9 F9.4 THETA1 -90 

10 - 18 F9.4 DELTHT 5 

19 - 22 13 NTHETA 32 

where 

THETA1   Initial latitude value in degrees 

DELTHT   Latitude increment in degrees 

NTHETA  Number of latitude values to be used 
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Mode 1 accepts as input a magnetic tape which was provided by the US 

Navy Oceanographic Office; this tape contains world map latitude and longitude 

coordinates to help prepare an inverse velocity space map, and must be 

mounted on FORTRAN logical unit 8. 

Card Inputs (Mode 1) 

Data Card 1 

Card 
Column 

Field 
Specification 

II 

Variable 
Name 

MODE 

Sample 
Value 

where 

MODE 1 for Mode 1 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-9 F9.4 PHIO -106.221 

10 - 18 F9.4 THETAO 46.6886 

19 - 27 F9.4 RE 6370. 

28 - 31 F14.0 A 13528. 

32 - 45 F14. 0 B -46116. 

46 - 59 F14.0 C -100000. 

where 

PHIO Longitude of LASA in degrees (PHIO is negative if West) 

THETAO   Latitude of LASA in degrees (THETAO is negative if South) 

RE Radius of the earth in KM 

A, B, C     Constants in quadratic equation relating range and inverse 
phase velocity 
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where 

Data Card 3 

Card Field 
Column Specification 

1-4 F4.3 

5-8 F4.3 

| 

WMAX Maximum value of ir 

WMIN Minimum value of in 

Data Card 4 

Card Field 
Column Specification 

Variable 
Name 

WMAX 

WMIN 

Sample 
Value 

.1 

.03 

1-5 15 

Variable 
Name 

NBR 

Sample 
Value 

999 

where 

NBR Number of latitude-longitude pairs to be read from input tape 
(choose NBR = 999 for the coordinate tape from US Navy 
Oceanographic Office) 

Data Card 5 

Card 
Column 

1-3 

Field 
Specification 

13 

where 

Variable 
Name 

IPNT 

Sample 
Value 

50 

IPNT Program generates output for every IPNTth point transformed 
into an inverse phase velocity map 

Computation 

The equations used in the program are discussed in Appendix A of the 

Second Quarterly Technical Report (reference 3). 
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Output 

Both Mode 0 and Mode 1 produce a printout with the following variables: 

PfflO, THETAO, RE, A, B, C (input variables described in the 
input portion of this program writeup). 

If C = 0, the header also contains 

WM   Inverse phase velocity corresponding to the largest range 
obtainable from the equations in Section A. 2.1 of the 
Second Quarterly Technical Report. 

RM    Largest possible range from the same equation. 

WO    Inverse phase velocity for range = 0 according to the same 
equation. 

WM, RM, WO are useful for checking values of A, B, and C. 

Mode 0 also records longitude values down the page and latitude values 

across the page.   As noted in the input section of this program writeup, values 

for range will be printed if IRAN ^ 0.   If KON = 0, the magnitude and azimuth 

of inverse phase velocity will be recorded.   If KON< 0, the (x, y) component 

values of inverse phase velocity will be recorded. 

Mode 1 also records values of longitude, latitude, range in km., magni- 

tude and azimuth of inverse phase velocity, and (x, y) component values of 

inverse phase velocity for every IPNTth point transformed. 

Both Mode 0 and Mode 1 generate a Calcomp plot tape. 

Program Interaction 

None 

Program Restrictions 

Internal looping of the program requires the total number of lines of 

latitude formed to be a multiple of 18.   There is no restriction on the number 

of longitude lines formed. 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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Read L = 
Number of 
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Read: 
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A, B, C, 
IKON, IRAr, 

Read: 
WMAX 
WMIN 

Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 1 of 6) 
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Compute: 

WM,  KM, WJ 

Write: 

A,B,C,WM,y 
RM, WO 

1 No 

\ Read / 
\*1 , Ad), Nd> / V, ,, Af), 7 

LOOP = 
NTHETA/18 

I   =   1 

Write Out 
Heading for 

^181 17 Toi 
9 181 

JJ = 0 

d.= d>1 + JJ(Ad>) 

KK =0 
6 

Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 2 of 6) 
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3 
e = e] + KK(A0) 

1 
Compute: 

RCOS, RPRIME, 
R, RANGE, 

AZI, W, J, V 

1 
KK = KK + 1 

C    KK > 181      > 
No 

Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 3 of 6) 
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Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 4 of 6) 
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Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 5 of 6) 
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© Compute: 
RCOS, RPRIME, 

R, RANGE, 
AZI, U, V 

0    0 

^Write:   NPOINT, 
\<f>, 6, RANGE,/ 

W, AZI, U, 

MNT = MNT+1 
KK    =KK + 1 

NPOINT^ 
NPOINT+ 1 

Generate 

Tape of 
Coordinates 

KK = 1 

Yes 

Figure 4-3.   Inverse Velocity Space-Mapping (Sheet 6 of 6) 
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4.4     FILTER COEFFICIENT (Figure 4-4) 

Purpose 

This program generates recursive filter coefficients for a given lowpass, 

highpass, bandpass, or bandreject Butterworth or Tschebyscheff filter; it has 

the option of calculating a frequency response, an impulse response of both the 

filter transfer function and its denominator, and corresponding bias and 

variance coefficients.   The frequency response and impulse response can also 

be plotted. 

Description 

Input 

The desired filter variables (type, kind, order) must be specified with 

sampling rate and center and/or cutoff frequencies. 

Card Inputs 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1 11 LCI 3 

2-11 F10.5 Fl 0.7 

12-21 F10.5 F2 1.4 

42-51 F10.5 FS 10.0 

57-61 F5.3 RT 0.5 

62-67 A6 TYPE BP-TE 

68-70 13 K 1 

71-72 12 NCF 5 

where 

LCI 1/2/3 condition.   LP filter (Fl input)/HP filter (F2 input)/BP or 
BR filter (Fl and F2 input) 

Fl Frequency (see LCI) 

F2 Frequency (see LCI) 

FS Sampling rate (Hz) 
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RT Ripple on Tschebyscheff filter (dB) 

TYPE       Alphameric filter description 

K Filter order 

NCF (Optional) Calculate coefficients for order K through NCF.   If 
NCF is blank, only coefficients for order K will be computed. 

Data Card 2 

Card 
Column 

1-5 

6-10 

11-15 

16-20 

21 

22 

23-27 

28-32 

33-40 

Field 
Specification 

F5.0 

15 

F5.0 

15 

II 

II 

F5.0 

F5.0 

F8.0 

Variable 
Name 

GAPS 

IPLOT 

ALPHA! 

MERROR 

KIMPLS 

IMPPLT 

QBITS 

DELTAH 

RHO 

Sample 
Value 

0.1 

1 

1 

1 

where 

GAPS (Optional-Call FREQR) 0/Value condition.   Do not calculate 
full frequency response/Give frequency response incrementing 
frequency between calculations by GAPS. (Note: IMPLS must 
be called if FREQR is to be called.) 

IPLOT (Optional-Call FRQPLT) 0/1 condition.   Do not write plot tape 
for frequency response/Write plot tape for frequency response. 
Tape should be mounted on A6 at 200 BPI (ring in).   (Note: 
FREQR must be called if FRQPLT is to be called.) 

ALPHAI      0/Value condition.   Use ALPHAI = 5.0 set by program/Over- 
ride program value with ALPHAI. 

MERROR     0/Value condition.   Use MERROR = 25 as set by program/ 
Override program value with MERROR.   (Note: ALPHAI and 
MERROR determine how far the impulse response is carried 

out.   The larger value of MERROR or (ALPI^I) (Fs) is used 

where F   is sampling rate and F = Fl for lowpass filter, F2 
s 

for highpass filter, and/ Fl * F2 f°r bandpass or bandreject 
filter. 
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KIMPLS    (Optional-Call IMPLS) 0/1 condition.   Do not calculate 
impulse response/Calculate impulse response. 

IMPPLT   (Optional) 0/1 condition.   Do not write tape to be used by 
Impulse Response Plot program/Write tape for use by Impulse 
Response Plot program.   Tape should be mounted on B2 at 800 
BPI(ringin).   (Note:  IMPLS must be called if tape is to be 
written.) 

QBITS       0/Value condition.   Use QBITS = 27 (Number of bits in floating 
numbers)/Override program value with QBITS. 

DELTAH  0/Value condition.   Use AH = 0.5/Override program value with 
AH = DELTAH. 

RHO 0/Value condition.   Use p = . 001/Override program value with 
p = RHO. 

Computation 

The computations are discussed in Section 3.7 of this report. 

Output 

This program produces for off-line printout the a [A(N)] and b[B(N)] filter 

coefficients and an abbreviated frequency response [20 Log H (db)] with phase 

angle [H(DEG)] for the filter.   When the option for an expanded frequency re- 

sponse is exercised, the frequency response of the roundoff spectrum [S(dB/HZ)] 

and denominator coefficients [-20 Log B (dB)] is also printed.   When the option 

for an impulse response is exercised, the time in seconds (M/FS) and the im- 

pulse response of the filter coefficients [C(M)] and denominator coefficients 

[D(M)] are printed. 

Program Interaction 

Filter coefficients generated by this program are used in the recursive 

filter in the Subarray Beamformer (SABF) program. 
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Program Restrictions 

Subject to precision requirements, this program is limited to order 20 

for lowpass and highpass filters and limited to order 10 for bandpass and 

bandreject filters. 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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Figure 4-4.   Filter Coefficient (Sheet 1 of 3) 
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Figure 4-4.   Filter Coefficient (Sheet 2 of 3) 
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Coefficient 21 

IMPLS 
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Impulse Response 
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Write Binary Tape 
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Coefficient 25 
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Coefficient 28 

Figure 4-4.   Filter Coefficient (Sheet 3 of 3) 
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4.5     SUBARRAY BEAMFORMER (SABF) (Figure 4-5) 

Purpose 

This program produces subarray beams which can be used for further 

processing.   The program calculates a variable number of subarray beams 

for all subarrays for which seismometer data is available on the input tape. 

In addition, the option to pass the beams through a digital filter is provided, 

and the point at which each of the beams exceeds a prescribed threshold is 

computed and recorded. 

Description 

Input 

A LASA edit tape is the main input to the SABF program.   In addition to 

this, seismometer data, control parameters, digital filter parameters, and 

time delays form other inputs. 

Card Input 

Data Card 1 

where 

Card 
Column 

1-5 

6-10 

11-15 

16-20 

21-25 

26-30 

NRSKP 

NRPRO 

NSUB 

Field 
Specification 

15 

15 

15 

15 

15 

15 

Variable 
Name 

NRSKP 

NRPRO 

NSUB 

NSBCH 

NBPSA 

IPHST 

Sample 
Value 

1750 

3280 

21 

25 

1 

21 

Number of logical records to be skipped before processing 

Number of logical records to be processed 

Number of subarrays on input tape (NSUB ^ 21) 
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NSBCH        Number of seismometers per subarray on input tape 
(NSBCH £ 25) 

NBPSA        Number of beams to be formed for each subarray (NBPSA <. 6) 

IPHST Number of past history records to be maintained for beam- 
forming (IPHST ^ 21) 

Data Card 2 

Card 
Column 

1-5 

6-10 

11-15 

16-20 

21-25 

26-30 

where 

LCFIL 

LCWCH 

LCWBM 

LCWTP 

ITHRES 

IBRATE 

Field 
Specification 

15 

15 

15 

15 

15 

15 

Variable 
Name 

LCFIL 

LCWCH 

LCWBM 

LCWTP 

ITHRES 

IBRATE 

Sample 
Value 

1 

0 

1 

0 

2400 

10 

=0, no filter is to be implemented 
=1, filter is to be implemented 

=0, seismometer input values not printed 
=1, seismometer input values printed 

=0, beam output values not printed 
=1, beam output values printed 

=0, process first data tape 
=1, read header from 1st tape, then mount 2nd tape to process 

Threshold value to be used on beams 

Rate (per second) at which beams are to be formed 

Data Card 3 

Card 
Column 

11-15 

26-30 

41-45 

Field 
Specification 

15 

15 

15 

Variable 
Name 

NCENT 

NRING(l) 

NRING<2) 

Sample 
Value 

1 

0 

1 
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Card 
Column 

56-60 

71-75 

where 

NCENT 

Field 
Specification 

15 

15 

Variable 
Name 

NRING(3) 

NRING(4) 

Sample 
Value 

1 

1 

=0, delete all center seismometers from beamforming process 
=1, use all center seismometers in beamforming process 

NRING(I)     =0, delete B, C and D, E and F, G and H ring of all subarrays 
from the beamforming process (respectively, 1 = 1, 4) 

=1, use B, C and D, E and F, G and H ring of all subarrays in 
the beamforming process 

Data Card 4A 

Card 
Column 

11-15 

Field 
Specification 

15 

Variable 
Name 

NSPEC 

Sample 
Value 

where 

NSPEC Number of specific individual seismometers to be deleted 
from the beamforming process. 

Data Card 4B (Necessary if NSPEC > 0) 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-15 15 NSEIS(I)I=1 17 

16-20 

• 

15 NSEIS(I)I=2 38 

56-60 15 NSEIS(I) 1= 
NSPEC 

521 

where 

NSEIS       Specific seismometer to be deleted from the beamforming 
process. Ten seismometer channel numbers are recorded on 
each card so the number of cards required is directly related 
to the number of individual seismometers to be deleted (NSPEC). 
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Data Card 5 (Necessary if LCFIL ^ 0) 

Card 
Column 

1-54 

Field 
Specification 

54H 

Variable 
Name 

(Type of 
Filter) 

Sample 
Value 

Butter- 
worth B-P 
.9-1.4 
10Hz 3rd 
order 

where 

(Type of Filter) 54-character description of type of filter to be 
implemented 

Data Card 6 (Necessary if LCFIL 4 0) 

Card 
Column 

Field                         Variable 
Specification                      Name 

Sample 
Value 

1-5 15                                  NP 6 

6-20 E15.8                                 A0 0.14891068E-02 

21-35 E15.8                                 BO 0.10000000E+01 

where 

NP     Degree of filter—number of cards required to contain the coefficients 
required for an NP degree filter 

where 

A0 First numerator filter coefficient 

BO First denominator filter coefficient 

Data Card 7 (Necessary if LCFIL ^ 0) 

Card                          Field 
Column                  Specification 

Variable 
Name 

Sample 
Value 

1-15 E15.8 A(m) 0. 053E+01 

16-30 E15. 8 B(m) -0.42633238E 01 

A(m) Numerator filter coefficient 

B(m) Denominator filter coefficient 
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Data Card 8 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-3 13 ITD(J, L) 4 

4-6 13 ITD( J, L) 5 

73-75 13 ITD( J, L) 

where 

ITD(J, L)     Time delay for the Lth seismometer available on the input 
tape for the Jth beam. 

Since there are 25 time delays provided per card, the number of cards required 

is directly related to the number of seismometers available and the number 

of beams to be formed. 

Tape Input.   The input tapes must be of LASA edit format, and the first 

tape mounted on physical unit B2 must have a standard edit format header.   If 

the data to be processed begins on a tape which does not have a header, a 

header tape must be mounted initially and the input variable LCWTP set equal 

to one.   In this situation the header record is read from the first tape, and 

then a program pause occurs so that the desired tape may be mounted. 

Computation 

Three main calculations are present in the SABF program—beamforming, 

filtering, and thresholding. 

Beamforming.   The computation involved in the beamforming process 

in SABF is represented by 

x  NSBCH 
(4.1) 
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where 

Ij Number of seismometers with weights equal to 1 in jth subarray 

i ith seismometer 

j jth subarray 

k kth beam 

t Current sample time 

N..t Time delay for ith seismometer for the kth beam in the jth 
subarray 'ijk 

fij LASA edit data from the ith seismometer in jth subarray 

wt.. Weight for the ith seismometer in the jth subarray (equal to 
J either one or zero and used to delete individual seismometers 

from beam sums) 

B., (t) Resultant subarray beam for the kth beam in the jth subarray 

NCH Number of seismometers per subarray 

As indicated in the equation, each beam formed represents a delayed 

sum of weighted seismometers for a particular subarray.   This process is 

repeated, using a different set of time delays, for each beam formed in that 

subarray, and then repeated for the total number of subarrays present.   The 

number of beams formed, then, is the product of j and k. 

Recursive Filtering.   The computation involved in the recursive filter- 

(4.2) 

ing process in SABF is represented by 

i 

P 
Gjk(t) = £ ajk<p> • v-p> • 

p=o 

P 

•E 
p=l 

bjk(P) • Gjk(t-p) 

where 

P Degree of the filter 

j jth subarray 

k kth beam 

t Current time sample 

ajk(P) Filter coefficients 

bjk(p) Filter coefficients 
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B., (t-p)    kth beam formed in the jth subarray at sample time (t-p) 

G., (t-p)    kth filtered beam formed in the jth subarray at sample time 
jK (t-p) 

As the equation indicates, the filtering is performed on the beams formed in 

SABF.   Each beam formed is passed through the same digital filter, and a 

resultant filtered beam value, G.,(t), for the current time period is produced. 

Thresholding.   Each beam and filtered beam in SABF is compared with 

a threshold value provided as input to the program to determine when the 

threshold is first exceeded.   The logic is similar to that incorporated within 

the Threshold Time Delay program.   The threshold information is required by 

other programs. 

Output 

Both printed output and magnetic tape output are produced by SABF. 

Printed Output.   Hard-copy results of this program include such pertinent 

run parameters as event identification, seismometers used and deleted, num- 

ber of samples processed, number of beams formed, beamforming rate, delays 

used in beamforming, filter parameters (if used), and points at which the un- 

filtered beam and filtered beam values exceeded a threshold.   The option also 

exists to print the center seismometer and beam values obtained throughout 

the process. 

Tape Output.   A tape consisting of a header of pertinent execution 

parameters followed by all unfiltered beam and filtered beam values generated 

is produced for use by other programs.   This tape also includes the value of the 

center seisometer in each subarray for each sample period considered in the 

processing.   The logical format of the tape is presented on a sample time 

basis.   The center seismometer and unfiltered beams make up one FORTRAN 

logical record; filtered beams, if produced, make up the next FORTRAN 

logical record. 
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Program Interaction 

This program requires a LASA edit tape generated by the LASA Tape 

Edit program.   The filter coefficients used are obtained from the results of 

the Filter Coefficient program.   The time delays used are provided by the 

Threshold Time Delay program.   The magnetic tape output serves as input to 

the LASA Beamformer (LBF) program and to the SABF Power program.   The 

points at which the threshold is exceeded are also used in both of these 

programs. 

Program Restrictions 

Data restrictions imposed on this program are 

Maximum number of seismometers per subarray 25 

Maximum number of beams formed per subarray 6 

Highest filter degree 6 

Maximum time history of seismometer (sample periods)     21 

The above data restrictions can be circumvented for individual computer runs 

if tradeoffs with other data restrictions are effected. 

Specific seismometers to be deleted must be in ascending order 

numerically when entered on the data cards. 

Comments 

This program is written in FORTRAN IV except for the subroutine which 

reads the LASA edit tape.   This read routine is written in IBM 7090 MAP 

language.   The program currently runs on the IBM 7090 under control of the 

IBSYS monitor. 
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Figure 4-5.   Subarray Beamformer (SABF) (Sheer 1 of 5) 
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Figure 4-5.   Subarray Beamformer (SABF) (Sheet 2 of 5) 
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f       SABFB        J 

I 

BEAM (J, K) 
NSBCH 

«jj    2      Fl (I, J, N (I, J, K) )   •   WT (I, J) 
SUBWTl(J)   \Z] 
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SABFF 

SEIS(J)  =   Fl (I, J, ILINE) 

Write Center 
Seismometer 

and SABF 
Beams 

Figure 4-5.   Subarray Beamformer (SABF) (Sheet 3 of 5) 
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f       SABFF       J 

NPM1 = NP - 1 

NPP1 = NP + 1 

SUM = AO * BSUM 

FBEAM(K, J)  =  SUM/SUBWTKJ) 

SUM = SUM +  BBEAM (K, J, L) * A(L) 
- AFBEAM (K, J, L) * B (L) 

BBEAM (J, K, 1)  =   BSUM 

AFBEAM (J, K, 1) =   SUM 

M = NPP1 -L ( Return J 

BBEAM (K, J, M) = BBEAM (K, J, M-l) 

AFBEAM (K, J, M) = AFBEAM (K, J, M-l) 

Figure 4-5.   Subarray Beamformer (SABF) (Sheet 4 of 5) 
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Figure 4-5.   Subarray Beamformer (SABF) (Sheet 5 of 5) 
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4. 6     LASA BEAMFORMER (LBF) (Figure 4-6) 

Purpose 

This program forms a central LASA beam and its associated neighboring 

beams; they will be available for further processing. 

Description 

Input 

The output tape generated by the Subarray Beamformer (SABF) program 

containing unfiltered and optionally filtered subarray beam values is the primary 

input to this program.   In addition to this beam tape, the time delays required 

to form the central and neighboring beams for either the unfiltered or filtered 

case are supplied by card input. 

Card Input 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-15 15 IPHIST 190 

23-30 15 NRTBP 2000 

41-45 15 ITHRES 2400 

56-60 15 IFTHRS 2400 

71-75 15 IOPTN 500 

where 

IPHIST        Maximum number of past beam samples necessary for LASA 
beamforming (IPHIST £ 190) 

NRTBP       Number of input records to process (if = 0, NRTBP = NRPRO- 
ISKIP where NRPRO is the number of records available on 
the input tape) 

ITHRES      Unfiltered beam threshold values 

IFTHRS       Filtered beam threshold values 
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IOPTN =0, do not print LASA beams 
>0, print beam values for IOPTN time samples 
=-1, print all beams formed for all time samples 

where 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-15 15 ISKIP 1200 

26-30 15 LBRATE 10 

41-45 15 LSADEL 2 

ISKIP Number of sample periods to skip before processing 

LBRATE Beamforming rate 
(must be less than 

per second (10 or 5) 
or equal to SABF tape rate) 

LSADEL Subarray deletion 1 ogic switch 
=1, no deletion of subarray beams from beamforming 
=2, deletion of outer ring of subarray beams from beamforming 

(F ring deleted) 
=3, deletion of the two outer ring subarray beams from beam- 

forming (F and G ring deleted) 

Data Card 3 

Card 
Column 

7-18 

25-36 

42-45 

51-54 

Field 
Specification 

F12.6 

F12.6 

14 

14 

Variable 
Name 

Sample 
Value 

UX 0.057493 

UY -0.038521 

IM 3 

IN 5 

where 

UX 

UY 

IM 

IN 

Inverse velocity space X coordinate for the beam defined by the 
time delays on the following card(s) 

Inverse velocity space Y coordinate for the beam defined by the 
time delays on the following card(s) 

Incremental subscript identification of coordinates 

Incremental subscript identification of coordinates 
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Data Card 4 (Necessary if preceding UX < 99999.0) 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 ITD (I, M) M=l 178 

6-10 15 ITD(I,M)M=2 205 

65-70 15 ITD (I, M) M= 
NSUB 

1=1 to NBPLA 

56 

where 

ITD(I,M) Time delay for ith subarray for forming LASA beams (for 
filtered time delays the variable name is IFTD (I,M), and 
NBPLA would be replaced by NFBPLA) 

The reading of a data card type 3 with a UX value greater than or equal 

to 99999.0 signals the end of the reading of unfiltered time delays.   The second 

such card terminates the reading of filtered time delays.   A deck of time delays 

may be used for the generation of either unfiltered or filtered LASA neighboring 

beams.   Their placement in relationship to the "99999. 0 UX cards" clearly 

signals which type of beam is to be formed.   Core restrictions prevent the 

formation of both unfiltered and filtered beams during the same production run. 

Computation 

The beamforming process performed by this program is the same as the 

SABF program beamforming process except that instead of the time delayed sum 

of seismometer channels, the LASA beams are formed by a time delayed sum of 

subarray beam channels. The process is performed first for the central beam 

and then the neighboring beams, using the unfiltered or filtered input subarray 

beams. The decision to produce unfiltered or filtered beams is determined by 

the presence or absence of the respective time delays. 

The deletion of the one or two outermost rings of subarray beams from 

beamforming is done with a logic switch for each subarray.   The switch is 

tested before incorporating the subarray beam in the LASA beamforming process. 
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Additional processing provides the sample period in which each of the 

LASA beams formed first exceeds a prescribed threshold.   The largest 

absolute beam value computed is also determined. 

Output 

Both printed output and magnetic tape output are produced by LBF. 

Printed Output.   The printed control information and data from this 

program include the following:   output tape header data, logic control 

parameters, input and output beamforming rates, adjusted neighboring beam- 

time delays, beam values (if desired), thresholding points and values, and 

maximum absolute beam value computed. 

Magnetic Tape Output.   A tape consisting of a header of pertinent execution 

and data parameters followed by either unfiltered or filtered LASA beams for a 

desired number of samples is produced. 

Program Interaction 

The subarray beam input to this program will be supplied by the output 

tape generated by the SABF program.   The time delays for the neighboring 

beams will be supplied by the Neighboring Beam Time Delay Calculations 

program. 

The output of this program, the LASA beam tape, will serve as input to 

the LBF Power program, and will be used in the LASA beam pattern display 

process. 

Program Restrictions 

The total number of beams this program can form is restricted to 600. 

The maximum time history for each beam is 190 sample periods.   Because of 

the number of beams and the limits of core storage, separately compiled pro- 

gram decks for unfiltered and filtered LBF executions are necessary.   The 

SABF input tape must have been generated at a rate not exceeding 10 samples 

per second. 
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Comments 

The placement of the time delay control UX cards determines the type 

of beams (filtered or unfiltered) to be formed and is critical to the performance 

of the LBF.   The incorrect data deck placement for a program deck compiled 

for the other type of beam input will produce meaningless results. 

This program is written in FORTRAN IV for the IBM 7090. 
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Figure 4-6.   LASA Beamformer (LBF) (Sheet 1 of 3) 
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Figure 4-6.   LASA Beamformer (LBF) (Sheet 2 of 3) 
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BMFRL 
) 

BEAML(J) 
i     XNSUB 

2     BEAM (ILINE- ITDU, L) XNSUB L=l 

UFMAX - MAX I BEAML(J) 
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FMAX = MAX I FBEAML(J) 

f Return J 

Figure 4-6.   LASA Beamformer (LBF) (Sheet 3 of 3) 
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4. 7     NEIGHBORING BEAM-TIME DELAY (Figure 4-7) 

Purpose 

This program generates a set of time delays to form a close-packed 

system of beams in relation to a particular central beam being investigated. 

Description 

Input 

The primary input to this program is the location of the source of the 

event undergoing analysis.   This event location is approximated by the location 

(in inverse velocity space) of the center line of the best detection beam.   In 

addition, the arrival time of the wavefront of this event at a set of known 

locations (e.g., the center seismometer in each subarray of LASA) is needed. 

Card Input 

Data Card 1 

Card 
Column 

Field                          Variable                Sample 
Specification                      Name                    Value 

1-8 F8.3                                  X(I)                     0004.425 

9-16 F8.3                                  Y(I)                     -006.002 

where 

X(I)         X component of position of the Kth seismometer (or subarr 
center) in subarray I 

Y(I) Y component of position of the Kth seismometer (or subarray 
center) in subarray I 

Data card 1 is repeated for all 21 subarrays.   Each card will give coordinates 

of the Kth seismometer in a different subarray. 
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Data Card 2 

Card 
Column 

1 

2 

Field 
Specification 

II 

II 

Variable 
Name 

KPUNCH 

KPRINT 

Sample 
Value 

1 

1 

where 

KPUNCH     0/1 condition.   Do not punch output cards/Punch output cards. 

KPRINT       0/1 condition.    Print location (Ux, Uy) for each neighboring 
beam formed and those beams immediately outside the circle 
of selected area of detection beam uncertainty /Print location 
(Ux, Uy) only for those beams immediately outside the circle 
of selected area of detection beam uncertainty. 

Data Card 3 

Card                          Field 
Column                   Specification 

Variable 
Name 

R3DB 

Sample 
Value 

1-12                          F12.6 0.001200 

where 

R3DB        The 3. 0 dB radius of an event beam in (Ux, Uy) space 

Data Card 4 

where 

Card 
Column 

Field 
Specification 

Variable                 Sample 
Name                    Value 

1-12 F12.6 UXC                       0.05732 

13-24 F12.6 UYC                    -0.039163 

(UXC, UYC) Inverse-velocity space centerline location of the de 
beam 
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Data Card 5 

Card                          Field Variable Sample 
Column                 Specification Name Value 

1-12                         F12.6 RADCIR 0.013 

where 

RADCIR   Radius of circle of selected area of detection beam uncertainty 

Data Card 6 

Card 
Column 

1-12 

Field 
Specification 

F12.6 

where 

Variable 
Name 

XLST 

Sample 
Value 

8.0 

XLST An estimated time in seconds greater than any possible delay 
(equal to 1/2 maximum travel time across the array) 

Data Card 7 

Card 
Column 

5-9 

Field 
Specification 

F5.2 

Variable 
Name 

DELT(I) 

Sample 
Value 

-0.02 

where 

DELT(I)      Arrival time (seconds) at Ith subarray relative to arrival at 
center seismometer element 

Data card 7 is repeated for all 21 subarrays. 

Computation 

The equations used in this program are discussed in Appendix D of the 

First Quarterly Technical Report (reference 2) and Appendix E.8 of the Second 

Quarterly Technical Report (reference 3). 
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Output 

For each beam within the circle of the selected area of detection beam 

uncertainty (RADCIR), the centerline location of that beam (Ux, Uy) in inverse 

velocity space (in sec/km) and time delays in seconds required to form this 

beam are printed out.   The centerline locations for these beams immediately 

outside the circle of selected area of detection beam uncertainty and the total 

number of beams are also printed out.   For all delays to be of the same 

algebraic sign, as required by the LASA Beamformer program, the magnitude 

of the calculated first arrival for each neighboring beam must be smaller than 

the input value XLST. 

This program also provides punched output cards in the following format 

for use by other LASA programs. 

Card Output 

Output Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

7-18 F12.6 UX 0.057320 

25-36 F12.6 UY -0.039163 

42-45 14 M 6 

51-54 14 N -4 

where 

(UX, UY)     Centerline location of the neighboring beam in inverse 
velocity space 

M, N Incremental values on the centerline location of the detection 
beam in inverse velocity space 

Output Care [ 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 ID(2) 162 

6-10 15 ID(20) 165 
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Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

66-70 15 ID(10) 236 

Output Card 3 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 ID(ll) 115 

6-10 15 ID(16) 17 

31-35 15 ID(19) 278 

where 

ID(2), ID(20) ID(19)      Delays for subarrays 1 through 21, 
respectively 

Program Interaction 

The location in inverse velocity space of the centerline of the best 

detection beam, (Uxc, Uyc) is obtained from the output of the Least Squares 

Wavefront program.   The outputs of the Neighboring Beam Time Delay 

Calculation program are used by the LASA Beamformer (LBF) program and 

the Display Address Card program. 

Program Restrictions 

This program has been arbitrarily restricted to the use of arrival times 

at 21 known locations. 

Comments 

This program is written in FORTRAN IV for the IBM System/360.   Input 

arrival times are in order by rings.   Output delays are in standard LASA order. 
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Figure 4-7.   Neighboring Beam-Time Delay (Sheet 1 of 2) 
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Figure 4-7.   Neighboring Beam-Time Delay (Sheet 2 of 2) 
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4. 8     SEISMOMETER POWER (Figure 4-8) 

Purpose 

This program calculates both noise and signal power at the seismometer 

level for any particular event. 

Description 

Input 

The main input to the program is a LASA edit tape which includes all the 

seismometer channels which are to be analyzed.   This input tape is placed on 

unit B2. 

Additional inputs on data cards include parameters specifying the start- 

ing point and duration for both the noise and signal power analysis, and the 

relative event arrival times at each of the seismometers. 

Card Input 

Data Card 1 (Format 12A6)— Any comment in columns 1-72 will 

appear in the printout. 

Data Card 2 

Card Field Variable Sample 
Column Specification Name Value 

1-6 16 NCH 525 

7-12 16 NUMN 1700 

13-18 16 NUMS 100 

19-24 16 NBEGS -14 

25-30 16 NENDN 15 

31-26 16 KSKIP 1 

37-42 16 KSA 21 

43-48 16 KSEIS 25 

55-60 16 INPUT2 1 

61-66 16 KSPS 20 
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where 

NCH Number of channels (seismometers) on input tape 

NUMN       Number of noise samples to be processed 

NUMS        Number of signal samples to be processed 

NBEGS     Algebraic beginning of signal from threshold in number of 
samples (-number before threshold; + number after threshold; 
0 at threshold) 

NENDN     Samples from end of noise to threshold (nonalgebraic—must 
always be positive, or 0 when noise is to end at threshold) 

KSKIP       Number of samples skipped by the seismometer threshold 
program (add 1 to KSKIP if input tape contains header) 

KSA Number of subarrays on input tape 

KSEIS       Number of seismometers in one subarray 

INPUT2    For seismometer edit tape, INPUT2 must equal 1.   No other 
capability exists at this time. 

KSPS Samples/second on input tape 

Data Card 3 

Card 
Column 

1-14 

15-28 

29-42 

Field 
Specification 

E14.5 

E14.5 

E14.5 

Variable 
Name 

Sample 
Value 

CON 0.028E+00 

THN 2000. E+00 

THS 8192. E+00 

where 

CON 

THN 

THS 

Input values from tape are multiplied by CON to give desired 
dimensions (CON = . 028 for Pj[ = nanometers2/second2) 

Prints out and removes all glitches in noise portion larger than 
value of THN 

Prints out and removes all glitches in signal portion larger 
than value of THS 

(Set THN and THS = 0 if deglitching is not desired) 
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Data Cards 4 to 47 

All cards have the format 1316 and contain the following: 

Variable Name  Sample Value Function 

ITAB(j) 1403 Sample period number of threshold 
for each seismometer (comes from 
Threshold Time Delay program) 

Computation 

The following equation represents the computation to determine the 

power in the seismometer data channels. 

P4 = -± 
1       N 

l £    [**«]   2 (4-3) 
n=l 

where 

N Number of samples to be included in the power sum 

a Scale factor (converts seismometer data to nanometers) 

f^(n) Value of the ith seismometer at the nth sample period 

P- Power of the ith seismometer 

The formula is used to provide intermediate power values for seismometer 

1 (Bl subarray, A0 seismometer) once every 200 samples (10 seconds) for the 

noise portion, and once every 4 samples (. 5 seconds) for the signal portion. 

The average power for all the seismometers in a subarray or in the 

LASA array is given by 

M 

P    =   «      /       p- (4.4) g        M     /   '      i v       ' 
i=l 

where 

M Number of seismometers in group 

P^ Power of the ith seismometer 

Pg Average group power 
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This program can detect the presence of spikes appearing in the input 

seismometer data channels.   If this option is specified by the appropriate 

input parameter, all seismometer channels are compared to noise and signal 

thresholds set by input data cards.   If a threshold is exceeded, the particular 

seismometer channel(s) value is set to zero for that sample, and the effective 

summation window made smaller by subtracting 1 from N. 

Output 

Program off-line output consists of several related data blocks.   The 

first block contains a listing of input data card values.   Unless otherwise noted, 

the other data blocks are rectangular arrays with 21 columns of 25 values. 

Each column represents one subarray of 25 seismometers. 

The second data block, in rectangular form, contains the seismometer 

delay times. 

The third data block, in rectangular form, contains the seismometer 

values for the last sample skipped before noise processing begins. 

The fourth-data block, in column form, contains intermediate noise and 

signal power values for seismometer 1. 

The fifth and sixth data blocks, in rectangular form, contain noise and 

signal power values averaged across each subarray.   Signal-to-noise ratio for 

each subarray is also given. 

The seventh data block, in column form, contains average noise and 

signal power and signal-to-noise ratio across the entire LASA array. 

The eighth and ninth data blocks, in rectangular form, contain the 

standard deviation of noise and signal portions of seismometer movement 

(nanometer s/s econd). 

The last two rows of block nine give the standard deviation of average 

subarray movement. 

Data block ten, consisting of one row, gives the standard deviation of 

seismometer movement over the entire LASA array. 

Data blocks eleven and twelve, in rectangular form, contain the same 

data as data blocks five and six, expressed in dB relative to one nanometer. 
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Block thirteen, in column form, contains the same data as data block 

seven, but recorded in dB relative to one nanometer. 

Program Interaction 

Input to this program must be a tape recorded in the LASA edit format. 

System gain can be determined by comparing the results of this program with 

the results of the Subarray and LASA Beam Power programs. 

Program Restrictions 

The noise and signal intervals must be separated by one or more sample 

periods. 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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Figure 4-8.   Seismometer Power (Sheer 1 of 3) 
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Figure 4-8.   Seismometer Power (Sheet 2 of 3) 
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4. 9     SUBARRAY BEAM POWER (Figure 4-9) 

Purpose 

This program calculates noise and signal power present in the beams 

formed by the Subarray Beamformer program (SABF). 

Description 

Input 

The primary input to this program is the tape generated by the SABF 

program.   This tape includes unfiltered and filtered beam values formed 

over some specified period of time.   Other input values include parameters 

indicating points at which noise and signal analysis is to begin, duration of 

both noise and signal power analysis, and the points at which each beam present 

on the tape exceeded some prescribed threshold in the SABF program. 

Card Input 

Data Card 1 

Card 
Column 

1-5 

6-10 

11-15 

16-20 

21-25 

26-30 

31-35 

Field 
Specification 

15 

15 

15 

15 

15 

15 

15 

Variable 
Name 

IPHST 

ISNTS 

INDUR 

ISDUR 

ISPS 

IPTRB 

DDUMP 

Sample 
Value 

300 

010 

1700 

52 

20 

40 

1 

where 

IPHST 

ISNTS 

Number of sample periods retained for subarray beam past 
history.   This value must be less than 301. 

Number of subarray beam samples between the end of the 
noise analysis and the start of the signal analysis 

4-69 



INDUR      Number of subarray beam samples to be included in the noise 
power calculations 

ISDUR       Number of subarray beam samples to be included in the signal 
power calculations 

ISPS Rate at which the subarray beams were formed 

IPTRB      Count of sample periods by which the start of the signal analysis 
may be perturbed 

IDUMP      Binary switch for the program.  When equal to one, intermediate 
power sums are printed every 20 seconds for noise and every . 2 
seconds for signal.   When equal to zero, no intermediate power 
sums are printed. 

Data Card 2-4 

Card Field 
Column Specification 

1-10 110 

11-20 110 

21-30 110 

31-40 110 

41-50 110 

51-60 110 

61-70 110 

Variable 
Name 

ITH(i) 

ITH(i) 

ITH(i) 

ITH(i) 

ITH(i) 

ITH(i) 

ITH(i) 

Sample 
Value 

3047 

3253 

3248 

3153 

3088 

3097 

3029 

where 

ITH(i)        Record number on the subarray beam input tape at which the ith 
subarray beam exceeded a preset threshold value.   Note that 
there are 7 subarrays per card, so three input cards are re- 
quired to provide data for 21 subarrays. 

Magnetic Tape Input.   The magnetic tape generated by the Subarray Beam- 

former program is an input tape for this program.   It is a binary tape and must 

be mounted on FORTRAN logical unit 13. 

Computation 

The main computations in this program are the power calculations and 

standard deviation performed on both noise and signal portions of the filtered 

and unfiltered beams present on the input tape. 
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The computation to determine the power of a beam is represented by 

N 2 
Pi =    h        \^     a- B.(n) (4.5) 

J        N 
n=l 

where 

N Number of samples to be included in the power sum 

a Scale factor (. 028) to convert the subarray beam values to 
nanometers 

B,(n) Value of the j    subarray beam at the n    sample 

P. Power of the j     subarray beam 

In addition to the power calculations on an individual beam basis, the 

average beam power for all subarrays present, P, and the associated standard 

deviations are calculated.   This process is done first for the unfiltered and 

then the filtered beams. 

The logic flow of the program begins with reading the header record of 

the subarray beam tape.   This procedure provides pertinent parameters such 

as the number of subarrays, the number of beams per subarray, a binary switch 

indicating the availability of filtered subarray beams on the tape, and the num- 

ber of records available for processing.   The data cards described in the card 

input section are then read by the program. 

Pertinent run parameters are calculated by the program.   All power 

analysis is performed relative to the point at which signal thresholds were 

exceeded on each subarray beam.   If the noise analysis is to end 5 seconds 

before the threshold value, it will end at that point for all channels by using 

time delay values in a manner similar to the way they are used in beamforming. 

The threshold values then provide the necessary information by which the start- 

ing points and duration for both signal and noise power calculations are to be 

performed.   If filtered beams are available for processing, their noise and 

signal power will be computed over identical time periods relative to the un- 

filtered beams. 
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Once the noise and signal power calculations have been performed over 

the desired time intervals, the average subarray beam power and standard 

deviation is computed relative to all the subarrays considered.   The data is 

computed and recorded for both unfiltered and filtered beams (if available). 

Output 

The output of this program is a list of the individual unfiltered beam 

power sums (Pj) and 10 log (Pj) for both noise and signal.   In addition, the 

average noise and signal power for the unfiltered beams with the associated 

standard deviation is presented. 

The same output is recorded for the filtered beams. 

An optional output is provided which presents the intermediate noise 

power every 20 seconds and the intermediate signal power every 0.2 seconds. 

Program Interaction 

This program requires a SABF output tape containing subarray beam 

values over some specified period of time.   In addition, the output of the SABF 

provides data indicating the start of the event for each beam recorded on the 

SABF output tape. 

The resultant powers calculated in this program can be compared to a 

similar power analysis at both the seismometer level and the LASA beam level 

to indicate overall, system gain. 

Program Restrictions 

This program is designed to process only one unfiltered and one filtered 

beam per subarray, and expects the beam input values to be contained on a 

single tape.   The selection of the starting points for both the noise and signal 

analysis, as well as the duration of both, must be done with some caution to 

ensure that the required amount of data is present on the beam input tape. 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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4.10     LASA BEAM POWER (Figure 4-10) 

Purpose 

This program is designed to calculate noise and signal power present in 

LASA beams.   The LASA beams may be either unfiltered or filtered, and their 

values are obtained from the LASA Beamformer program.   The LASA beam 

power analysis data may be compared with similar power analysis data at both 

the seismometer level and subarray level to indicate overall system gain. 

Description 

Input 

Both card and tape input data are required for this program as described 

below in detail. 

Card Input 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-5 15 ISNTS 5 

6-10 15 INDUR 425 

11-15 15 ISDUR 20 

16-20 15 ISPS 5 

21-25 15 IPTRB 4 

26-30 15 LC2 0 

31-35 15 IDUMP 1 

36-40 15 IDRN 99 

41-45 15 IDRS 0 

where 

ISNTS Number of consecutive beam samples between the end of 
the noise and the beginning of the signal power calculations 

INDUR Number of beam samples to be used in the noise power 
analysis 
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ISDUR Number of beam samples to be used in the signal power 
analysis 

ISPS LASA beam sampling rate (samples per second) 

IPTRB Number of beam samples between that sample at which 
the beam signal threshold was first exceeded and the start 
of the actual signal power analysis 

LC2 Processing option flag.   If given a value of 0, power analysis 
for only the center LASA beam will be performed.   If given a 
value of 1, power analysis of all LASA beams will be 
performed. 

IDUMP        Output option flag used to request intermediate power sums 
for both noise and signal.   If given a value of 0, no inter- 
mediate power sums will be printed.   If given a value of 1, 
intermediate power sums will be printed. 

LDRN Number of samples between each successive printing of inter- 
mediate power sums for noise analysis.   For example, if it 
is desired to have an intermediate power sum printed every 
tenth sample, then LDRN = 9.   This parameter is of no 
significance if IDUMP = 0. 

IDRS Number of samples between each successive printing of inter- 
mediate power sums for signal analysis (see IDRN) 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-10 no ITHUB(l) 
or 

ITHFB(l) 

2301 

11-20 

i 

no 
* 

• 

ITHUB(2) 
or 

ITHFB(2) 

2559 

61-70 110 ITHUB(7) 
or 

ITHFB(7) 

2231 

where 

ITHUB(k)    Sample number at which unfiltered LASA beam k first 
exceeded the signal threshold 

ITHFB(k)    Sample number at which filtered LASA beam k first 
exceeded the signal threshold 
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A single data card 2 may consist of no less than one and not more than 

seven entries specifying a sample number at which a beam exceeded the signal 

threshold.   Each entry is an integer of no more than 10 significant digits. 

Whether processing unfiltered or filtered LASA beams, the data deck should 

contain as many data cards as are required to specify the threshold sample 

numbers for all beams processed.   The threshold sample numbers must be 

entered consecutively according to their corresponding beam numbers.   If both 

unfiltered and filtered beams are to be processed, then the threshold data deck 

for unfiltered beams should precede that for the filtered beams.   Threshold 

sample numbers for the LASA beams are generated as hard-copy output by the 

LASA Beamformer program. 

Tape Input.   Tape input consists of a LASA beam tape, for a given event, 

generated by the LASA Beamformer program.   It is a 7090 FORTBAN com- 

patible binary tape.   This tape should be mounted on FORTRAN logical unit 14 

at 800 BPI. 

Computation 

The power in the kth LASA beam computed over an interval of N beam 

samples is given by 

pk= jj it cK(j)l2 <4-6) 
j=i   L j 

where 

Bjj-O) jth sample of LASA beam k, either filtered or unfiltered 

c Conversion factor to convert beams to nanometers 

In addition, power is expressed in dB relative to one nanometer by 

dB(Pk) = 10 1og10(Pk). (4.7) 
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Output 

Selected parameters obtained from the LASA beam tape header and data 

card 1 will be printed.   These parameters include the 

1. Number of unfiltered and/or filtered LASA beams whose values are 
recorded on the LASA beam tape 

2. Number of samples per beam available on the LASA beam tape 

3. Sampling rate 

4. Number of samples used in noise analysis and signal analysis 

5. Sample numbers for the beginning and end of both noise and signal 
power analysis for each unfiltered and/or filtered beam processed. 

If IDUMP = 1, intermediate values of power expressed in nanometers 

squared and dB relative to one nanometer will be tabulated for both noise and 

signal, together with the elapsed time in seconds.   These values will be re- 

corded for each unfiltered and/or filtered beam processed. 

Total power will be printed after the noise and signal analysis has been 

completed for all unfiltered and/or filtered beams processed. 

Program Interaction 

The LASA beam tape is generated by the LASA Beamformer program. 

The sample number at which each LASA beam first exceeds the signal 

threshold is provided by the same program.   The LASA beam power analysis 

results may be compared with similar power analysis data at both the seis- 

mometer and subarray levels to indicate overall system gain. 

Program Restrictions 

None 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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4.11     THRESHOLD TIME DELAY (Figure 4-11) 

Purpose 

This program provides the approximate time delays required to form 

beams in the Subarray Beamformer program.   No attempt is made to seek 

maximum gain or to minimize losses. 

Description 

Input 

The primary input to this program is a selected LASA edit tape(s) 

containing an event of sufficient magnitude to permit the successful execution 

of the threshold logic.   Other pertinent run parameters, such as the threshold 

value, are provided by input data cards. 

Card Input 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-15 15 1ST 1000 

26-30 15 LEND 3800 

41-45 15 NOCHAN 525 

56-60 15 ISKIPH 0 

71-75 15 NTHRS 2400 

where 

1ST First data record to be thresholded 

IEND Last data record to be thresholded 

NOCHAN Number of seismometers which are to be thresholded 
(NOCHAN £ 525) 

ISKIPH     Input tape header indicator 
= 0, header exists and will be read 
> 0, header does not exist (1st record is data) 

NTHRS      Threshold value to be used 
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Data Card 2 

Card                          Field 
Column                   Specification 

Variable 
Name 

Sample 
Value 

11-46                             6A6 EVENT Longshot 
Explosion 
(10/29/65) 

Data Card 3A1 (Necessary if ISKIPH > 0) 

Card 
Column 

1-5 

Field 
Specification 

15 

Variable 
Name 

NCH 

where 

NCH Number of seismometers on tape (NCH ^ 525) 

Sample 
Value 

525 

Data Card 3A2 (Necessary if NCH ^ 525) 

Card 
Column 

1-5 

6-10 

Field 
Specification 

15 

15 

Variable 
Name 

JCH(K) K=l 

JCH(K) K=2 

Sample 
Value 

1 

2 

66-70 15 JCH(K) K= 
NCH 

525 

where 

JCH(K)      Specific seismometer channels available on the input tape(s). 
Fourteen seismometer channel numbers are recorded on each 
card so the number of cards is directly related to the number 
of channels on the tape. 
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Data Card 3B (Necessary if ISKIPH = 0 and NOCHAN + NCH 

from header) 

Card 
Column 

1-5 

6-10 

Field 
Specification 

15 

15 

Variable 
Name 

ICH(K) 

ICH(K) 

Sample 
Value 

1 

2 

66-70 15 ICH(K) 525 

where 

ICH(K) Specific seismometer on which thresholding is desired. 
Fourteen seismometer channel numbers are recorded on 
each card so the number of cards is directly related to the 
number of channels which are to be thresholded. 

Tape Input.   The input tape(s) in LASA edit format is mounted on 

FORTRAN logical unit 14 at 800 BPI.   The first input tape need not have a 

header record.   This would be the case if it were desirable to begin threshold- 

ing on other than the first tape of sequentially generated LASA edit tapes. 

If IEND is not equal to the record count when the end of the current input 

tape is encountered, an on-line message instructs the operator to mount the 

next input reel.   A program pause occurs at this point.   In this manner multi- 

reel thresholding is accomplished. 

Computation 

The initial processing of the program is the introduction of control 

parameters and tape header information (if available).   With these variables 

the program determines if all desired seismometers are on the data tape, and 

notes any discrepancy. 

After positioning the input tape to the desired point in time, the program 

searches for the first sample period at which each desired seismometer ex- 

ceeds the prescribed threshold.   Once each seismometer has exceeded the 

threshold, time delays (on a subarray basis) are obtained by computing the 
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difference in sample periods between the time each seismometer within a 

subarray exceeded the threshold and the time the center seismometer in the 

subarray exceeded the threshold.   The time delay for the ith seismometer in 

the jth subarray is 

TD (i, j) = THC (j) - TH (i, j) + T (j) (4. 8) 

where 

THC(j)      Sample period time in which the center seismometer in the jth 
subarray exceeded the threshold. 

TH(i, j)    Sample period time in which the ith seismometer in the jth 
subarray exceeded the threshold. 

T(j) Sample period bias for the jth subarray. 

The bias term in the computation provides the means by which all delays have 

the same algebraic sign. 

Output 

The sample period times at which each seismometer exceeded the 

threshold, as well as the time delays for each seismometer relative to its 

associated subarray, are printed. 

Program Interaction 

The time delays generated by this program are used in the Subarray 

Beamformer (SABF) program to form subarray beams. 

Program Restrictions 

None 

Comments 

This program is written in FORTRAN IV for the IBM 7090.   The read 

subroutine used to read the LASA edit tapes is written in IBM 7090 MAP 

language. 
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Because of the occurrence of corrupt data, the thresholds may trigger 

and generate incorrect time delays.   This has proved useful in the detection of 

"glitches," and the time delays are easily adjusted by investigation of the data. 
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4.12     SUBARRAY PLOT (SAPLOT) (Figure 4-12) 

Purpose 

This program plots seismometer data from a selected subarray for a 

variable period of time.   The resultant plot provides a visual representation 

of the seismometer activity during the selected time period. 

Description 

Input 

Seismometer data is obtained from a LASA edit tape, while control 

parameters and other pertinent data, such as the selected subarray identifica- 

tion, are read from cards. 

Card Input 

Data Card 1 

where 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-28 3A6 EVENT Longshot 
(10/29/65) 

31-35 15 ISKIPH 1 

36-40 15 NCH 525 

EVENT 18 -character descripti ion of the plot 

ISKIPH = 0, header exists on first in put tape 

NCH 

^  0, header does not exist on first input tape 

Number of seismometers on input tape 
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Data Card IB (Necessary if ISKIPH 4 0 NCH ± 525) 

Card 
Column 

1-5 

6-10 

Field 
Specification 

15 

15 

Variable 
Name 

JCH(I) 

JCH(I) 

Sample 
Value 

1 

3 

66-70 

where 

JCH(I) 

15 JCH(I) 525 

Specific seismometer channels on the input tape.   Fourteen 
seismometer channel numbers are recorded on each card 
so the number of cards is related to the number of channels 
on the input tape. 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

11-12 12 ISUBA 21 

14-15 

• 

12 NSUBA(I) 1=1 1 

74-75 12 NSUBA(I) 
I=ISUBA 

21 

where 

ISUBA Number of subarrays to plot (1 ^ ISUBA ^ 21) 

NSUBA Specific subarray to plot (1 to 21) 

Data Card 3 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-10 F10.2 DSKIP 12.05 

11-20 F10.2 PSEC 132.00 

21-30 F10. 2 ABSMAX 8191. 

31-35 15 NOT APE 1 
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where 

DSKIP       Amount of time to skip on input reel in seconds (20 samples/sec) 

PSEC        Amount of time to process from input reel in seconds (must be 
a multiple of 22 seconds) 

ABSMAX Absolute maximum value of vertical (x) axis 

NOTAPE  Number of input tapes to be used 

Tape Input.   The input tape(s) must be in LASA edit format and must be 

mounted on FORTRAN logical unit 14.   The first input tape need not have a 

header.   This situation would be signified by the appropriate setting of the input 

variable ISKIPH. 

Computation 

The program determines the desired vertical axis scale from card inputs, 

and then positions the data tape to the specified sample period.   The reading of 

the LASA edit tape then begins for the specified number of time samples.   After 

each read, the seismometer values of the selected subarray are extracted. 

The array of seismometer data obtained is placed on tape by the Calcomp sub- 

routines in the proper format for subsequent plotting.   The plotting continues 

until the specified number of time samples have been read. 

The program may then select a different subarray and, by repositioning 

the input tape(s) to the specified first sample, may repeat the process for a 

different subarray. 

Output 

Both printed and tape outputs are produced by the program. 

Printed Output. This program prints a message each time it completes a 

subarray plot. 

Magnetic Tape Output. The magnetic tape(s) produced by the program on 

physical unit A6 at 200 BPI is in the prescribed format for off-line plotting on a 

Calcomp plotter. 
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Program Interaction 

The program requires a tape of the LASA edit format as input. 

Program Restrictions 

Seismometer values are read and plotted in 440 sample blocks with a 

limit of 6 blocks to a plot page.   Since the seismometer values are not plotted 

until a full array of 440 samples is read, it is necessary to have PSEC equal to 

increments of 440 samples so as not to lose seismometer values. 

The ability to initialize a new page and continue to plot up to seven pages 

exists.   The program may also plot up to 21 subarrays in a single execution, 

and any of these subarrays may be repeated or occur in any order. 

Comments 

This program is written in FORTRAN IV and the read subroutine in MAP. 

It is run under the IBSYS Operating System on the IBM 7090. 

The plotting is done on a Calcomp Model 563 digital incremental plotter, 

whose plot limits are 30 inches by 120 feet. 
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4.13     BEAM PATTERN DISPLAY (Figure 4-13) 

Purpose 

This program prepares input tapes for use on the Experimental Display. 

Description 

Input 

Input consists of parameter cards specifying the action desired, address 

cards specifying location of beams on the display face, and magnetic tapes con- 

taining LASA beams.   The input cards follow the program deck. 

Card Input 

Data Card 1 

Card 
Column 

2-5 

10 

12 - 15 

37 - 40 

42 - 45 

49 - 50 

where 

BMCNT 

TPCNT 

RATE 

ISKP 

Variable 
Name 

BMCNT 

TPCNT 

RATE 

ISKP 

TAPECNT 

COPYCNT 

Sample 
Value 

0151 

1 

1 

90 

300 

10 

Number of beams per time sample 

Number of input tapes 

Number of 50 millisecond displays generated for each time 
sample 

Number of time samples to skip before processing begins 

TAPECNT   Total number of output records to be produced (i. e., RATE 
times number input records to be processed) 

COPYCNT   Number of copies of the entire time period to be made on the 
output tape 
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The display face consists of 32 rows and 32 columns numbered from zero 

to 31, top to bottom, left to right.   This data card contains a row-column 

address for each beam.   Each card contains a maximum of 12 addresses and 

there may be any number of these cards. 

Data Card 2 

Card Variable 
Column Name 

2-6 LOCI 

8-12 LOC2 

Sample 
Value 

15, 15 

15, 16 

where 

68 - 72 LOCn 05, 11 

LOCI The row-column address of beam one 

LOC2 The row-column address of beam two, etc 

Tape Input (may be a 7- or 9-track tape).   The input tape consists of 

physical records of a maximum of 105 characters and a minimum of 12 char- 

acters, having been written with a FORTRAN format of 15F7. 0.   More than 

one physical record may be necessary to accommodate all beams. 

The tape must also contain a header record of 30 tape characters. 

Characters 7-12 of this header record must contain the number of beams per 

time sample.   (This tape is presently assigned to 7-track unit 181.) 

Computation 

The beam values are read and converted to display intensities through 

use of a table containing data limits for each intensity level. 

Output 

The output is a 9-track tape for use on the Experimental Display.   A 

single physical record is 6150 characters in length and contains six frames 
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of display data.   The tape will contain the number of copies of the display 

sequences that were requested by COPYCNT. 

The program will also type messages for the operator concerning mount- 

ing tapes, etc.   Output is on the IBM System/360 tape drive 183; the work tape 

is unit 184. 

Program Interaction 

The magnetic tape input is produced by the LASA Beamformer program 

and a reformatting process.   The address cards are produced by the Display 

Address Card program. 

Program Restrictions 

Only one output reel can be produced per input request. 

Comments 

This program was written in assembler language for the IBM System/360. 

It is presently designed to operate using the Basic Programming Support 

System. 
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4.14     DISPLAY ADDRESS CARD (Figure 4-14) 

Purpose 

This program is used to generate the address cards necessary for use by 

the Beam Pattern Display program. 

Description 

Input 

The input to this program consists of the output deck from the Neighbor- 

ing Beam Time Delay Calculations program.   Three cards are used to repre- 

sent each beam, although the contents of the last two cards are ignored.   The 

first data card for each beam has the following format: 

Card Input 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

7-18 F12.6 UX 0.057493 

25 - 36 F12.6 UY -0.038521 

42 - 45 14 M 0 

51 - 54 14 N 0 

Up to 1024 beams can be used as input.   The last beam is followed by a blank 

card. 

Computation 

The first beam (first three cards) is read and the UX, UY, M, and N 

values are saved.   An internal matrix which corresponds to the display face 

is zeroed.   The rest of the beam inputs are read and assigned a sequence 

number starting with 2.   As each beam is read, its sequence number is placed 

in the matrix at the row and column address computed as 

ROW = 16 + (UY(1) - UY(I)) * 1000 (4.9) 

COLUMN = 16 + (UX(I) - UX(1))* 1000 
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where UX (1) and UY (1) are the coordinates of the first beam and UX(I) and 

UY(I) are the coordinates of the Ith beam.   If any ROW or COLUMN address 

is negative or greater than 32, the associated beam is ignored.   The first 

beam is assigned the coordinates ROW = 16, COLUMN = 16. 

The matrix is now compressed so that all zero entries are removed from 

the center of the matrix.   The first beam is held invariant at the center of the 

matrix.   Four loops are used, one for each quadrant of the matrix. 

Following the compression process, the row and column indexes are 

sorted by ascending beam sequence number.   Any zero matrix entry is ignored 

and missing sequence numbers are omitted.   The list of UX, UY, M, N, ROW 

and COLUMN entries are printed in ascending sequence.   The ROW and COLUMN 

entries are punched in ascending sequence in the format required for the Beam 

Pattern Display program. 

Output 

The outputs are given in the Computation section above.   The output deck 

is suitable for input to the Beam Pattern Display program. 

Program Interaction 

The input to this program is the output of the Neighboring Beam program. 

The output of this program serves as part of the input to the Beam Pattern 

Display program. 

Program Restrictions 

Any velocity coordinates which initially place the beam off the display 

face are ignored. 

Comments 

This program was written in FORTRAN IV for use on an IBM System/360. 
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4.15     LEAST SQUARES PLANE AND QUADRATIC WAVEFRONT (Converted 
Study Program) (Figure 4-15) 

Purpose 

This program calculates the direction and speed, and thereby the 

approximate azimuth and range, of the wavefront corresponding to a given 

set of arrival times at a set of known locations by calculating the best-fitting 

plane wavefront and quadratic wavefront corresponding to these arrivals.   For 

the linear case, an attempt is made to correct the arrival times for curvature 

as a function of range. 

Description 

Input 

Card Input 

Data Card ] 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 12 N 21 

where 

N Number of array elements or subarrays whose centers are 
treated as single elements (N £ 25) 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 12 NTT 5 

where 

NIT Number of iterations to perform on plane wavefront calculations 
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Data Card 3 

Card                          Field 
Column                  Specification 

Variable 
Name 

Sample 
Value 

1-2                             12 KPUNCH 1 

where 

KPUNCH     1/0 condition.   Punch output cards which are used in 
Steering Delay Anomalies program/Do not punch output cards. 

Data Card 4 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 A2 ARRAY(l) Bl 

3-4 A2 ARRAY(2) B2 

41 -42 A2 

where 

ARRAY(l)   Name of subarray 1 

ARRAY(2)   Name of subarray 2 

ARRAY(N)  Name of subarray N 

ARRAY(N) AO 

Data Card 5 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-10 F10.0 R0 13528.0 

11 - 20 F10.0 Rl -46116.0 

21 - 30 F10.0 R2 -1000000.0 

31 -40 F10.0 R3 0.0 

41 - 50 F10.0 RE 6370.0 
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where 

RO 

Rl 

R2 

R3 

RE 

Constants 

Radius of earth 

Data Card 6 

Card 
Column 

1-8 

9-16 

where 

X(l) 

Y(l) 

Note: 

Field 
Specification 

F8.3 

F8.3 

Variable 
Name 

X(l) 

Y(l) 

Sample 
Value 

4.425 

-6.022 

X component of the position of Kth seismometer (or subarray 
center) in subarray 1 

Y component of the position of Kth seismometer (or subarray 
center) in subarray 1 

Card 6 is repeated for all N seismometers in the order speci- 
fied by data card 4.   Each card will give coordinates of Kth 
seismometer in a different subarray. 

Data Card 7 

Card 
Column 

1-2 

where 

ICWT(l) 

Field 
Specification 

12 

Variable 
Name 

ICWT(l) 

Sample 
Value 

Number of the seismometer whose weight is to be changed to 
zero.   Additional seismometer numbers can be records in 
columns 3-4, 5-6 ... 49-50.   (If no weights are to be changed, 
data card 7 will be blank.) 
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Data Card 8 (Teledyne card format) 

Card 
Column 

1-2 

3-4 

5-6 

7-8 

9-10 

11 - 14 

15 - 19 

20 - 25 

26 - 28 

29 - 31 

32 - 36 

37 - 39 

40 

41 - 71 

72 - 77 

where 

IMONTH 

IDAY 

IYEAR 

IHOUR 

IMIN 

ASEC 

ALAT 

ALONG 

IDEPTH 

AMAG 

IRANGE 

IAZMTH 

CORD 

Field 
Specification 

Variable 
Name 

IMONTH 

Sample 
Value 

12 11 

12 IDAY 23 

12 IYEAR 65 

12 IHOUR 15 

12 IMIN 58 

F4.1 ASEC 16.3 

A5 ALAT 18.4N 

A6 ALONG 123. 7E 

13 IDEPTH 243 

F3.1 AMAG 2.5 

15 IRANGE 13250. 

13 IAZMTH 120 

Al CORD C 

3A8, A7 DCMT(I),I=1,4 CHILE 

16 NUMESD 000100 

Month of event 

Day of event 

Year of event 

Origin time, hours 

Minutes 

Seconds 

Latitude to nearest tenth of degree (N or S for north or south) 

Longitude to nearest tenth of degree (E or W for east or west) 

Depth to nearest kilometer 

Magnitude 

Output field distance from A0 subarray to epicenter 

Output field distance from A0 to event 

C/D condition.   Compression/Dilation 
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DCMT(I), 
1=1,4 Comments 

NUMSED Event number (ESD number for the event) 

Data Card 9 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 12 (Hour) 

3-4 12 (Minute) 

5-9 F5. 2 ATIME(I) 58.24 

72 - 77 16 (Event 
Number) 

79 - 80 12 (Subarray) 

where 

ATIME(I)    Arrival time (seconds) at Ith subarray.   Only information in 
columns 5 - 9 is used by the program.   (Time recorded in 
hours and minutes must be the same for all.   If one time is 
6 min. 10. 3 sec. and another is 5 min. 55. 2 sec., they must 
be given as 5 min. 70.3 sec. and 5 min. 55. 2 sec., 
respectively.   Additional events will have data cards as per 
format of cards 8 and 9, and will follow cards of previous 
event.) 

Computation 

The Least Squares Plane and Quadratic Wavefront program accepts a 

set of seismometer (or subarray center) locations with corresponding arrival 

times and weights.   It calculates a least squares best-fitting quadratic wave- 

front surface of the form 

*k = P +XkUx + YkUy +aXk2 + 2P\\+r\2 (4.10) 

by determining p, U , U , a , 0, andy to minimize the sum of the squares of x     y 

the residuals or deviations from the quadratic surface, i. e., 

£,  (t,  - t)    = Minimum. (4.11) 
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Nomenclature 

xk» Yk 

he 
w, 

X and Y components of the position of the Kth seismometer 
(or subarray center) 

Arrival time of a wavefront at the Kth seismometer 

Weighting to be attached to the arrival time t, in calculations 

(U , U )      Inverse velocity speed coordinates 
x 

U 
2 2 Reciprocal speed = (U      + U   ) 

1/2 

Calculations 

Replace 

xk byxk- 
swkxk 

Yk 

t 

byYk- 

Kv t 

swkYk 
LWk 

ln"J "k        SW. 
k 

The parameters defining the quadratic surface are obtained by solving 

the following matrix equation. 

£Wk 0 0 swk^ £wkxkYk LwkYk 

0 •A =wAYk swk*k swA CWAY2 

0 EWk =wkYk 
swA CWAYJ swk^ 

Ewk4 s*A swA =wk*k swk^Yk S^VK 
EWk 

LWA SWk £wk4Yk swk^k swkxkYk 

swkYk *WAY2 3^2 ^k*^ 
EwkVk swkyk 

(4.12) 
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The reciprocal speed u is given by 

u =  Vu 2 + u 2 . ^    x y 

The azimuth to the event is given by 

(4.13) 

i   U 

AZI =  270° - tan _1 -I for U    > 0 
U x 
Ux (4.14) 

1   U 

AZI =     90° - tan       -^  for U    < 0 
U x 

AZI =      0° for U    = 0 and U    ^ 0 
x y 

AZI =90° for U    = 0 and U   < 0 
x y 

The range to the event is given by an approximate quadratic fit to the 

results of ray tracing. 

R = 13528 - 46116 U - 10_6U2. (4.15) 

The second derivatives with respect to time for range, range and 

azimuth, and azimuth are given by 

d2 <range>   -   A    (CCV2 + 2BU U    +yU 2) 
at2       u2      x        x y      y 

d   (range -azl) m _2        (y.a)u U   + p (U 2 - U 2)1 
u2 L x y        x     y J      <4 

d2 (azimuth)       = J_    (aUy
2 - 2/3 UUy +yUx

2). 

dt2 U2 
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Output 

The printed output generated by this program is discussed in Section 3.4 

of this report. 

Card Output 

Output Card 1 

where 

Card 
Column 

Field 
Specifications 

Variable 
Name 

Sample 
Value 

1-15 15H (Constant) ESD Event No 

16 - 21 16 NUMESD 318 

30 - 60 3A8, A7 DCMT(I), 1 = 1,4 Fox Island 

73 - 78 16 NUMESD 318 

79 - 80 12 (Constant) 00 

1 

NUMESD Event number (ESD number for the event) 

DCMT(I) Comments (see input data card 8, columns 41 - 71) 

Output Card 2 

Card 
Column 

Field 
Specifications 

Variable 
Name 

Sample 
Value 

1-2 12 I 16 

3-11 F9.2 W(I) 1.0 

12 - 21 F10.4 DELTO(I) 0.0321 

22 - 31 F10.4 DELT(I) 0.0318 

32 - 41 F10.4 DLTQUD(I) 0.0317 

73 - 78 16 NUMESD 318 

79 - 80 12 I 16 
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where 

I Ith element (usually the center seismometer of the Ith 
subarray) 

W(I) Weighting factor > 0 (usually 1.0) 

DELTO(I)        Time deviation from plane wavefront for Ith element 

DELT(I) Time deviation after range corrections 

DLTQUD(I)      Time deviation from quadratic wavefront 

NUMESD Event number 

Data card 2 is repeated for all elements with weight > 0. 

Output Card 3 (Blank card) - Indicates the end of the output of data 
cards 2. 

Output Card 4 

Card Field 
Column Specification 

1-4 14 

5-14 F10.6 

15-20 F6.1 

21-40 E20.8 

41-60 E20.8 

61-80 E20.8 

Variable 
Name 

Sample 
Value 

NUMESD 318 

Wl 0. 060130 

AZIDEG 318. 1 

D2TRAN -0. 3935201 E-04 

D2TAZI 0. 10267138 E-04 

D2TRAZ -0. 35568413 E-04 

where 

NUMESD Event number 

Wl Inverse phase velocity 

AZIDEG Calculated azimuth to event 

D2TRAN Second-time derivative with respect to range 

D2TAZI Second-time derivative with respect to azimuth 

D2TRAZ Second-time derivative with respect to range-azimuth 
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Program Interaction 

The punched output from this program (deviations of the actual arrivals 

from the best-fitting plane or quadratic wavefront) is used as input to the 

Seismic Steering Delay Anomalies program.   The calculated inverse velocity 

space coordinates are used by the Neighboring Beam program. 

Program Restrictions 

To determine a plane wavefront, the arrival times at three different 

locations must be available for the event; five arrival times are needed to 

determine a quadratic wavefront.   The program is arbitrarily restricted to 

the use of a maximum of 25 arrival times. 

Comments 

This program is written in FORTRAN IV for the IBM System/360. 
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4.16     CROSS-CO VARIANCE OF SEISMIC DATA CHANNELS (Figure 4-16) 

Purpose 

This program computes and plots the cross-covariance of two seismic 

data input channels (seismometers or beams). 

Description 

Input 

Input consists of cards to specify type and quantity of input data, cards to 

specify what segments of data are to be used for computation and plotting, and 

any of three forms of data tapes. 

Card Input 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-3 13 IS(1) 1 

5 11 IFORM 1 

7 11 IT APE 2 

9 11 IHEAD . 2 

11 - 20 F10. 2 Tl(l) 67.25 

21 - 30 F10. 2 T2(l) 130.20 

31 - 33 13 IS(2) 525 

35 11 JFORM 3 

37 11 JTAPE 1 

39 11 JHEAD 1 

41 - 50 F10. 2 Tl(2) 103.50 

51 - 60 F10.2 T2(2) 157.45 

66 - 70 11 INC 1 
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where 

IS (1) Number of seismometer or beam for first data segment 

IFORM        Indicates type of input tape for first data segment 
1 - LASA edit (on FORTRAN logical unit 14 at 800 BPI) 
2 - Seismic Data Laboratory Format (on FORTRAN logical 

unit 15 at 556 BPI) 
3 - LASA beam (on FORTRAN logical unit 03 at 800 BPI) 

IT APE Opening procedure for first segment input tape 
1 - Rewind and use tape previously mounted on unit indicated 

by IFORM 
2 - Mount a new tape (a card containing a message to the 

operator must follow the parameter card if a new tape is 
to be mounted) 

3 - First data segment is same as previous first data segment 
read.   IS(1), Tl(l), and T2(l) must be in the card 
exactly as it was in the previous control card which 
caused the data to be read. 

IHEAD Logic flag to indicate presence of header record in first 
segment tape 
1 - No header record on tape 
2 - Header record on tape 

Tl(l) Starting time of first segment to be read (in seconds from 
beginning of first tape in the file) 

T2(l) Ending time of first segment 

IS(2) Number of seismometer or beam for second data segment 

JFORM        Type of input tape for second data segment (see IFORM) 

JTAPE        Open procedure for second segment input tape 
0 - Both first and second data segments are on same tape 
1 - Reuse tape on JFORM unit 
2 - Mount new tape (a message must follow parameter card and 

message card for first segment, if any) 
3 - Second segment is same as previous second segment (or 

no second segment is to be read, i. e., only an auto- 
covariance will be requested) 

JHEAD        Similar to IHEAD but refers to second segment 

Tl(2) Starting time for second segment 

T2(2) Ending time for second segment 

INC Number of records to next observation to be read 
1 - All records to be read 
2 - Every other record to be read. 
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Data Card 2 

Card 
Column 

5 

6-15 

16 - 25 

26 - 35 

40 

41 - 50 

51 - 60 

61 - 70 

71 

72 - 73 

where 

LS(I) 

TMO(I) 

TM1(I) 

TM2(I) 

IPOS 

LAST 

Field 
Specification 

II 

F10.2 

F10.2 

F10.2 

II 

F10.2 

F10.2 

F10.2 

II 

12 

Variable 
Name 

LS(1) 

TM0(1) 

TM1(1) 

TM2(1) 

LS(2) 

TM0(2) 

TM1(2) 

TM2(2) 

IPOS 

LAST 

Sample 
Value 

1 

75.45 

65.45 

90.45 

2 

125.40 

120.35 

150.05 

1 

-1 

Indicates which data segment specified on the input data card 
is to be used (1 or 2) 

Time (seconds) at which a peak is expected (used only for 
annotation but must be within the range of TM1 and TM2) 

Beginning time of the segment to be computed and plotted 

Ending time of the segment 

Indicates that a rectified plot of the covariance curve is to be 
plotted:  1 - no, 2 - yes 

Indicates action to be taken after processing the present request: 
blank or 0 - Next parameter card is another computation card 

1 - Next card is an input parameter card 
-1 - End of job. 

Indicates first or second plotting segment 

Input Tapes 

The LASA edit and LASA beam tape formats have been discussed in pre- 

vious sections.   The Seismic Data Laboratory Tape is in IBM 7090 internal 

format (36-bit integers) with 120 words per record and 10 records per file. 
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Computation 

12 The cross-covariance formulas,     where A, i=l, ... , n, and B^, 

i= 1, ... , m, are two sets of data and n ^ m, are 

T 

R =(^ A. * B.  ._1)/T - (Average A * Average B); (4.17) 

i = l j=l m 

where 

T = minimum (n, m-j + 1), 

m 
Average A = ( y^    A.) /n, 

i = l 

m 
Average B =  ( 5_\    B-) /m5 

i = l 

and „, 
T 

S. = (J2  A-  • i * B.) /T - (Average A * Average B); (4.18) 

i=l j = l, ..., n 

where 

T   = n - j + 1. 

Output 

The output consists of a Calcomp plotter tape which results in an annotated 

graph of each seismometer and the cross-covariance curve. 

Program Interaction 

None 
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Program Restrictions 

The total size of selected segments read cannot be longer than 7200 

samples.   (This would be a total of six minutes of LASA data if the sample rate 

were 20 samples per second.) 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 
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4.17    POWER SPECTRA ANALYSIS (PSA)   (Figure 4-17) 

Purpose 

This program calculates the Fourier transform of time traces obtained 

from LASA edit seismometer tapes, LASA subarray beam tapes, or LASA 

array beam tapes.   Each trace may consist of N real data samples where N is 

taken as a power of two.   From the Fourier transform of a given trace, the 

program computes the phase angle, signal power, energy-density, dB of power, 

and dB of energy density spectra with respect to angular frequency.   Optional 

plots of either energy-density or the dB of energy-density may be obtained at 

the discretion of the user. 

All of the above calculations are performed on two seismometers, two 

subarray beams, or two array beam traces at a time.   The traces may be for 

the same seismometer or beam taken over different intervals of time, or for 

different seismometers or beams taken over the same or different intervals of 

time.   Different time intervals may be disjoint or overlapped; however, the 

length of both intervals and the sampling rate must be the same.   The program 

will operate on a single seismometer or beam trace at a time but with some 

loss in efficiency. 

Description 

Input 

Card Input.   Card input consists of one or more sets of control cards. 

Each set of control cards contains a data card 1 followed by one or more data 

cards 2. 
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where 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 12 NREEL 2 

3-8 A6 IREEL(l) 2240 

9-14 A6 IREEL(2) 2241 

15 -20 A6 IREEL(3) 

21 -22 12 LEVEL 0 

23 -24 12 IPLOT 0 

NREEL Number of input tape reels not exceeding three 

IREEL(l) Identification number of the first reel of tape. This tap< 
contain a header record according to the format of a LASA 
edit seismometer tape, LASA subarray beam tape, or LASA 
array beam tape.   This reel number will appear in an on-line 
message to the operator concerning tape mounting. 

LREEL(2) Identification number of the second reel of tape (if any). This 
tape should contain a continuation of data recorded on the first 
reel. 

IREEL(3)    Identification number of the third reel of tape (if any).   This 
tape should contain a continuation of data recorded on the sec- 
ond reel. 

LEVE L       Logic flag indicating the level of data recorded on the input 
tape; it assumes any one of three values: 

0 for LASA edit seismometer tape 

1 for LASA subarray beam tape 

2 for LASA array beam tape 

IPLOT Logic flag indicating whether or not the plotting option is 
exercised by the user on subsequent data cards, and assumes 
one of two values: 

0 for no plotting 

1 for plotting 

If a value of 1 is specified, an on-line message to the operator 
is given, requesting that an output tape be mounted on unit A6 
for subsequent recording of data for off-line plotting on a 
Calcomp plotter. 
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Data Card 2 

Card Field Variable Sample 
Column Specification Name Value 

1-2 12 M 9 

3-12 F10.3 Q 0.028 

13 - 22 F10.3 DTIME 0.050 

23 -32 F10.3 DZ 0.000 

33 - 34 12 LCPR 3 

35 - 36 12 LCPL 2 

37 -39 13 NS1 1 

40 -44 15 NRSS1 2000 

45 - 47 13 NS2 22 

48 - 52 15 NRSS2 3500 

53 - 54 12 IP LOT E 1 

55 - 56 12 LCB 1 

57 - 58 12 JOBE 1 

where 

M Indicates that the time trace for each of the seismometers or 
beams specified on this card should consist of 2M data sam- 
ples where 3 ^ M <. 12 

Q Input quantum in nanometers 

DTIME Time increment in seconds between successive data samples 
of the time traces specified.   This should correspond with the 
recording rate of the input tape or tapes being used.   The nota- 
tion AT will be used in referring to this parameter. 

DZ Filter recursive time increment.   The notation Az will be used 
in referring to this parameter. 

LCPR A logic choice for printing program input and output data; it 
assumes any one of four values: 

0 - Header and time trace data obtained from the input tapes 
and power spectra analysis output data are not to be printed 

1 - Only the header and time trace data obtained from the input 
tapes is to be printed 

2 - Only power spectra analysis output data is to be printed 

3 - Header and time trace data obtained from the input tapes 
and power spectra analysis output data are to be printed 
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LCPL A logic choice for plotting; it assumes any one of three 
values: 
0 - No plots are desired 
1 - Plot of energy-density is desired for the seismometers 

or beams specified on this card 
2 - Plot of the dB of energy-density is desired for the 

seismometers or beams specified on this card 

NS1 Data word number per logical record (sample) associated 
with the LASA seismometer or beam upon whose trace a 
power spectra analysis is to be performed.   For example, if a 
LASA edit seismometer tape is being used, then a data word 
number of 39 would refer to seismometer Bl of subarray Fl. 
A knowledge of the logical record format for the LASA edit 
seismometer tape, LASA subarray beam tape, or a LASA 
array beam tape (whichever is being used) is essential in the 
proper selection of this data word number. 

NRSS1 Number of logical records (samples) to be skipped before 
transmitting trace data for seismometer or beam NS1 

NS2 See NS1; similar to NS1 but related to the second of the two 
traces to be analyzed 

NRSS2 See NRSS1; similar to NRSS1 but related to NS2 

IPLOTE      This flag is used to indicate the continuation or termination 
of plotting requests for the current set of control cards; it 
assumes one of two values: 
0 - Continue writing plots on the plot output tape on unit A6. 
1 - Upon completion of computations requested on this 

card, no further plots are to be written on the current 
plot output tape on unit A6.   This setting causes an end-of- 
file mark to be recorded on the current plot output tape. 
The tape will be rewound and unloaded. 

This flag should be 0 if IPLOT = 0 on data card 1. 

LCB A logic choice flag for processing LASA subarray or array 
beams; it assumes one of two values: 
0 - Unfiltered beam trace data is to be processed for the 

beams specified on this card 
1 - Filtered beam trace data is to be processed for the 

beams specified on this request card 

JOBE This flag indicates the continuation or termination of the cur- 
rent set of control cards; it assumes one of two values: 
0 - Data card 2 is not the last card of the current set of con- 

trol cards 
1 - Data card 2 is the last card of the current set of control 

cards.   Therefore, the next control card to be read will 
be either data card 1 or an end-of-file. 
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Tape Input.   Tape input consists of up to three reels of tape containing 

trace data to be used in power spectra computations requested in each set of 

control cards described above.   For a given set of control cards, the tape may 

be either LASA edit seismometer tapes, LASA subarray beam tapes, or LASA 

array beam tapes, as indicated by the LEVEL flag on the data card 1 for the set. 

Each tape must be an IBM 7090 FORTRAN compatible binary tape re- 

corded at 800 BPI.   Each tape, beginning with the first, should be mounted on 

unit B2.   On-line messages to the operator concerning the mounting of each 

tape are given as they are needed.   The first tape of a multireel setup must 

contain a header record. 

If IPLOT = 1 on data card 1, a scratch tape must be mounted on unit A6 

at 200 BPI. 

Computation 

M Given a set of N = 2     real data samples X(j), j=0, 1, ..., N-l, the pro- 
N N gram computes the set of «>- + 1 complex coefficients A(k), k=0, 1 .., — of the 

skewed complex Fourier series 

N-l 

X(j)   = Yl      [A(k) Wjk] ; j = 0,  1 N-l (4.19) 
k=0 

where W = exp (27ri/N), i =/-l.   The A(k) coefficients are found by the inverse 

formula 
N-l 

A(k)   = ^     2j      [X(j) W"jk] k = 0,  1,..., £. (4.20) 
j=0 

The Cooley-Tukey (reference 11) algorithm is employed in the calculations.   In the 

above equations, X(j) refers to the value of the jth data sample of the time trace. 

This data sample is assumed to be for time T(j) = jAT.   Similarly, A(k) refers 

to the kth complex transform value of the time trace corresponding to a fre- 

quency value of F(k) = k • AF where AF - 1/N • AT, or alternately, 

W(k) = 2ftF(k).   Since the trace data used is real, A(n-k) = A(k) for k = 1, 2  
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N N (N/2)-l and only A(0) through Afe-) are computed.   A(0) and Afo) are always 

real. 

Having obtained the values of A(k), k=0, 1,..., N/2, the following com- 

putations are performed. 

Phase Angle Spectrum 6(k) 

9 (k)   = tan"1 [ImA(k) /Re A(k)]   ; k = 0, 1 |r (4.21) 

where ReA(k) and ImA(k) are the real and imaginary parts of A(k), respectively. 

Signal Spectrum S(k) 

N 

S(k)   = 
|Q /B(k7 ;   k = 0 and^ 

N 2Q/B~(kj ;   k= 1, 2 f -1 

where B(k) = [ReA(k)]2 + [ImA(k)]2. 

Power Spectrum P(k) 

(Q
2
 B(k); k = 0 

P(k)   =     /2Q2 B(k); k = 1, 2 f - 1 

^Q2B(k);k=f 

Energy-Density Spectrum D(k) 

(4.22) 

(4.23) 

D(k)   = 

NAt 
L if J 
NAt^ 
~2TJ 

N P(k); k= 0 and j 

N 
P(k); k— 1, it,,,. | 7)      1 

(4.24) 

Power (in dB) Spectrum LP(k) 

N LP(k)   =   10 log10 P(k); k = 0, 1 f (4.25) 
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Energy-Density (in dB) Spectrum LD(k) 

LP(k)+logln    ^    ;k = Oand£ 
LD(k)          J                                   I (4.26) 

LP(k) + log1()    2gf    ;k = l, 2 f -1 

Aggregate Power AP 

N 
2 

AP  =   ZJ        P(k) (4.27) 
k=0 

Aggregate Power (in dB) LAP 

LAP   =   10 1og1()AP (4.28) 

Angular Frequency (in dB) LW(k) 

20log1n(W(k)) ;k=l,2 £,Z=0 
LW(k) /A^W^X (4-29) 

20 1oglntan,(AZ^k))    ; k = l,2 F,Z#) '10 "^   *      2 

where F is the greatest integer function of NAt/2AZ. 

Output 

Output may be tabular and/or graphical at the discretion of the user. 

Tabular Output.   The parameters NREELS, IREEL(l), IREEL(2), 

IREEL(3), and IPLOT, obtained from a given data card 1, are listed at the 

time the card is read. 

The parameters M, Q, DTIME, DZ, LCPR, LCPL, NS1, NRSS1, NS2, 

NRSS2, IPLOTE, LCB, and JOBE, obtained from a given data card 2, are 

listed at the time the card is read. 

If the LCPR flag of a given data card 2 indicates that tabulation of input 

data is desired, header and selected trace data obtained from the input tapes 

specified will be printed.   The tabulation of each data sample per trace will 

include its sample index and time reference.   Header data will be listed only 

upon the first reference to the selected tapes. 
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If the LCPR flag of a given data card 2 indicates that tabulation of output 

data is desired, the spectra computed for each specified time trace will be 

printed.   Each spectra value is associated with its corresponding frequency- 

index and frequency.   The tabulation of power spectra analysis includes k, 

F(k), W(k), A(k), S(k), 8(k), P(k), LW(k) and LP(k). 

Plot Output.   Plot output is generated and written on the plot output tape 

on unit A6 provided IPLOT = 1 on data card 1 and LCPL = 1 or 2 on the current 

data card 2.   If LCPL = 1, a plot of W(k) vs D(k) is created for each time trace 

specified.   If LCPL = 2, a plot of LW(k) vs LD(k) is created.   Calcomp plot 

routines and the plot output tape may be used as direct input to a Calcomp 563 

Digital Incremental Plotter, using 22-inch wide plain paper. 

Program Interaction 

LASA edit seismometer tapes are generated by the LASA Tape Edit pro- 

gram; LASA subarray beam tapes are generated by the Subarray Beamformer 

program; LASA array tapes are produced by the LASA Beamformer program. 

Program Restrictions 

All program restrictions are indicated in the above section. 

Comments 

This program is written in FORTRAN IV for the IBM 7090. 

Although plot options and routines are currently in the program, their 

final form is still subject to change.   It is therefore recommended that the plot 

options not be exercised at this time. 

Approximate execution time for the power spectra analysis of two time 

traces is 4 minutes, including the printing of both input and output data. 
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Figure 4-17.   Power Spectra Analysis (PSA) (Sheet 2 of 8) 
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4.18     SEISMIC RAY TRACE 

Purpose 

This program calculates the angular range, travel time, and inverse 

phase speed for both the direct and surface reflected rays, and repeats this 

calculation for arbitrary equal increments of Snell's constant over any desired 

range of values. 

Description 

Input 

This program requires a number of layers, N, and for each layer, the 

radius and velocities at upper and lower boundaries. The source position is 

defined to be at the upper boundary of any layer with the receiver at the surface. 

where 

Card Inputs 

Data Card 1 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1-2 12 K 4 

3-5 13 M 1 

6-14 F9.4 CMIN 220.0000 

15 - 23 F9.4 CMAX 840.0000 

24 - 32 F9.4 DLTAC 5.0000 

33 - 34 12 IRD 1 

t 

K Number of layers ^ 95 

M Source position defined to 
(note:   M ^ K) 

be at upper boundary of Mth laye 

CMIN Minimum value to use for Snell's constant 

CMAX Maximum value to use for Snell's constant 
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DLTAC       Increment value on Snell's constant 

IRD 1/0 condition.   Run will use all new data cards/Run will use 
new data from cards 1 and 2 of this run, data from cards 3 
and 4 supplied by last run.   (If only one ray trace is to be 
made, set IRD = 1.) 

Data Card 2 

Card 
Column 

Field 
Specification 

Variable 
Name 

Sample 
Value 

1 blank 

2-49 48H (Descriptive 
data) 

Kto 
geography 
conversion 
6/13/66) 

Data Card 3 

Card 
Column 

1 

2-24 

Field 
Specification 

blank 

23H 

Data Card 4 

Card Field 
Column                    Specification 

1-10 F10.3 

11 - 20 F10.3 

21-30 F10.3 

31-40 F10.3 

Variable 
Name 

Sample 
Value 

(Descriptive 
data) 

Velocity 
profile 2 

Variable 
Name 

Sample 
Value 

RL(I) 5920.000 

RL(I) 9.000 

RU(I) 6370.000 

VU(I) 7.000 

where 

RL Radius of lower boundary of Ith layer 

VL Speed at lower boundary of Ith layer 

RU Radius of upper boundary of Ith layer 

VU Speed at upper boundary of Ith layer 

(Data card 4 is repeated for each layer) 
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Computation 

This program was written under the LASA Signal Processing Study (refer- 

ence 1) and has been converted to System/360 FORTRAN IV. 

Output 

For each layer, the radius in km at the lower (RL) and upper (RU) 

boundaries, the velocities in km/sec at the lower (VL) and upper (VU) bound- 

aries, the velocity gradient (G) in sec-1, and the zero-radius velocity (VO) in 

km/sec are printed.   For each value of Snell's constant (C) in sec, the angular 

distance in degrees and km of both the direct ray (ADR and XDR) and reflected 

ray (ARFL and TRFL), inverse phase speed (VH-1) in sec/km, and radius of 

deepest penetration (RMIN) in km are recorded. 

Program Interaction 

Relation of inverse phase speed to range is used in the Inverse Velocity 

Space Mapping program. 

Program Restrictions 

In its current form, the program is restricted to a maximum of 95 layers. 

The source position must be at the upper boundary of one of the 95 layers. 

Comments 

This program is written in FORTRAN IV for the IBM System/360. 
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