





ESD-TR-66-635

(Final Report)

LASA SIGNAL PROCESSING, SIMULATION,
AND COMMUNICATIONS STUDY

March 1967

DIRECTORATE OF PLANNING AND TECHNOLOGY
ELECTRONIC SYSTEMS DIVISION

AIR FORCE SYSTEMS COMMAND

UNITED STATES AIR FORCE

L. G. Hanscom Field, Bedford, Massachusetts

lDlSTRIBUTlON OF THIS DOCUMENT IS UNLIMITED.

Sponsored by: Advanced Research Projects Agency,
Washington, D. C.

ARPA Order No. 800

(Prepared under Contract No. AF 19(628)-5948 by International Business
Machines Corp., 18100 Frederick Pike, Gaithersburg, Maryland 20760)




FOREWORD

This research was supported by the Advanced Research Projects
Agency. The Electronic Systems Division technical project officer for
Contract Number AF 19(628)-5948 is Major Cleve P. Malone (ESL-2).
This final report covers the period from February 14, 1966 to January
14, 1967; it is a continuation of the "Large Aperture Seismic Array
Signal Processing Study, " Contract Number SD-296.

This technical report has been reviewed and is approved.

Paul W, Ridenour, Lt. Col., USAF
Chief, LASA Office

Directorate of Planning and Technology
Electronic Systems Division

ii



ABSTRACT

In this final report, the "LASA Signal Processing,
Simulation, and Communications Study'' results are de-

scribed in detail.

A summary of our findings correlates the results
with factual detail reported earlier, Signal processing
is discussed; further system and simulation studies are
reported; suggested system implementation is extended;
and the set of simulation programs used in this study is

described.
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Section 1
INTRODUCTION AND SUMMARY

Work during this study continued and extended signal processing tech-
niques suggested in earlier workl, evaluated applications of microprogramming,
and investigated integrated signal processing and communication systems.

Additional requirements which became obvious during the course of the
study resulted in a change in emphasis in several areas. One change was to
develop a concept using a signal processing system remote from the array
site. Another was to consider integration of the array monitor and control
function into the proposed sighal processing system. In studying beamforming,
it was found that steering delays required for experimental purposes could be
obtained by using previously determined arrival times.

Once the anticipated signal gain was verified by data analysis, using con-
ventional processing, additional effort was applied to microprogramming to
determine the expected speed gains. Moreover, initial diagnostic and discrim-
ination tests using the experimental beam display encouraged an increase in
effort to develop the display as a tool.

As a result of these changes, we de-emphasized the world network com-
munications study and the array geometry synthesis.

The study has provided a definition of the initial system synthesis and an
analysis of the functional partitioning of a signal processing system, beamform-
ing requirements, array gain, beam coverage, microprogramming, and event
location capabilities. Results were conclusive enough to recommend an equip-
ment and program configuration to process LASA signals, and to designate the
logical steps necessary to have a signal processing system operational at an
early date. A long-range effort was suggested for improving system operation

1-1



and for using the proposed signal processing system as a powerful new tool

for research in seismology and large array signal processing.



il SUMMARY OF AREAS AFFECTING THE STUDY

System partitioning and beamforming requirements, array gain and beam
coverage, microcoded instructions, array geometry, and event location capability
received primary consideration as part of this study. Relevant findings in these

areas are summarized in the following paragraphs.

i I | System Partitioning and Beamforming Requirements

The LASA signal processing system concept described herein is partitioned
into two functions—detection processing and event processing. Implementation
of these functions in two compatible processors provides processor redundancy
for the critical functions. The signal processing techniques used are conventional
beamforming, frequency filtering, and threshold detection.

The detection processing function is required to perform real time on line
surveillance of a significant part of the teleseismic zone (i.e., all land areas
and all known seismic regions). To efficiently process in real time, this func-
tion should be restricted to the essential task of providing approximate arrival
time and event location. A reasonable criterion for initial detection is to ensure
a loss of less than 3 dB per beam up to 1.5 Hz and to reject noise by bandpass
filtering.

Event processing need not occur in real time, but must be capable of main-
taining pace with the average detection output rate. This requirement does not
prohibit the processing load for a given event from exceeding the signal history
period. Arrivals from a detected event are sorted according to the estimated
modes of propagation and to their probable registration relative to the beam
pattern. Then, a more detailed investigation of the accomplished detection
families is performed with densely packed beams to obtain the best event rec-
ord and to refine location parameters. The preservation of signal fidelity up to
approximately 3 Hz with a loss of less than 3 dB per beam has been adopted as

a conservative beam distribution criterion.
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1e1..2 Array Gain and Beam Coverage

Analysis and simulated tests using LASA recorded earthquake and nuclear
test data, although limited in number, have demonstrated significant enhance-
ment of signal-to-noise ratio through the application of conventional beamform-
ing and appropriate frequency filtering. Conventional beamforming and filtering
gains approaching 25 dB for a natural event and 34 dB for a nuclear event, with
respect to the unprocessed seismometer output, have been measured and veri-
fied by spectral density comparisons.

The number of beams required to cover certain pertinent areas of the
teleseismic zone, as seen from Montana and a possible Array II location, was
calculated as a function of beam quality. A requirement of several hundred de-
tection beams was inferred for comprehensive real-time surveillance. This
requirement is compatible with contemporary computer technology, in that the

detection load can be supported by a machine of moderate size.

Voailis’D Microcoded Instructions

Beamforming, filtering, and other repetitive computation requirements
can normally be implemented by either a modest special-purpose computer or
a slower, and therefore larger, general-purpose machine. Advantages of both
modest size and sufficient speed for special purposes can be attained by micro-
coding standard general-purpose computers; thus, standard machines are
equipped with special additional instructions which extend their capability to
function as special-purpose processors while retaining their general-purpose

capability.

1.5k 4 Array Geometry and Event Location Capability

A limited number of simulation runs, using LASA seismic data tapes, in-
dicate that the number of seismometers per subarray can be reduced from 25
to 16 without any loss in array gain. Because of noise coherence properties
over the subarray aperture, the gain is in fact improved when the inner ring of

seismometers is discarded.
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Furthermore, it appears possible to discard the four or eight outer sub-
arrays, considerably simplifying the logistics and data transmission require-
ments. Theory is supported by simulation tests which show that only a one or
two dB loss penalty is incurred. While it is true that omission of the outer one
or two rings of subarrays will decrease single LASA event location accuracy,
this capability may be very modest, even for the full LASA, when compared to
accuracies obtainable from a world network of arrays. The implications on
location and secondary arrival discrimination have not been completely es-
tablished.

With the above mentioned array reductions, it would be necessary to re-
duce slightly both the word length and sampling rate to support the above opera-
tions with a total input data rate of less than 50 kilobits per second. This data
rate is compatible with commercially available wide-band data transmission

service,



1.2 STUDY SUMMARY

The primary purpose of this study has been to identify a method of auto-
mating the LASA signal processing system hypothesized previously. We ex-
tended this system to include array monitoring and control, and to permit both
remote and local operation. Two other areas which we studied were supporting
analyses to develop initial system operating parameters, and computer pro-
gram development to test the processing assumptions with experimental data

and to verify expected system operation.

qEci25al Signal Processing

The system requirements, in terms of the required number of detection
and event beams as a function of the number of subarrays used for detection,
are based on results reported earlier. - The requirements were extended to in-
clude those of a possible Array II location as shown in Figure 1-1. These
curves provide the base signal processing requirements for both detection and
event processing and constitute a system objective. A processing system which
meets the experimental and operational objectives is shown in Figure 1-2, and
described in some detail in Section 2.

The array field, nominally 21 sets of 25 seismometers, transmits sampled
quantized data to an identical pair of interfacing units. The detection interface
(DI) system equipment receives parallel data from M subarrays of n seismom-
eters each, and edits and presents data to the detection processor (DP). The
DP records Mn seismometer data channels and performs the detection process.
The DP output is a queue of detections with identification of arrival occurrence
and magnitude appropriately recorded and provided to the event processor (EP).
The EP determines the members of the detection queue associated with a single
seismic event on the basis of arrival velocity and time relationships which must
be satisfied by such members. Required time and velocity relationships as a

function of range are stored as approximations to seismic travel-time tables.



Beams

1000

900

800

700

600

500

400

300

200

100

Loss

- 10 [ Logy525 - Logy25 (SA)]

11
[ ]

|
:

I
/
(2130,21) /
/

e
17 [
i d
L
/ Land and Seismic /
Not on Land (I1) _—.'/ /
/| /

Land and Seismic

Not on Land (I)

9dB Circle

Land (I1)

Event

9dB Contour

/7 Land (1)

\

9 13

Subarrays (SA)

17 21

Figure 1-1. Beam Surveillance Coverage Requirement

1-7

Loss (dB)



-

e

e — - — -y

SA-M

L !

|

DI l——1——> El
A ‘
: '

oc
Y y
DP I S EP

Figure 1-2. A LASA Signal Processing System

1-8




For detected arrivals, event beams are formed. If necessary, special
processing, including tailor-made steering delays and/or optimum processing,
can be included. A seismic bulletin is generated from the resulting events.

The operation console (OC) and the maintenance console (MC) are the op-
erator monitor and array control stations, respectively. The event interface
(EI) system equipment supports the array maintenance and control function.

Redundancy considerations are based on a fail-soft philosophy. In case of
a DP failure, for example, the EP performs the DP function; hence, an unin-
terrupted detection processing is provided at the expense of event processing.
Similarly, the MC should be designed to function as an OC, and the EI as the DI.
This system synthesis requires that the EP, EI, and MC be sufficiently sized
to provide a catch-up capability for reasonable values of detection thresholds
and maintenance procedures. An auxiliary processing system may be required
for supporting classification studies and operations. Although this aspect is
discussed in subsequent sections, it is not a principal part of the system con-
cept. The total system implementation plan is identified with options which
must be available to cover requirements for both remote and on-site processing
system locations (Section 2.1).

A suggested communication system between an array and a remotely
located processing system is based on certain array modifications (e.g., not
using the B-ring of seismometers in each subarray) that can be made without
significant loss in system performance (Section 2.2). Our data analyses (based
on a limited sample) and the results of other analyses strongly indicate the
validity of this conclusion. Nevertheless, further investigations using larger
data samples are warranted. The principal implication of the reduced com-
munication line requirement is that by appropriately scaling a coarse and fine
channel and by modifying both the word size and the sampling rate, the total
data rate can be reduced to less than 50 kilobits with a total processing loss of
one or two decibels. A reduced aperture has little effect on system gain.

Its effect on location accuracy is decreased single-LASA capability. However,

this capability is modest compared to that of a large baseline world network, so



the loss of accuracy may not be important. In a remotely located processing
system, the reduced logistics, reduced communication requirements, and re-
duced processing load are advantageous.

An explanation of detection and event processing functions, interface and
display requirements, and event processing data flow logic (Sections 2.3 and
2.4) indicates that for appropriate integration, a family of software routines
which can be individually tested and monitored should be developed.

Effort was directed toward developing evaluation methods and implementa-
tion techniques for microcoding a set of signal processing algorithms (Section
2.5). Generally, an average speed increase of the order of seven is expected
over assembly language coding, without the loss of general-purpose machine
flexibility.

In the system operation and array maintenance and control functions,
relative complexity is required to ensure adequate checking of automatic sys-
tem operation; but the flexibility to permit continued system growth may re-
quire computational extension. Therefore, interface equipment and console
system concepts for such extension are given (Section 2.6).

An experimental breadboard display which was constructed and tested
appears useful for process evaluation, and may be significant in developing
discrimination criteria; it warrants further investigation (Section 2. 7).

In an analysis of the initial processing program configurations, the system
control function which supports the data flow, and the necessary control func-
tions to implement the signal processing system indicates the need for a systems

programming approach in the signal processing system (Section 2.8).

1.2.2 System Studies

Supporting studies which were not included in the First2 or Second3
Quarterly Technical Reports are discussed in Section 3. A brief summary of
relevant earlier results is also given.

Recommendations in these reports for system sampling rates and

scaling were based on requirements to adequately process signals below the
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saturation level, and to limit gain degradation from round-off and sampling
error to less than 1 dB. An extensive discussion of various sources of proc-
essing loss, such as beamforming, filtering, sampling, and scaling, was
presented. LASA location capability was also discussed. A capability for
optimum processing is desirable, but such processing is expected to be used
only for special events., A program for ray tracing in a spherically-layered
medium was presented and used for approximating the phase speed-range
relationship.

Graphs showing beam coverage as a function of signal frequency led to
system designs based on a detection frequency of 1,5 Hz. Experience with
signal spectra indicates that most of the energy is at a frequency of 1.0 Hz;
therefore, the designed detection beam coverage should be adequate.

Beam requirements for the Montana LASA and an estimate of require-
ments for a possible Array II location are reviewed (Section 3.1). Because the
teleseismic region associated with Location II might contain larger land and
seismic areas than those of the Montana LASA, approximately 50 percent more
detection beams are necessary, subject to frequency requirements.

Array geometry is discussed briefly (Section 3.2), and LASA beam pat-
terns, including phase response, are shown. The programs which generate
these beam patterns can be used for future array design.

The event location capability of LASA and of a world network indicates
that an investigation of correlation techniques should be made to obtain more
accurate relative arrival times, both at LASA and on a worldwide basis (Sec-
tion 3.3). The effects of finite beamwidth, inaccurate steering delays, and un-
certainty in the phase speed-range relationship discussed in this report are
likely to cause several-hundred-kilometer event mislocation. Calibration and
other processing considerations may reduce this location uncertainty.

The results of a study of array steering delays indicate that the process
of referencing arrival time data to plane wavefronts yields delays of a quality
comparable to that obtained when using worldwide travel-time tables as a ref-
erence (Section 3.4). Because of the convenience of using a self-contained sys-

tem, we believe that the wavefront method should be pursued. Curvatures are
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measurable by a second-order (quadratic) wavefront program. At the subarray
level, plane wavefront approximations can probably be used without incurring
unacceptable loss, a result believed to be in substantial agreement with results
obtained elsewhere.4 The fact that certain subarrays seem to be consistently
high or low in either observed speed or observed azimuth should be investigated
further.

In the area of acquisition of arrival time data, simple thresholding is
somewhat erratic even for strong events. It is hoped that the addition of re-
dundancy logic and careful threshold value selection will provide adequate ac-
curacy at least for the stronger events. For weaker events the possibility of
correlation processing for time difference measurement should be investigated.

The probability distribution of required steering delays to estimate the
processing speed requirements is shown (Section 3.5). Although the maximum
delay is governed by the array diameter and by the smallest expected value of
horizontal phase speed, most delays which must be implemented will be con-
siderably smaller than this maximum.

The experimental beam display and its initial use on the Longshot event
and on an earthquake are described (Section 3.6). This display is useful for
arrival analysis in that it provides a visual representation of an event oriented
in k-space coordinates on many contiguous beams as a function of time. The
results of filter formulation, error characteristics, and precision require-
ments studies indicate that classical frequency filtering can be readily instru-
mented (Section 3.7).

By an analysis of actual seismic data records from five experiments,
an evaluation of subarray beamforming, integration time, system gain, scaled
signal-to-noise ratios, and power spectra, is made (Section 3.8). The inner
ring of the seismometers can be deleted or weighted zero with a slight gain in
performance. In addition, when the outer one or two rings of subarrays are
deleted, a loss of less than 1 dB or 2 dB is incurred.

The center of gravity and radius-of-gyration calculations to solve two dif-
ferent problems are discussed (Section 3.9). The first problem is selecting

the event beam which best describes the event; the second is improving the
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location of the event within the selected event beam. In the location problem
the center-of-gravity method is useful, since errors because of pattern
asymmetry are small. For event beam selection the radius-of-gyration
result was disappointing. Generally, the first- and second-moment approach
appears to be computationally simpler than the originally suggested correla-
tion technique, and for that reason it was investigated. Although the results
are inconclusive, beam pattern correlation may yield other performance ad-

vantages and, therefore, warrants consideration.

1412053 Data Analysis Programs

Computer programs developed during this study are described, and a flow
chart of each program is included (Section 4). Generally, the description of
the programs relates to a particular version of that program. The experimental
nature of the study constantly required program modification to increase general
program capability or to conduct a particular experiment.

The available programs provide considerable signal processing analysis
capability. A LASA Tape Edit program, which edits the raw seismic data
tapes available from LASA, was developed. Programs functionally simulating
the signal processing algorithms of subarray and LASA beamforming and filter-
ing were generated. With the pertinent filter characteristics provided, the co-
efficients required for a given classical filter can be calculated. The ability to
compute signal and noise power exists at the seismometer, subarray beam, and
LASA beam levels. Power spectrum measurements can also be made at each
of the three levels. The time delays required for subarray beamforming are
provided through a relatively simple thresholding technique, which is suitable
for large events. The time delays required to form neighboring beams at the
LASA level are provided by linear or plane wave corrections added to the
measured time delays corresponding to the central beam.

Programs necessary to generate tapes in a suitable format for the ex-
perimental display were developed. The results of the LASA beamforming func-

tion represent the normal display data in natural coordinates.
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A pseudo-event tape can be developed from a known event so that the sig-
nal-to-noise ratio of the seismometer data of the pseudo event is some binary
factor of the known event signal-to-noise ratio. Auto- and cross-covariance
routines to process data at both seismometer and LASA beam levels were gen-
erated. A plot program exists for generating digital plots of various combina-
tions of seismic data channels. An additional plotting capability that generates
inverse velocity space maps is provided.

The programs, in general, were written in FORTRAN IV for the IBM 7090
and require only minor modifications for use on machines supported by a

FORTRAN IV programming system capability.
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1.3 STUDY RECOMMENDATIONS

Our recommendations for acquiring a LASA signal processing capability
concern three categories:

o Configuration of a LASA signal processing system

© Procedure for an early system operational date

° Long-range effort for improving the system operation and for using
LASA as a powerful new tool for environmental research.

15351 Configuration of a LASA Signal Processing System

The LLASA signal processing system should be built substantially as en-
visioned in the final report (reference 1) of the original study in this series.
Further study (references 2 and 3) and analysis of seismic data performed as
part of the present study validate that basic configuration and suggest a need
for incorporating certain additional functions. System partitioning into real-
time detection and lag-time event processing appears to be appropriate. The
degree of processing for any given event should be selectable from minimum
real-time detection and rough location through routine event processing (using
the finer preformed event beams) to special processing capable of producing
maximum enhancement of signal-to-noise ratio and signal fidelity. Routine
event processing should include the grouping of arrivals into event families.
Special processing should include capabilities for the generation of event-
tailored steering delays and optimum processing or equivalent,

Serious consideration should be given to eliminating the inner ring of
seismometers in each subarray. If permitted by the location degradation, the
elimination of the outer ring of subarrays also warrants further consideration.

Initially, at least, steering delays should be organized for greater sim-
plicity, according to the wavefront technique. The reading of relative arrival
times at LASA should be automated by cross-covariance analysis of individual
seismometers or subarray beams with the LASA beams.

Microcode simulations verified the efficiency of microcoding and the sig-

nificant spced improvement attainable when the basic signal processing algorithms
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are implemented by microprogramming. In effect, microcoding permits the
use of a general-purpose processor as a special-purpose one, while retaining
the flexibility of the general-purpose machine.

To ensure against unforeseen needs for processor capability which is
either significantly greater or smaller than now expected, leasing rather than

purchasing the required processing equipment is advisable.

L3572 Procedure for Early Operational Date

If a LASA processing facility is available, the first step in making the sys-~
tem operational is to begin operating the detection processing function of the sys-
tem with tape data, thereby developing a data base.

Results of the communications study suggest that the system can be located
off-site for ready accessibility. Serious consideration should be given to interface
system equipment for permitting on-line experimental testing of the system concept.
Event processing programs should be written and debugged at an early date.

A rudimentary form of automatic event processing should be attempted at an
early date. However, the system should permit sufficient flexibility of the logic
flow between individual processors and programs to permit the required operator
monitoring and intervention for testing various procedures.

A display should play a central role in correlation experimentation designed
to determine the best event beam and, perhaps, the event location within that
beam.

Additional work is required to finalize the control and maintenance func~
tions to be instrumented in this system. Some effort should be devoted to

testing the long~period instrument contributions to the LASA capability.

1.3.3 Long~Range Effort

The usefulness of cross-covariance calculations for providing improved event
locations by correlating signals from a world network of stations with LASA
beams should be tested. In an attempt to arrive at the best possible steering
delays for large numbers of events, the investigation, systematization, and

1-16



improvements of these delays for various world regions should proceed as more
events are received.

Experiments should be designed, using LASA as a seismic research tool,
to obtain more accurate knowledge of the earth's velocity and geological struc-
ture and to investigate earthquake predictions and other important environ-
mental data.

Signal processing system trade-off studies should be extended in an at-

tempt to enhance system performance.



Section 2

SIGNAL PROCESSING

A part of the "LASA Signal Processing, Simulation, and Communications
Study' addressed technical topics fundamental to the definition of an experimental
real-time system. The signal enhancement processor must be very efficient to
allow a sensitive real-time surveillance of large regions, and must have the
flexibility essential for seismic research. Process automation, record stan-
dardization, documentation control, communications flexibility, reliability, fail=
soft modes, system diagnostics, maintenance support, and growth potential
must be considered to ensure a direct extension to operational status. As the
requirement analysis progressed and preliminary processing experience was
acquired, a system concept evolved which accommodated the diverse objectives.

Major components of the implicit system implementation are described
in this section. The baseline system configuration assumes on-site processing
and incorporates several fail-soft options. A communications extension option
is presented to permit remote processing with a reduced channel. Basic archi-
tectures for both detection and event processing are included, but considerably
more data analysis is required to establish the discriminant processing struc-
ture. Implementation of detection and event processing will permit the ef-
ficient generation of beam histories to support this research. The topics of
microprogramming, communication's interface, display functions, and control
programs are also presented to provide a comprehensive definition of critical
areas which involve special equipment, and/or significantly affect performance

efficiency.
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2.1 SYSTEM CONFIGURATION

The objectives of the LASA signal processing system are to
1 Test the validity of proposed seismic processing techniques

25 Establish a real-time facility capable of detecting, discriminating,
and documenting seismic activity in the teleseismic zone

3. Obtain system operations experience and methods to identify equip-
ment performance criteria

4, Identify methods of improved seismic signal processing
Develop information dissemination and coordination techniques

6. Provide a system dedicated to enhance the body of relevant signal
processing knowledge

Tie Accomplish the above in a manner to allow for experimental sys-
tems change.

Comprehensive surveillance requires parallel processing of real-time
seismic information which has a large composite data rate; processing speed
and flexibility are critical system parameters. The equipment composition
must provide adequate fail-soft backup and support for operational functions
such as calibration, diagnostics, array maintenance, and supervision. Gen-
eral-purpose machines can be employed without a loss of inherent flexibility,
if predominant algorithms are instrumented as special-purpose instructions.
These algorithms allow a range of conventional through optimum processing,
augmented by arbitrary digital filtering and detection techniques to be pro-
grammed in completely general terms.

The process is partitioned to create functional components for machine
task allocation. The detection processor performs comprehensive surveillance
and identifies the time-phase velocity window of each arrival satisfying the
a priori signal criterion. Scaling pointers are established for subsequent oper-
ations. This information is logged on the associated tape complex (see Figure
2-1) and is transferred to the detection queue resident in the event processor.

A consistent arrival family is assembled and analyzed by the event pro-

cessor. Working disk and tape storage is provided through the signal preprocess
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unit (SPU) channel adapter or by the equipment shared with the auxiliary proc-
essor. Additional tailored processing is based on raw data maintained in the
event processor tape complex, and characteristic histories are documented.
When pertinent, special processing is conducted to extract critical signal param-
eters and/or update empirical system files. A seismic bulletin is prepared

and disseminated to the seismic community by TWX and remote printer-key-
board facilities. Reference data libraries are maintained to permit subsequent
processing, documentation, or dissemination as a request service.

An auxiliary, nondedicated, general-purpose scientific processor is also
coupled to establish a significant off-line capability, while retaining sufficient
intermachine communications for efficient multiprocessor data flow. This
capability will be used to analyze signatures for classification, to support
seismic data processing research, and to provide the structure for coordinated
multiple array operation. Function detail will develop as experience and base
data are accumulated.

Raw LASA data is transmitted from each subarray equipment vault to the
data processing center as digitally-encoded serial characters with word parity
checking. The format is not compatible with general-purpose digital proces-
sing terminals; therefore, an interface equipment (IE) requirement exists to
preprocess the data., Maintenance and logistics support will be most efficient
when the same technology is used throughout the center. Such a concept dic-
tates compatible signal specifications, ensuring a minimum impact in the event
of subsequent functional changes or design adjustments.

The basic function of the IE is to buffer communication terminals,
multiplex input channels, synchronize message framing, decode characters
encountered in transmission, verify message fidelity, and translate the format
to be compatible with the detection processor terminal. A secondary function
is to time and control each subarray and to implement processing required for
a duplex communication capability.

Supporting simultaneous communications through a sufficient number of

these channels constitutes a rudimentary requirement which is satisfied by the



data set adapter working with the SPU memory. After message verification,
scaling, and blocking, the information is transferred through the channel
adapter for processing and documentation. Redundancy can be obtained by ad-
ding a second data set adapter on the lower SPU, or by using a special inde-
pendent recording unit (illustrated with dashed lines).

The principal secondary SPU task is to support display and maintenance
functions. Memory share links facilitate the bilateral transferral of seismom-
eter and display data. Substantial histories are retained on disk memory ac-
cessible through the channel adapter.

Operations supervision and maintenance are performed from separate
consoles. Each is coupled to the system with an automatic channel share
switch to permit direct access by either SPU or indirect access by any proces-
sor. Discrete sense and indicator facilities are instrumented with standard
digital components, although the panel layout is customized for particular oper-
ator functions. Printer-keyboards are incorporated to provide flexible control
and log facilities.

The maintenance console contains a waveform scope to display array sig-
nals and spectrums. A communication terminal permits vocal contact with
personnel at the array site to coordinate maintenance activities. Provisions
for conference nets should be considered. The system time standard receiver
and equipment is incorporated in this console to establish an absolute refer-
ence. Either SPU should be capable of maintaining adequate time accuracy for
one-day periods to maintain continuity during possible malfunctions.

Overall system monitoring and control is performed at the operations
console. A functional description of the display scopes with their associated
cursors is given in Section 2-7. Interface equipment supporting hard-copy
documentation plotters is contained in this console to permit general data ac-
cess and to facilitate editing activities. Remote processor controls should be
incorporated to centralize device assignment and permit efficient functional
reconfigurations.

An examination of the conceptual real-time equipment configuration re-

veals considerable inherent flexibility in function assignment and data flow.



This flexibility provides adaptability to ensure the initial interface with the dy-
namic subarray electronics configuration, to permit efficient subsequent up-
grading of the subarray channels, and to provide latitude for the system evolu-
tion characteristic of R&D efforts. Advanced signal processing features, such
as a comprehensive fail-soft response reflex or multi-array coordination,
would not significantly alter the system hardware components. In view of anti-
cipated LASA concept extensions, such a growth potential is required to opti-

mize the LASA program design efforts.

2.2 LASA COMMUNICATIONS EXTENSION

Signal processing at the LASA site requires minimum communication of
real-time seismic data. However, the potential advantages of performing the
computations at a more accessible location during the advanced program de-
velopment and classification research phases create interest in extending the
LASA communication network.

Preliminary sizing of the channel requirements is given in Table 2-1.

A direct extension would require both a TELPAK D and a TELPAK A, the lat-
ter channel supporting the provision for on-line diagnostics from the mainte-
nance depot at Miles City. The basic sampling rate of 20 Hz and the first sub-
multiple (10 Hz) were combined with various trimmed word structures to in-
vestigate the feasibility of narrower, less expensive communication channels.
When an excessive loss in array dynamic range resulted, coarse channels at
the subarray level were reinserted to maintain a basic LASA large signal capa-
bility. Modified subarrays permit a reduction to TELPAK B equipment, but
preclude continuity during the interface transition.

Intermediate message format equipment at Miles City would minimize the
transition problems and simultaneously provide a more efficient message struc-
ture for long—distance communications. No significant operational impact would
be present, for the process is deterministic and would require no operator
participation. Economically, TELPAK A ( or the proposed TELPIPE) service

is preferable.
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Two concepts were investigated to understand appropriate reduction tech-
niques which would retain the maximum LASA capability. In the first model,
system dynamic range, when restricted to a TELPAK A, is illustrated by Fig-
ure 2-2 as a function of the adopted sampling rate and seismometer word size.
The model is composed of 19 seismometers per subarray, scaled to cover the
dynamic range from 20 dB (relative to one nanometer) to below the background
noise. This permits a 12 dB overlap with the one coarse seismic channel per
subarray which is scaled to provide a relatively noise-free representation of
strong events. Other pertinent assumptions as well as the sampling loss as a
function of sampling rate are shown in the figure.

An interpretation of the presented information must consider processing
characteristics. When a small signal-to-noise ratio prevails, digital beam-
forming extends the observed resolution over that of the sensors in proportion
to the number of array elements. This extension illuminates the potential sub-
array response capability illustrated in Figure 2-2, which is considered ade-
quate for any subsequent process. Coarse channel data integrity can also be
maintained beyond the digital range by using high-order truncation with proper
interpretation (code wraparound) at the computation center. No initialization
problem is encountered since the data has a zero mean.

For the second investigation, array truncation while retaining the estab-
lished format was considered. An experimental signal (Longshot) was processed
according to the tentative system, using a 0.9 - 1.4 Hz bandpass filter. Inner
seismometer rings were removed from subarrays, and outer subarray rings
were removed from the array. Observed gains are shown in lines A of Table
2-2 for the configuration options investigated. The array truncation loss is
summarized in lines B. Note that array performance increases as seismom-
eters are deleted, and decreases as subarrays are eliminated.

A comparative set of theoretical array truncation loss values has been
estimated, assuming perfect signal coherence and no noise correlation, in
lines (B) of Table 2-2. A comparison of lines B and (B) reveals significant
signal and noise characteristics, and suggests improved analytical models for

LASA. These tables show that the noise components appear to possess a
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significant degree of coherence over intrasubarray distances, while some sig-
nal coherence loss is evident over the total array.

Decisive conclusions should not be made until a broader data base is
analyzed. However, the trends implied by the limited data base available sug-
gest further investigation with additional representative data and considera-
tion of fewer seismometers. The baseline data rate is given in Table 2-2,
lines C. Direct application of TELPAK A (proposed TELPIPE) requires a data
rate less than 50 kilobits per second, which limits the baseline array to ap-
proximately 169 sensors at the 20 Hz sampling rate. A blend of sample rate
and word size trimming is therefore anticipated for optimal intelligence trans-
ferral. Data requirements of subsequent processes, such as classification,
may resolve the tradeoff option.

A functional diagram of the LASA communication equipment is illustrated
by Figure 2-3. The intermediate message format equipment, which is com~
posed of the basic data set adapter and a data reduction unit, functionally re-
duces to a memory containing the proper link word chain. The array interface
remains unaltered, while the maintenance function is supported directly as a
phantom channel. A keyboard printer has been incorporated to establish a
hard-copy communication capability between Miles City and the computation
center.

Although the baseline design (solid lines) does not contain redundancy or
backup provisions to minimize the probability of losing unrecoverable data,
logical upgrading extensions are possible. Redundancy may be achieved by add-
ing a second message format module and long-distance communication channel
with the flexibility accorded by the data set adapter concept. An alternate ap-
proach is to incorporate an independent asynchronous auxiliary recorder and an
associated relative time generator with adequate short-term stability (24 hr).
It is assumed that critical tapes would be shipped to the computation center
where the catchup function would be handled by the event processor. Both con-
figuration additions are superimposed on Figure 2-3, as the dotted portion of

the instrumentation, to illustrate the compatible upgrading features.
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2.3 DETECTION PROCESSING

Detailed analysis of the observations from LASA constitutes a major com-
puter burden, and is accordingly oriented toward a specific time/phase velocity
window to minimize the computation impact. Since no significant a priori in-
formation is available, continuous real-time surveillance of the teleseismic
zone is essential to detect potential windows of investigation. This detection func-
tion must digest large amounts of data and extract sufficient information to steer
and scale the event process for all activity of interest. Since no deterministic
kernel is known, power measurements are the key observables.

Beamforming accomplishes the two rudimentary objectives of phase veloc-
ity discrimination and signal-to-noise ratio enhancement by combining the sig-
nals in a manner that favors a specific wavefront. However, many wavefronts
must be simultaneously considered to monitor any region which is significant,
when compared to the main lobe coverage as dictated by the signal frequency,
propagation medium, and array geometry. Filtering further improves the
process by rejecting those frequency bands which contain an inferior signal-to-
noise ratio and/or imply degraded beamforming performance.

Beam interpretation must consider both the processed signal during an
observation window and the estimated background noise. The detection criterion
structure should have considerable flexibility to accommodate statistical dis-
criminants, if they appear beneficial.

Although the digital implementation of these techniques is not unduly com-~
plex, the task of forming and filtering a multitude of beams in real-time is not
easily handled with general-purpose digital computers. Fortunately, the re-
quired processing is extremely repetitious, and large performance gains can
be achieved by instrumenting instructions to efficiently perform the basic sig-
nal processing algorithms.

A software controller uses both standard and special instructions to per-
form the detection process. Since the special functions are representative of
general signal processing techniques, rather than a specific program imple-

mentation, the processing architecture resident in the controller may be varied
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as required. The optimum configuration is dependent on many system parameters
such as the number of sensors, the area of surveillance, the required system
gain, and the spectral characteristics. The analysis performed throughout this
study suggests the configuration portrayed by Figure 2-4. Both the total memory
requirements and the number of filter channels are reduced without significant
loss of performance when the beamforming process is partitioned at the inherent
subarray data module. The high-frequency cutoff properties of the bandpass filter
enable a reduction of subsequent sample rates, further reducing memory and exe-
cution requirements.

Detection processor inputs can be off-line from tape or on-line from array
interface equipment. Each sample-oriented record should contain seismic data
and a code relating status changes, such as the addition or deletion of array ele-
ments. A header file is also required to establish the initial array status and time.

A separate input subroutine for each input option is available in the con-
troller. Off-line files contain five records for compatibility with the beamform-
ing algorithm batch size, and are synchronously requested to optimize the process.
On-line files also contain five records, but are presented asynchronously to the
computer. A clock is desired to relate processing requirements with capability.

The subarray buffer memory allocation stores the intermediate results
between beamforming and filtering, and is the most efficient location to retain an
adequate process time margin. Sufficient filter histories are required in this
location and in the filter buffer memory. Any bias developed in the subarray cal-
culations is blocked by the bandpass filter. However, the array data memory
should contain a phantom channel to allow a bias compensation to be introduced
at the LASA level before the introduction of detection nonlinearities.

The four functions of rectification, integration, noise estimation, and
detection criterion are combined in a single algorithm (RIT), enabling efficient
coupling of operations with minimum memory accesses. Iterative properties of
integration, noise estimation, and detection criterion require buffer memory
allocations. A noise estimate inhibit feature is incorporated in the detection

criterion algorithm to mask detected signal components.

2-15



A software routine is employed to establish maximum envelope amplitude
and assemble the detection log parameters which include beam identification,
noise level, signal peak, and initial and terminal detection times. Header in-
formation should include array status, element masks, threshold criterion, and
beam allocations. A detection flag should be available to a display; it can be
conveniently located in the sign bit position of the background noise word.

A coordination subroutine must maintain a current portrait of detection
status and data time. Array element mask alterations are initiated by this
program segment. During off-line operation, proper data sequence is verified
and marginal or erroneous data editing is performed in the subarray memory.

Output subroutines must support the communication of detection outputs
and beam display data. A capability of monitoring up to eight channels is de-
sirable for maintaining execution confidence and aiding maintenance activities.
Graphic presentation of the detection process is a secondary application with
intangible utility.

Characteristics of the basic process are given in Table 2-3, A full com-
plement of LASA data is accommodated with minimum preprocessor buffering.
Initial parameter selection is based on analytical study and preliminary signal
processing experience. Within the projected detection architecture, many
parameter options exist, and modifications are anticipated as operating ex-
perience is accumulated and signal characterization is improved.

An operational system will require an extension of the outlined controller
and implied supervisor. Input/output unit reassignment, automatic process
verification, dynamic parameter modification, surveillance editing, transient
free-function transferral, and fail-soft configuration responses are anticipated
requirements. Although these requirements are not essential during research
and advanced development program phases, prudent controller design should
incorporate sufficient flexibility to enable a progressive and orderly capability
growth,
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2.4 EVENT PROCESSING

The central function of the event processor is to form event beams for de-
tected events, and provide necessary filtering, recording, and display. Addi-
tional study indicates that these functions must be supplemented by the functions
of side-lobe and post-P discrimination, the collection of families of arrivals
from a single seismic event, and the additional special event processing of
interesting events. These functional requirements, as well as current thoughts
concerning the required experimental and learning aspects of the system, are
discussed in the following paragraphs.

The resulting arrival detections are expected to include significant num-
bers of side-lobe detections, as well as post-P seismic arrivals, insofar as
the latter possess phase speeds belonging to the P-teleseismic zone. The event
processor will sort out and identify these detections and main-lobe P detections
before event beam processing.

While event processing with preformed beams, using stored delays,
should be adequate for the majority of detected events, some special events will
require maximum obtainable processing gain, even at the expense of considerably
increased computation effort. Experience with studies of arrival times of events
indicates that the variability of such times, even from limited source regions, is
sufficiently great to degrade any set of preformed beams for a given event, as
compared to the gain if a tailor-made set of steering delays were obtainable for
the event. Correlation techniques are expected to permit the determination of
special time delays for individual events. Moreover, the special processing
functions should include a capability for special filtering, including some form
of optimum processing at the subarray level.

The LASA signal processing system, including the event processing
functions, will contain as much autonomous operation as possible, requiring
operator intervention only where judgment is required. After initial checkout
procedures, the system should be capable of a degree of automatic operation.
The final decision logic for processing will depend on experience gained with
seismic factors such as frequency of detection of particular arrival modes and

resolution and degree of predictability of beams for non-P detections, and on
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other considerations concerned with the system operation. Autonomous sys-
tem operation can be continuously improved as more experience is gained;
therefore, a reasonable degree of flexibility in the event processing logic is
highly desirable. Such flexibility would facilitate the implementation of seismic
research use of the system, and provide system testing and calibration functions.

For the above reasons, the event processing function should be con-
sidered as composed of a number of computational functions or subroutines to
be connected by one of several possible alternative system flows or control
programs, permitting maximum flexibility and learning capability during the
early operation of the system.

Figure 2-5 shows the major functional information flow of a possible
event processing system. The outputs of the detection processing function are
collected in a detection queue, clustered, and sorted to form families of ar-
rivals for each seismic event. Routine processing includes event beam for-
mation and event location calculation. For special processing, time delays
are obtained adaptively by correlation at the LASA level, while a capability for
optimum processing exists at any level.

The detection output is described in Section 2-3. This detection queue can
be displayed either before or after an event family has been established.
Initially, families are to be established primarily by an operator viewing the
queue displays. These displays show the calculated arrival times and velocities
of family members (PcP, PP, etc.) corresponding to an assumed P or other
detection, along with the actual detected arrivals. As experience is gained in
making these groupings, much of this operation can be automated.

The event family function should begin with an operation of clustering
detections and assigning velocity space locations and strengths to the clusters.
It is hoped that side lobes can be eliminated on the basis of time coincidence
and relative geometry with the main lobe. A grouping at equal azimuth can be
selected, and a tentative "first arrival" or P wave chosen. The processor can
then calculate time and velocity of possible later arrivals, and match these
predictions to the actual arrivals. Much of this operation can eventually be

made automatic. In an alternative operator-controlled mode (to be used for
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initial experiments), the matching can be performed visually with the assistance
of the display, providing maximum operator exposure to seismic experience and
permitting rational selection of a more highly automatic logic.

As a first step, the predicted delay times and velocities of post-P ar-
rivals for various source depths will be obtained from least squares polynomial
fits to the Jeffreys-Bullen Seismological Tables. 5 Eventually, LASA experience
should provide more accurate prediction of the required quantities.

The operator should be able to select detected or identified beams for
routine event processing. In an automatic mode, it might be required, for ex-
ample, to always form event beams for the P wave only. Beamforming time
delays are to be updated when important new events have been added to the ex-
perience list. In the operator-controlled mode, the operator is required to
select a tentative P (or other arrival), and then, using the display, compare the
actual detections to the predicted arrivals. This procedure can be done on
several different assumptions of depth.

The output of the event processor contains an inverse velocity to geo-
graphic conversion capability, updated on the basis of velocity experience and
world network locations. Location information is expected to be used only for
output purposes (seismic bulletin, etc.). Steering delays hopefully can be
based on directly measurable velocity information. The event family deter-
mination should contain access to a beamforming capability to form detection-
density beams outside the P-teleseismic zone whenever required (to search for

additional undetected arrivals).

2.5 MICROPROGRAMMING

After the algorithms necessary to implement a signal processing system
for LASA were selected and defined, during the first quarter of this study con-
tract, effort was directed at evaluation studies. These studies concluded that
the microprogramming approach could provide a significant speed advantage;

therefore, further definition was accomplished during the second quarter. In the
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final quarter, simulation and testing plans were developed. This section re-

ports on the total effort and the expected implementation results.

2.5.1 Definitions

The algorithm definitions are shown in Figure 2-6 as equations. Some

pertinent comments on each algorithm are included in the following sections.

2.5.1.1 Beamforming

Beamforming uses the batching concept in which beam sums are formed in
one instruction execution for the present sample period and for the four im-
mediately previous sample periods. A large number of beams (J <32767) can
be formed from a large number of inputs (I £32767) during one execution cycle.
Input and output data has a precision of 15 data bits with allowable intermediate
calculations extending up to 22 data bits. The delay values (Tij) can have a
resolution equivalent to that provided by the input data. The output shift ( 8)
provides scaling capability to minimize overflows in the next process executed.

An additional function of beamforming is to provide optional preshifting
of the input data block. This shifting is performed before the beamforming

algorithm is executed.

2.5.1.2 Recursive Filter

The Recursive Filter instruction allows feedback filtering to be performed
on IJ inputs (I, J <32767) at one instruction execution. A filter of degree 2P-1
is performed where P can be as large as 127. The coefficients (apij’ bpij
unique for each term of the filter for each i and each j. All input (fi, gij) and

) are

output (gij) data has precisions of 15 data bits with allowable intermediate
calculations extending upward to 38 data bits, provided the result before shift-
ing is not greater than 31 data bits. The output shift (/) allows the 15 output
bits to be selected as any consecutive combination of these 31 bits. The sec-

ond output shift ( §) is optional. When used, it is a right shift applied to the

2=24



Beamform

1. f (At = 27 f, (nAt)
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Figure 2-6. LASA Algorithm Definitions (Sheet 1 of 2)
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period the criterion is not satisfied.

Figure 2-6. LASA Algorithm Definitions (Sheet 2 of 2)

2=-26



primary filter output. The time resolution of the input data (fi) is independent

of the rate at which the instruction is executed.

2.5.1.3 Convolution Filter

The Convolution Filter allows filtering to be performed on IJ inputs
(I,J <32767) at one instruction execution. The filter degree (M) can be as large
as 127, The precision characteristics are the same as for the Recursive

Filter. No second output shift is provided, since there is no feedback path.

2.5.1.4 Rectify/Integrate and Threshold

Three parts of the Rectify/Integrate and Threshold instruction are

1, Short-time averaging

2l Threshold detection

3. Long-time averaging

Rectify/Integrate and Threshold provides a method for arrival detection.
The detection criteria is based on exceeding a particular signal-to-noise ratio
for some specified number of samples. The inputs to this instruction consist
of beam values of 15 data bits precision. The output signal and noise averages
are also 15 data bits. A list is made of all beam numbers on which a change in
arrival status occurs during instruction execution. (See Figure 2-6 for the

equations referenced below.)

Short-Time Averaging. Short-time averaging is performed as a two-step

process. Step one calculates a rectified sum of the LASA beamformer output.
This sum is calculated over the last S sample periods. The result (after shift-
ing) forms the intermediate output of short-time averaging. Step two calculates
the final short-time average from the intermediate output by using either a
binary-scaled exponential equation or a straight summation equation. This final

output is used as the input to the threshold detection section.

Threshold Detection. This section performs the actual arrival detection.

The final short-time average output is compared with a previously calculated
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threshold (the start-arrival threshold). When the short-time average exceeds
the start-arrival threshold for @ time samples out of Q' consecutive time
samples, an arrival is declared. The relevant beam number is stored and a
new threshold (the end-arrival threshold) is introduced. When the short-time
average does not exceed the end-arrival threshold for Q out of Q' consecutive
time samples, the end of an arrival is declared. The relevant beam number is
stored, and the start-arrival threshold is reintroduced. This logic is shown in
tabular form in Table 2-4.

When an arrival is in progress on a particular beam, the long-time aver-
aging section is omitted for that beam. At the end of an arrival, long-time

averaging is delayed on that beam until the arrival has passed through the array.

Long-Time Averaging. This section calculates an average noise value,

and uses it to compute the start- and end-arrival thresholds. Either of two
equations is available for long-time averaging: a binary scaled exponential or
a summation. The input may be either the intermediate or final output of
short-time averaging. The output of the selected equation (the average noise)
is multiplied by an 8-bit threshold (uj) . The result is divided by 8, and the
resulting number is used as the start-arrival threshold. A similar calculation
is performed for the end-arrival threshold (vj). These two 15-data bit values

are not used until the next execution of threshold detection.

2.5.2 Evaluation

Effort on all four algorithms was directed at retaining the flexibility de-
veloped during the definition phase. As expected, feedback from the evaluation
effort was used to improve algorithm definitions. An example of this is a gen-
erated requirement for the beamforming time delays to be organized in a mono-
tonic series.

As a first step, detailed flow charts and programs were developed to
simulate the essential arithmetic capabilities of each algorithm. This data was
converted into actual microprograms for the IBM System/360 Model 40. Where

applicable, new processing approaches and/or hardware were postulated to
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Table 2-4. Threshold Detection Arrival Status Determination

Arrival Status
Short-Time Average Arrival_ Detected | Threshold Excgeded Con-
= Threshold Previously Q out of Q' Times |None| Start Hyma End

No No No X

Yes No No X

Yes No Yes X

Yes Yes Yes X

No Yes Yes X

No Yes No X

No No Yes These conditions

Yes Yes No are not possible
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decrease execution time. Some of these approaches resulted in programming
restrictions to retain the necessary speed.

At each step, the expected microprogram execution speeds were deter-
mined for certain benchmark parameters. These times were compared with
both the assembly language version and the projected needs of the detection
process. When necessary, new approaches were taken to achieve a minimum
execution time for each algorithm. A summary of the anticipated individual
execution times for both software and microprogram implementation and the

chosen benchmark parameters are shown in Table 2-5.

2.5.3 Simulation

A programming effort was launched to develop software programs which
would simulate the microcode operations. The original programs were ex-
panded to reflect new design changes. Some of the exceptional conditions
checked by the microcodes were also incorporated into the simulation pro-
grams. A standard interface was developed. By using this approach, the
simulation programs can be used as substitutes for the microprograms until a
machine with the latter is available.

There were two reasons for developing these programs. First, they
will allow work to be done on the detection processing program in anticipation
of the delivery of the microcoded machines. They can then be carried over
and used as part of a dynamic diagnostic scheme to help detect on-line equip-
ment failures. Second, hecause these programs are identical in function to
the microprograms, they can be used for testing purposes to assess the mathe-

matical and special-condition operations of the microcodes.

2.5.4 Test Plans

The planned basis for testing the microprograms requires that the sim-
ulation programs be used as a standard. They will be thoroughly checked, using

hand solutions. A control program will be written to exercise the simulation

2=30



‘ureaq aUo J10j ST UMOYS W}
9Y], ‘Surdexase waol-3uo] 10}
posn sI [erjusuodxa uy °[BALL
-IB UB JO pPUd 10 JIBIS 9Y) S0Udl
-Jxodxa sureaq dut ayj jo Juad
-aad o1 ‘poraoad ojdwes ALxaag
*93BI3AB SWI)-}10YS 9Y) WL.I0J

pIOYSaaY], pue

0} PO9ppe S4B sSanfeA IALg g°¢ 02°0 L°0 9je139uU]/AIH09Y
1931} SAISANDIAI SB dUIeg cg 06°1 Z°91 931 UOTN[OAUCD
9 90130p O SI9IY 67 69 0r°¥ 2°0¢ I931d 9AISINORY
sind
—Ur G WOJdj poULIO)y UIEaq auQ s'9 69°0 1 4 Suruiioyuread
— e e

90UBULIOYIOd WYJLI03[V VSV Pajoadxy G-g 9[qel

2-31



program and the microprograms on identical sets of data. The results will
then be compared and any errors in either program tracked down.
Three phases of testing are anticipated: mathematical, special condi-

tions, and interaction. Each phase is described below,

2.5.4,1 Mathematical

This test will determine the mathematical accuracy of the microprogram
implementation. For the test, part of the data from the Longshot event will be
used. This data will be tested against all the microprograms except Rectify/
Integrate and Threshold.

2.5.4.2 Special Conditions

These tests will exercise a variety of the abnormal conditions and unique
data paths within each microcode. The data for this test must be constructed
entirely by hand, and will test such operations as overflow handling (both in-
termediate and final), illegal instruction parameters, and various shifting and
output options. Each logical branch of Rectify/Integrate and Threshold will be
tested. Testing of all four algorithms is planned for this phase.

2.5.4.3 Interaction

This phase will test the input and output compatibilities of the four rou-
tines. Because of the severe speed requirements of the detection process, it
is not possible to shuffle data around in storage between microprogram calls.

The algorithms will be combined into a program which resembles that being de-
fined for the detection processor. In addition, the data input/computation

simultaneity of the microcodes will be tested.

2.5.5 Conclusions

The primary conclusion that can be drawn from the microprogramming

work under this contract is that the approach is feasible where high speed is
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necessary and the arithmetic load is not too great. Initial estimates show that
about 500 LASA beams can be formed in 100 msec whereas, without micro-
programming, this formation would require about 700 msec. Table 2-8 con-
firms that the microprogramming approach will help to solve the LASA pro-

cessing problem,

2.6 COMMUNICATION INTERFACE

Communication with subarray equipment is a rudimentary requirement
for any LASA real-time processing configuration. Commercially available
equipment to interface digital processor input/output facilities and wideband
data stations is configured primarily for single-terminal applications. Sev-
eral of these can be employed but the LASA requirement of simultaneously
supporting more than 20 duplex channels with nonstandard modulation imposes
not only a severe data transfer rate but also a prohibitive processor burden of
message formatting, This implies interpretation and generation of coding at
the bit level, an operation extremely cumbersome when performed by the

parallel logic organization of a general-purpose computer.

2.6.1 Data Set Adapter

A multiplexed data set adapter function is postulated for the interface
equipment. This function includes translation between the message structures
used in the communication channels and the standardized data word files char-
acteristic of digital storage mediums. Performing this operation at the in-
herent serial-parallel data representation transition encountered in data set
adapters optimizes the translation process. External message character en-
coding and decoding also reduce the effective processor data rate, alleviating
transaction interferences.

Although character definition and rate are basically static parameters of
the specific communication channel, word definition may not be constant.
Studies of alternate LASA communication configurations reveal potential mes-

sage formats containing several word sizes to efficiently use the channel when
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encountering diverse data resolutions. The format information should reside
in a memory large enough to provide adequate message length. An implicit
address relationship between data word definition and value is suggested with-
out a loss of message flexibility.

Provisions for chaining the data sequence by word and by block links are
desired to provide flexibility in file structure while retaining the potential ef-
ficiency of contiguous retrieval or distribution. Variable word size is not re-
quired with intelligent message blocking. A single link control word can there-
fore contain both data word definition and chaining instructions; however, stand-
ardization is essential to enable direct coupling of communication facilities for
purposes such as echo checking, information distribution, or internal routine cascading.

Operational systems may require the addition of redundant interface
equipment to ensure data collection during maintenance and/or failure condi=-
tions. The impact of this capability is insignificant if considered during initial
design. Parallel data set support using external cable terminations permits a
clean, high-speed transferral of the interface functions. Physical cable trans-
ferrals would be necessary only when recovering from improbable line trans=
mitter or receiver failures. Theoretical system loss during this recovery
transient is shown in Figure 2-7 as a function of the interconnection module
size. System degradation is limited to approximately 1 dB when four or fewer
data sets are supported by any cable assembly. The implicit module require-
ment is also graphically indicated to portray the composite design options.

Since neither the communications network nor the geometry of possible
future LASA type seismic arrays is firm, moderate equipment flexibility
should be incorporated. Modular construction is the most appropriate provi-
sion since no significant increase in design effort is encountered. Interface
groupings of four data sets appear to be a reasonable selection because of con-
sistency with the maximum interconnection module size and of compatibility
with contemporary logic packaging configuration. Six such interface units would
satisfy the maximum foreseeable LASA requirement of supporting 21 subarray
channels, 1 maintenance channel, and 1 TELPIPE channel. Since an extension
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to eight units would not add to the addressing structure or multiplexer equip-
ment complexity, adequate space and power should be provided.

The conceptual subsystem design is illustrated by the functional data set
adapter diagram (see Figure 2-8). Principal components are a data reception
unit, a data transmission unit, and from one to eight data set interface units.
Since precision message timing implies special internal clock features, the
interface equipment timing unit is incorporated in this functional group. Each
unit function is detailed by Tables 2-6 through 2-9. A high-speed, cycle~-steal
access to the signal preprocessor memory with external addressing is em-
ployed. Adapter monitoring and control is accomplished with access to several
general-purpose registers which serve many preprocessor functions. Table

2-10 characterizes the composite coupling requirement.

2.6.2 Support Processing Requirement

An initial link word must be available in the memory cell permanently
allocated to the channel reception pointer. Data and subsequent link words are
required to be compatible in format and memory location to obtain proper trans-
mission. Repetitive message formats and optional phases can be distributed by
controlling the link word content. Processor interruption at preselectable mes-
sage phases is desirable to support the subsequent processing of message con-
tent. This interruption can be instrumented by monitoring main memory ad-
dressing.

Initial message synchronization is assigned as a software function which
detects the frame character and alters the format chain to obtain a compatible
word distribution. If the message format contains subsequent frame characters,
they may be monitored at the appropriate memory location.

Error control, such as parity or polynomial decoding, is not included in
the data reception unit. Thus, messages must be processed by a general-

purpose algorithm to use and/or delete message redundancies.
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2.7 DISPLAY FUNCTIONS

LASA signal processing is concerned principally with manipulating and
interpreting signals which are time and spatially dependent. These signals
contain information relating seismic observables and characterizing instru-
mentation and signal processing performance. A real-time operations re-
quirement is to efficiently display this data for system performance verifica-
tion, diagnostics, unusual occurrence analysis, and data editing. Educational
attributes are additional benefits which may contribute significantly to initial
development, reveal potential capability extensions, and dynamically present
the essence of the process.

A display of waveform traces is conventional and versatile. One unit at
the Operations console would support data editing. It would function with the
event processor when monitoring or operator concurrence is desired. A sec-
ond unit at the Maintenance console is suggested to support independently the
array and the signal processing diagnostics. Presentation of both time his-
tories and spectral content is required for rapid seismometer calibration, and
may be a useful general option,

Comprehensive data addressing is essential to diagnostic monitoring, and
keyboard supervision may provide the most flexible control for adequate pre-
sentation identification. Multiple traces are required to display parallel chan-
nels, significant process modes, or the phasing of multiple arrivals. Eight 500-
sample traces appear adequate. Note that the sample interval may vary be-
tween traces; thus zero-order hold phase compensation and first-order hold
instrumentation are desirable options. Independent waveform translation is
required to properly phase the data, and should be composed of an inter-sample
vernier and a data file pointer modifier. This composition also enables an
efficient and natural data precession to facilitate library scanning, editing, and
transient monitoring. Provisions for freezing the display to conduct detailed
examination of a local region is implicit.

Although a calibrated graticule can provide gross measures, time and

interval marking should be indicated by electronically generated cursors to
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maintain proper registration. Center indexing, with waveform phasing directly
coupled to the operator intervention cursor registers, is an appropriate display
mode. However, the presentation of a complete real-time data field and the
measurement of spectrum frequency parameters imply a left margin and a
variable index, respectively. These two static and one dynamic cursor

modes do not imply major hardware instrumentation, and should be included
for operating convenience.

Basic waveform display-oriented functions have been defined. Digital
support tasks of record addressing, history supervision, scaling, time co-
ordination, data display refreshing, and cursor register interpretation are re-
quired. In addition, hard-copy routines should be coupled and coordinated to
provide semiautomatic documentation of data files corresponding to or as-
sembled with the display activity.

Spatial relations of the signal characteristics are not portrayed by the
waveform histories. A beam display concept has been postulated which re-
tains the beam allocation geometry in inverse horizontal phase velocity space.
It uses intensity modulation to indicate the seismic energy observed on each
beam. An experimental display operating from tape data is functioning (Sec-
tion 3-6), and has verified that detections originating from seismic activity
and from communication errors have distinct signatures. In addition, the
array beam pattern is distinguishable, and some event-oriented signature in-
telligence is observable. Two displays are envisioned in an operational
LASA installation. One display unit would allow monitoring of the detection
process to verify proper system operation. Optional detection accentuation
is required for comprehensive process surveillance, and logarithmic scaling
may be beneficial in portraying large dynamic ranges. Provisions for freez-
ing the display and for regressing in time to conduct detailed examination
without the loss of data are desirable but expendable during system fail-soft
modes. Several minutes of history should be adequate.

The second display unit could serve many functions. Observation of the
detection queue through adjustable phase velocity~time windows could indicate

the rationale of event logic decisions, and establish a qualitative measure of
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the event backlog. Trained operators could significantly contribute to system
performance by optimally indicating concurrence, and by supervising the pro-
cessing of weak or otherwise marginal arrivals. Dynamic, two-dimensional
presentation of event beams as mosaics of energy content or as a correlation
with reference beam patterns could display the data base used to derive event
origin. Image cursors should be employed to indicate unambiguously the se-
lected beam direction. Detents should be used only when identifying specific
beams. A secondary application of this functional display unit is the indirect
supervision of the detection posture. Pertinent parameters such as coverage,
background noise, and detection sensitivity can be efficiently interpreted and
edited with cursor-referenced instructions. Such action should be automati~
cally documented in the System Log.

The above functions represent different resolution requirements. Four
preselected scales are suggested to efficiently use the display field and provide
some growth flexibility. Beam-packing is essentially the grouping of circular
elements to provide a continuous planar coverage. Figure 2-9 illustrates the
implicit hexagonal geometry and the unequal spacing in rectangular coordinates.
Sixteen intensity modulation levels are readily packed and instrumented. Al-
though all levels are not clearly distinguishable, low-level detail and display
smoothness is obtained.

Event queue presentation and detection monitoring can require mosaic
linear dimensions in excess of 64 cells, but always less than 128 cells. Seven
counter stages are adequate for vertical indexing, but an eighth horizontal
stage must be provided to establish the staggered-line registration. Pre-
selectable operator feedback efficiently controls the mosaic dimensions.

Beam indexing and subraster character generation become difficult with
large fields. Adoption of a raster scan establishes a definite deflection wave-
form, reduces the encountered frequencies, and eliminates registration prob-
lems. A 1K bit memory is required to buffer two-line intensity histories if a
nondedicated refresher source is employed. However, an additional access

margin is gained which will substantially reduce multiplexed device interference.
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Figure 2-9. Beam-Packing Geometry
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Character generation is a simple task when the reflected vertical vernier
parameter (B) of Figure 2-10 is employed to bias a threshold detection (L0) of
the reflected horizontal vernier. Figure 2-11 illustrates the Boolean functions
(Wi) of this threshold parameter, and the two low-order grey code addresses
(L2 and L3) which modulate the beam values (Ri).

w1 = L0 - L2
w2 = L0 < g
w3 = L0 = T2
W4 = LO - L3

Correlation displays may be improved with continuous or discrete inter-
polation. This refinement is required on only one unit, and could be instru-
mented as an attachment. Figure 2-12 defines an analog weight set which is
easily generated. Although relatively high-frequency waveforms are processed,
only limiting and gating operations are encountered. Special-purpose discrete
interpolation is more involved, but does retain large intensity gradients at the
character boundaries. Figure 2-13 illustrates the binary variables which

uniquely define trinary weighting functions of the following form:

1 If Lo « LI » 12+ 14 = 1

w1l = 0.5 1f (LO - L2) +(LO - L1 - T4) = 1
0 If otherwise

14 = 1 if 8= 1/2

0 if 8< 1/2

Note that the unity weight value can be instrumented as a composite of two half
weights to achieve maximum transition smoothness.

Conventional technologies satisfy all digital and video instrumentation
requirements. Relatively high-speed gates are necessary to derive the video
from the weighting functions. Transient switching hazards are minimized in
this conceptual design by restricting all gate action to periods of zero beam

weight. Any residual transients can be masked by establishing the black
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pedestal at the node video stage and allowing a negative weighting function cx-
cursion. The video generator (see Figure 2-14) is a composite of these con-
figuration concepts, and should provide a clean and stable background field.

Physical display properties are illustrated by Figure 2-15. A hood con-
taining a polarized reflection shield is optimized for intensity pattern viewing.
Camera mounting hardware is incorporated to facilitate hard-copy documenta-
tion. An optional intensity calibration strip may aid display adjustment and
interpretation. Time can be easily coordinated with the image by superimpos-
ing a label field of sixtcen 5 x 7 dot characters with the addition of a gencration
matrix. Since the fields are mutually exclusive, digital data distribution and
storage facilities can bc shared. Table 2-11 lists a convenient character set
which is compatible with both the beam format and binary-coded decimal nota-
tion.

Record addressing, history supervision, scaling, time coordination, data
refreshment, and cursor register interpretation are again the principal digital
support tasks. Scaling should occur after the history file for subsequent dis-
play parameter manipulation. Figure 2-16 shows the functional processing
which allows beam field display of linear signals, logarithmic signals, linear
background noise estimates, logarithmic background noise estimates, and
logarithmic signal-to-noise ratios. The data communication and processing
impact is reduced by maintaining a quasi-static beam roster to distribute only
active display intensity values to the refresher buffer. The highly repetitive
nonlinear scaling process can be streamlined by using base two arithmetic to
establish an integer relationship between the characteristic valuc and the shift
operation., Eight-bit logarithms with four bits allocated to the mantissa pro-
vide a 0.375 dB resolution throughout the system's dynamic range. Control of
the pedestal and of intensity scaling (shift and limit operation provide adequate
product quantization) allows optional presentation for specific characteristics
of operator interest, and establishes a direct beam measurement capability
(if a pedestal calibration bias parameter is incorporated).

Several decimal words constituting a parameter measurement display

will facilitate operational functions such as array calibration, array diagnostics,

2-64



03pIA 2pON

‘A

-

Ja1y1|dwy apoN

uolypiauag) oapi A apoN ‘¥ -g 21nbig

84p9

uoloun4
Buiyybray spoN

o

ajp9)

i
1

~t
~

U-Uo

QEO_U
|2A27] yo0|g

rP'e'T’l

ol¢

Buipog Aiouig

anpA apoN

309

iays1bay
apoN

2-65



adoog woag |onjdasuoy G-z 2inbi 4

Bje3g Ayisusgy)
#9018 )8

r

maip Aojdsig

|0 g #jotuosy
[ITTTITITYITTIT

Foo| passasey

2-66



Table 2-11. Beam Scope Label Generation

Half-Byte Code Character

0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010 To be defined at
1011 a later date

1100
1101 period
1110 colon
1111 blank

O 00 =3 O W N = O
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phase velocity coordinate observations, arrival time refinement, data record
verification, copy format preparation, and time synchronization. Since
source data may originate from any system message or device, this operation
should be closely coupled to supervisory structure. Conventional techniques
are adequate to multiplex, scale, and present the information. Subsequent
definition work should consider character generation techniques to provide
adequate quantum and parameter identification.

Conventional real-time system components can satisfy the hard-copy and
discrete status display requirements. The conceptual system allocates detec-
tion and system logs to console keyboard-printers, and supports a system
status indicator array to indicate system posture concisely. The objective is
to provide efficient and unambiguous communications with operations during
such transition periods as process editing, fail-soft recovery, and shift-
changing. The less critical functions of listing and plotting would be performed
as an automatic off-line priority sequenced process, which could be forced on-
line when critical. One unusual hard-copy requirement is envisioned. Many
interested factions of the seismic community have based their data record and
analysis capability on photographic signal history documentation. A single
recorder would provide an adequate film medium transcription capability to
support their operations, if accelerated translations were performed as a re-
quest service.

The preceding discussion of display functions provides a concept struc-
ture to support equipment selection or design. Flexibility, because of the re-
search nature of this project, should be retained as the implementation detail

develops.

2.8 CONTROL PROGRAMS

Each machine in the system requires a set of monitor and control pro-
grams to support its operation. The monitor must coordinate all the activities
in a given machine, such as program computation, input/output scheduling and
interrupts, man-machine communication, and communication with other pro-

cessors. Those demands on the processor do not occur in a predictable
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sequence, but are announced by interrupts. The part of the monitor which
handles the interrupts and schedules the sequencing of these activities is the
supervisor.

A higher-level coordination of activities is necessary between the detec-
tion processor and the event processor. When both processors are operating,
one is considered the master coordinator. This function requires logic in both
monitors, but is mainly a part of the event processor's monitor because of its
capacity and its central position in the configuration. Each processor, how-

ever, can manage its activities if the other processor is absent.

2.8.1 Detection Monitor

The detection processor, for control purposes, logically has just one
problem program. The core map is essentially static; no programs are brought
into memory or removed during processing. This main program accounts for
most of the computer time in this processor. It may also request input/output
through the supervisor (e.g., build a log of detected arrivals for later use
by the event processor).

Another function of the detection processor is to acquire and record in-
put data. This function is accomplished by a monitor program which must use
the supervisor to issue its input/output operations.

Communication with external processors, in particular the event proces-
sor, may sometimes be of a high priority nature, as when reconfiguring or
changing procedure is demanded by a failure. In this situation, a monitor pro-
gram which has control and which issues its input/output through the super-
visor is required.

The supervisor must schedule all input/output requests and service their
completions in a central module, the detection input/output control. Input/
output may be issued by any of three programs on symbolic devices on any
channel. The detection input/output control decides the particular device ac-
cording to the configuration and mode of operation, and schedules the requests

according to the availability of the channels and the priority of the requester.
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The scheduling of programs and input/output operations and handling of
supervisory call interrupt, external interrupt, and input/output interrupt are
interrelated. Handling program interrupts and machine check interrupts is
more or less independent of other supervisory operations.

The logical structure of the detection processor programs, showing the
organization of the monitor and in particular the supervisor, is shown in

Figure 2-17.

2.8.2 Event Monitor

The event processor's principal function is to process arrivals detected
by the detection processor. This involves the execution of a sequence of pro-
grams, not all of which reside in core memory at all times. The sequence of
programming may differ, and the amount of event processing may vary, de-
pending on the character and frequency of the arrivals and the requirements
of the user. Where the event processing load is not high, other tasks should
be run.

Some of these activities are compute-bound (e.g., event beamforming)
and some are input/output-bound. If the computer is being used for some ac-
tivity of secondary importance and arrivals begin to occur, event processing
should start immediately. It would be undesirable to cancel the current job in
order to respond; therefore, multiprogramming with three tasks could be done
in the event processor with the ability to load programs from disk memory for
execution as needed. One program partition can be reserved for the early
stages of event processing, so that the processor can respond quickly to the
detection of arrivals.

Some of the duties of the event monitor are to

1. Schedule input/output issued by programs outside the supervisor
for all devices on all channels

2. Schedule queueing and loading of tasks on demand

3% Initiate event processing on cue from the detection processor

4, Handle communication between user and system
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5 Execute several tasks concurrently
6. Schedule tasks automatically

Tos Detect failures or deliberate shutdown of detection processor and
assume its function

8. Oversee the activities of the whole configuration.

The event monitor must perform certain functions and service devices
which cannot be done using currently available standard software packages. It
is desirable to have the use of many of the standard utilities and other modules.
Therefore the event monitor must be designed primarily around the require-
ments of the system, but must be compatible with respect to input/output con-
trol with the standard systems which support these computers. To a large
extent, the event monitor will be constructed around the modules of a standard
programming support package.

Figure 2-18 illustrates the programming structure of the event processor,
emphasizing the relationship between the three program partitions. The super-
visor structure is logically segmented in much the same way as the detection
processor supervisor, although the individual modules are quite different in
scope and structure.

In the situation where the event processor must take over the function of
the detection processor, the three partitions shown in Figure 2-18 will per-

form the functions of the three interruptible programs shown in Figure 2-17.
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Section 3
SYSTEM STUDIES

This section contains Array II beam requirements, discussions of array
geometry location capability and steering delays, and a description of the ex-

perimental display, filter implementation, and simulation study results.

3.1 BEAM REQUIREMENTS

In Appendix A3 of the Second Quarterly Report (reference 3) a method for
determining beam requirements was given. Initial estimates for the LASA beam
requirements were verified and presented in the First Quarterly Report (refer-
ence 2).

The number of subarray beams to be formed per subarray ranges from
six (for worldwide surveillance) to three (for continental land masses only). Inter-
mediate values are required when Pacific Islands or seismic zones are included.

Figure 3-1 shows the number of detection beams required to cover the
land areas and the land areas plus seismic zones lying within the P-teleseismic
zone as seen from the Montana LASA and from a second array location already
considered. The number of beams for each case is shown as a function of beam
diameter, D, in inverse velocity space. For the main lobes of the Montana
LASA and subarray beam patterns, these beam diameters (in sec/km) are re-
lated to the loss (in dB) at the beam perimeter and the signal frequency (Hz) by
the following formulas. The particular LASA formula used depends on whether
the full LASA (21 subarrays) or a reduced LASA (17, 13, or 9 subarrays when

one, two, or three outer rings are weighted zero) is used.
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21 SA LASA beams: D =0.0042 ,/L/f
17 SA LASA beams: D =0.0070,/L/T
13 SA LASA beams: D =0.0118,/L/f
9 SA LASA beams: D =0.0185,/L/f
Subarray beams: D=0.105 ,/L/f
As a sample calculation, determine the number of detection beams needed
to cover land and seismic areas, with an allowance to lose 1.7 dB (in addition to
a 1.3 dB subarray beam loss) at 1.5 Hz, using all 21 LASA subarrays.
From the formula for 21 subarrays, the beam diameter is D = 0,0042 .
JI.T /7 1.5 =0.0036 sec/km. The number of such beams needed to cover land

and seismic zones from Montana is N = 900.

3.2 ARRAY STUDIES

A beam pattern program capable of plotting contours of constant phase as
well as constant loss—both at a single frequency—has been completed. This
program may be useful if it becomes necessary either to try to significantly
reduce side lobes of the present LASA by subarray additions, or to synthesize a
new LASA configuration.

Figures 3-2 and 3-3 show the dB loss and phase patterns for the Montana
LASA configuration. For any future synthesis (i.e., pentagon or heptagon
array), the program would be used to evaluate patterns for a single ring or
polygon of subarray locations (i.e., five or seven). Hopefully, a desirable
side-lobe pattern can be achieved by combining a number of such polygons of
varying size and angle of rotation.

Note that in the figures shown, the two major side lobes of LASA are
directly crossed by a contour of zero phase angle. If this applies in the regular
polygon array synthesis, then a good array with a large main lobe, but small
side lobes, might be difficult to achieve by this method, since any side-lobe
cancellation would have to be achieved by adding rings having effectively a nega-
tive weight, in turn decreasing the main-lobe gain. Therefore, the effectiveness
of this method of polygonal array synthesis remains to be established. It has not

been determined that side-lobe reduction is in itself a matter of overriding
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importance (reference 2). For these reasons, any further effort in this direction

would be continued on a low-priority basis.

3.3 EVENT LOCATION CAPABILITY

The capability of LASA fo locate a seismic event was evaluated in Appen-
dix A of reference 3. The results of that study are briefly summarized here.

The three main sources of location error are expected to be

1. Errors because of finite beamwidth
2., Errors in beamforming because of incorrect steering delays
3. Errors in relating measured phase speed to range.

When preformed event beams are used to locate events, the basic timing
error is that of the preformed beams compared to the arrival of the actual
wavefront; the resulting error in U-space is numerically about that of a 3 Hz,

3 dB beam radius, or perhaps 50 to 190 km. This assumes the existence of
significant energy at 3 Hz, an assumption whose validity is questionable from
studies of signal spectra (Section 3.8). However, subsequent beam processing,
such as calculating centers of gravity of beam clusters or correlation, should
help materially to reduce this source of error (Section 3.9). After a strong
event has been treated individually by steering a beam designed adaptively for
the event, the corresponding least squares U-space location probably cannot be
further improved. The error then is a minimum of 30 kim due only to sampling
error, but for actual events is more likely to be 50 km to 100 km. The additional
error of U-space ta geography conversion must be added to both methods of
processing. The error can be minimized only for areas where calibration
events have been available.

The above estimates refer to the entire 200 km aperture LASA. Reducing
the aperture would proportionately increase the factor multiplying timing er-
rors leading to location errors. However, it must be recognized that the
location capability of even the full-size LLASA is an order of magnitude below
that of a world network.



The location capability of a set of two or more seismic stations, one or
more of which could be LASAs, is bounded largely by the ability to accurately
read corresponding arrival times at such stations. For this reason, it would
be desirable to explore the possibility of increasing the accuracy of such rela-
tive arrival times by cross-covariance analysis of signals and reception at
widely separated stations. For example, signals received for some event at
various stations throughout the United States might be correlated against the
corresponding LASA beam to determine what improvements might be made over

manual methods.

3.4 STEERING DELAYS

The problem of developing a set of steering delays with which to form
beams in the LASA signal processing system falls into two interrelated tasks.
In the first task, assume that, for a number of seismic events used for calibra-
tion of a particular seismic region, arrival times at the various LASA seismo-
meters have been identified. These times, or more particularly the relative
arrival times or time differences for each event, must be organized and aver-
aged so that a presteered beam can be formed toward any point in the region of
the calibration events. The method must include some means of interpolating
steering delays between received events. In the second task, meaningful rela-
tive arrival times from the seismic signals are actually measured. Progress
in and further plans for completing the solution of these two problems are pre-

sented in the following paragraphs.

3.4.1 Organization of Arrival Time Data

The first task, the organization of previously measured time delays, has
traditionally been accomplished by defining for each event region and receiver
site a travel time anomaly. This anomaly is the difference between the actual
travel time and a theoretical one, based on a worldwide travel-time average for
events at a given range, such as the Jeffreys-Bullen Seismological Tables (ref-

erence 5). The required event range can be obtained for each event from an event
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location based on the world seismic network. Time of origin is also determined
by this network. The average anomaly for each receiver for a given region is then
calculated from a number of events in that region, and used to provide a correction
to theoretical travel-time tables to give the required beam steering delays. The
LASA system steering error for a given event would then depend on how well the
event arrival time differences fit the region averages. Some of the bias in these
anomalies can be removed by keeping track of the relative anomalies with respect
to a particular receiver (such as the station LAO in LASA) rather than absolute
values. A very interesting and informative study of time anomalies using this
method on the LASA array has been completed by E.F. Chiburis (reference 4).

Another possible method of organizing the time delays is to establish a
best-fitting plane or second-order wavefront for each event, and to use as
anomalies the variabilities of the deviations from this best-fitting wavefront.

As in the currently used method, the delays are then based on the anomaly
averages for a given region. It is not known which one of these methods might
yield better results, but we believe that each has sufficient arguments support-
ing it to warrant consideration of both.

The major advantage of the presently used method, based on the Jeffreys-
Bullen Tables, is that it makes use of world seismic network event locations
whose accuracy far exceeds that of the single LASA event location .capability.

The argument that the organization of arrival time data should be based on this
relatively accurate source location information, and that it should be referred

to the extensive seismological experience encompassed in the Jeffreys-Bullen
Tables (reference 5) and available local corrections to them, cannot be dismissed.
Another advantage of the presently used method is that it deals with each station
(subarray) individually, Thus, those cases in which arrival times are deter-
mined at considerably less than all 21 subarrays can be handled in a straight-
forward manner. Conversely, a least squares wavefront is affected by incom-
pleteness of arrival time data.

On the other hand, the wavefront method promises certain advantages,
one of which is convenience. If this method can be used, then adjustments to be

made in the LASA system steering delays, as a result of a particular received




event, need not wait for completion of a world seismic network analysis.
Second, the argument can be made that location information, no matter how
accurately determined, should, if possible, be separated from the other prob-
lem of providing the best possible steering delays. What an array really
measures is not event location but horizontal phase velocity, which is used in
the wavefront method. Finally, the wavefront method removes the relatively
large weight given by the conventional method to the reference subarray LAO;
the wavefront method can treat all elements with equal weight, whereas the
current method requires a reference subarray for best results.

The following questions should be answered as a result of wavefront
analysis of these and other events received at LLASA.

1. If processed events are grouped according to azimuth and inverse
phase velocity, and the array is then steered for plane waves cor-
rected by the average deviation from the plane at each subarray for
the group of events, will the resulting steering errors be compara-
ble to the corresponding errors incurred when the Jeffreys-Bullen
Tables are used as a reference ?

2 Can the residuals (deviations from plane) be significantly reduced
by iterating with a curvature correction based on an approximate
knowledge of curvature dependence on range ?

3 Alternatively, can a meaningful measurement of wavefront curva-
tures be made by using the quadratic wavefront part of the Least
Squares Wavefront (LSWF) program ?

4, If so, what is the behavior of the curvatures of such qua.dranc fitting
surfaCes (arrival time as a quadratic function of array horizontal
position coordinates)? Are these curvatures better behaved func-
tions of event location when calculated in and perpendicular to the

- range direction rather than arbitrarily placed in East-North coor-
dinates? How is their apparent behavior affected by plotting them
against inverse velocity rather than actual range? What is the
variation of curvature from geographic region to region? Can a
trend, beyond just an average bias value of the curvatures, be iden-
tified within a region? How badly is the fit of a wavefront's devia-
tions to the average deviations for a group degraded, as the number
of subarrays used to determine the wavefront is made significantly
less than that used for the rest of the group?

5. Can subarray beams be steered with sufficient accuracy by using
time delays corresponding to plane waves? If so, can the same
plane wave be used for all subarrays for an event, or are local
variations of horizontal phase speed and azimuth over the array so
great as to lead to unacceptable subarray steering losses?
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6. Can thresholding be used, under some circumstances, to obtain
arrival time data from incoming events?

Initial conclusions for some of these questions are discussed in Section 3.4.6.

3.4.2 Data Used for Organization Study

A complete set of answers to the above questions requires the availability
of a large set of arrival times for seismic events from various regions of the
earth. Particularly for the fifth group of questions concerning subarray delay
analysis, such arrival times should be known for a significant number of events
for all the seismometers in several, if not all, of the subarrays. This infor-
mation will be easily available only when a large number of received events can
be directly processed to obtain the arrival times on the required seismometers,
Such events might include particularly strong events (magnitude 6 or over) which
have been thresholded and a collection of the more frequent smaller events on
which times can hopefully be obtained by correlation processing. Results dis-
cussed in the present report are based mainly on optically read arrival time
data which has been made available by Seismic Data Laboratories (SDL) of
Teledyne Industries, Inc., and the VELA Seismological Center (Air Force
Technical Application Center), Alexandria, Virginia.

Several hundred event arrivals were made available in their original form
by SDL. These events are part of the Earth Sciences Division (ESD) of Tele-
dyne Industries, Inc. file ranging from Event ESD No. 1to Event ESD No. 353,
and covering several geographic regions. Chiburis of SDL developed this data
for the Jeffreys-Bullen analysis.

3.4.3 Least Squares Plane and Quadratic Wavefront Program

This program accepts as inputs the positions, arrival times, and compu-
tation weights of up to 25 seismometers (or subarray beams), and calculates
three different least squares wavefronts with the actual arrival time deviations
from the best fits.
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The three fits are a
1. Best-fitting plane wavefront

2. Best-fitting plane wavefront followed by an adjustment of arrival
times to consider the expected effect of range upon wavefront curva-
ture, with the above process repeated for any desired number of
iterations.

3. A best-fitting quadratic wavefront plus the three derived second
derivatives or curvatures, expressed in array coordinates, range
coordinates, and the principal coordinates of the quadratic surface.

A description of this and other programs is in Section 4.

Figure 3-4 is a typical computer output for the least squares wavefront
analysis of an event arrival, The top five lines are input quantities including
run number, world network PDE event identification data, and the ESD number
designated for the event. The sixth line gives the inputted coefficients R0, R1,
R2, and R3 of a cubic polynomial used to estimate the event range from the
computed value of inverse phase speed. RE is the assumed earth radius, and
NIT is the number of iterations of range corrections (item 2 above).

The main tabular output shows the seismometer (or subarray center)
designation by number (K) and site name (B1, etc.). W is the weight associated
with the site in the least squares calculation, while X, Y, and T are the site
location (km) and arrival time (sec.) referred to an arbitrary reference point
and time (with average values shown in the last line). T-TBAR and TN are
the arrival time less the average arrival time, and the modified arrival time
after NIT iterations of range correction, respectively. The three columns of
DELTAT denote deviations of actual arrival times from the best-fitting plane
wavefront, the plane wavefront after NIT iterations of range correction, and the
best-fitting quadratic wavefront, respectively. The last time in the DELTAT
columns represents the standard deviation of the deviations (SIGMA).

The first three columns at the bottom of the page show the values of in-
verse velocity components U and V (denoted by Ux and Uy elsewhere in this
report), the inverse velocity magnitude W (elsewhere called U), and azimuth
AZI, as well as a range estimate, R, based on the cubic polynomial in W pre-
viously described. The first column contains the quantitative results from the
plane wavefront calculation; the second shows the result after NIT iterations of

range correction; and the third gives the corresponding linear coefficients,
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assuming a least squares quadratic or second-order wavefront. In the quad-
ratic parameters column, P is the time to be subtracted from the arrival times
to get to the t = 0 intercept of the quadratic surface at X = Y = 0; whereas,

¢, B, and y are the coefficients of Xz, 2XY, and Y2 in the polynomial describ-
ing the quadratic surface. When the XY coordinate system is rotated into
range-azimuth directions, the first-order range coefficient becomes W, the
first-order azimuth coefficient becomes zero, and the second-order coefficients
assume the values shown in the column labeled 2D TIME DERIVATIVES-R/AZI.
The last column gives the second derivative relative to principal directions and

the angle between the principal and the range directions.

3.4.4 Numerical Results

The following paragraphs present some numerical results of the time-of-

arrival data organization study.

3.4.4.1 Wavefront Deviation From Ideal

In processing the preliminary subarray center arrival times of several
hundred events received from the Seismic Data Laboratory, the standard devia-
tion (in seconds) of the deviation of actual arrivals from the least squares
plane wavefront was typically on the order of 0.2 seconds. A wavefront analysis
was performed for three regions (reference 4) for which most of the arrival
times were available. The three regions are Kamchatka-Komandorsky, Kurile
Islands-Sea of Okhotsk, and the Fiji Islands.

Detailed results of the time deviation analysis are shown in figures 3-5,
3-6, and 3-7, which are direct printouts of the Seismic Steering Delay Anoma-
lies program.

At the top of the page are the ESD numbers and event regions. The line
of numbers from 1 to 21 represents subarray numbers for the time anomalies
appearing directly under them. The average deviation AVG (from a plane,
rather than quadratic, wavefront) at each subarray for the events used is found

on the next level down. The deviation averages are followed by SIG, their standard
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deviation per subarray. The remainder of the page consists of a two-line output
for each event or wavefront in the same event order used at the top of the page.
The first line gives the weight applied to a specific wavefront in forming the aver-
ages, the standard deviation for the wavefront of the difference between devia-
tion and average deviation for the region or group of events, and finally the
steering loss in dB incurred at 1.0 Hz for that standard deviation value. The
second line gives the event number and the difference at each seismometer

(1 through 21) between the actual deviation from the plane and the average
deviation for the region.

As an example of the use to be made of these outputs, consider the
Fiji Islands group of events. In these two events, ESD Numbers 92 and 266,
stood out as having large anomalies from the rest of the data. Their steering
loss was over 3dB at 1 Hz, compared to under 1 dB for all the rest. In event
92, the subarray readings which appear to be responsible for the large sigma
are subarrays 16 and 18; whereas, in 266 they are 2, 14, and to an extent 18.

It is of interest that in the Jeffreys-Bullen analysis of SDL data, event number
92 does not show an especially large value of Shock Sigma. Thus, it appears
anomalous when viewed by one method of analysis, and normal when viewed

by the other. Figure 3-8 repeats the averaging for the Fiji Island group of
events, assigning zero weight to the two seemingly offending events. This figure
shows how, as a result, the losses for the anomalous events go to over 4 dB;
whereas, steering to the remainder of the group is improved slightly.

The average values of Event Sigma over all events for each region are
given in Table 3-1 with the corresponding values of Shock Sigma derived in the
SDL report. These values appear to be of roughly the same magnitude. Care
must be exercised in comparing these values for two reasons. First, for those
events using relatively few subarrays, the present Event Sigma is more opti-

mistic than the SDL Shock Sigma. This situation results because the variance,

as defined here, is lﬁ times the sum of the squares of N station deviations;

whereas SDL used N—-1|-1 times. One must also remember that the data was

originally divided into the chosen regions according to the Jeffreys-Bullen
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Table 3-1. Average Event Sigma and Shock Sigma

] : Number Average Average
RAnoIfInalfs Reil ::(;1 g;rrrrllé)er of Event Sigma | Shock Sigma
SR Events (Seconds) (Seconds)
19 9 Kamchatka~ 11 0.047 0.065

Komandorsky
20 10 Kurile Islands- 25 0.052 0.057
Sea of Okhotsk
4 36 Fiji Islands Region 17 0.063 0.060
36 Fiji Islands Region 15 0.053 0.057

with two anomalous
events removed

Note: Average values over all events in a region of Event Sigma and Shock
Sigma as calculated by Seismic Data Laboratory.
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analysis, whereas these same regions were accepted at face value for the

wavefront analysis. As shown by the data for the Fiji Islands group, an event

may be a good fit to one method of analysis and a poor one to the other.
Overall, the steering errors corresponding to either method appear to be

of comparable magnitude, as shown in Table 3-1.

3.4.4.2 Wavefront Curvature

From the events discussed in Section 3.4,4.1, wavefront curvatures as
measured by the second derivative of the least squares quadratic wavefront
surfaces were investigated. Tables 3-2 and 3-3 list the events used and their
ESD numbers, as well as the parameters, P, o, 8, ¥, etc., as discussed in
Section 3.4.3. D2R, D2A, and D2R/A represent the second derivative of time,
with respect to distance referred to East-North coordinates; the next three col-
umns refer to principal axes of the least squares surface. Range is as given by
the world seismic network; W is the inverse phase velocity as determined by the
quadratic fit; and Wi is the sum of the weights, usually equal to the number of
subarrays at which reliable arrival times were available. The curvatures were
plotted, to find out whether each region possessed a measurable curvature bias,
and whether the curvatures showed any noticeable trend within the regions.

A bias for each region does exist, but whether a curvature trend can be estab-
lished within the regions is somewhat questionable. If these estimates prove to
be correct upon examination of more extensive data, the least squares plane
wavefront program would seem to serve as well as the quadratic program, be-
cause curvature bias would tend to be incorporated in the average values for
deviation from plane. On the other hand, between regions, the Quadratic pro-

gram might still provide a useful method of interpolation.

3.4.4.3 Velocity Analysis by Subarrays

In an attempt to measure the applicability of plane wave delays at the sub-
array level, the LSWF program has been applied to the individual subarrays for
four events. While the inverse phase velocity vector varied among the sub-
arrays for each event, a surprising degree of correlation was found among

events at each subarray.
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For each of the four events listed in Table 3-4—Longshot, Kamchatka,
Kazakh, and Novaya—the LSWF program has been used to obtain a best-fitting
plane wave for each subarray, thereby yielding 21 values for U* (one for each
subarray). From a diagram of the LASA configuration, the least squares
values for inverse velocity and azimuth have been listed at each subarray for
each of the four events (see figures 3-9, 3-10, 3-11, and 3-12). Each set of
21 values of U has been ranked in size from largest to smallest. The four
sets of ranks are shown in Table 3-5. As shown in the table, subarray D4,
for example, was ranked fourth for Longshot, seventh for Kamchatka, ninth
for Kazakh, and tenth for Novaya.

To determine the correlation, if any, between ranks for each pair of
subarrays, a statistic known as Spearman's r is computed. The formula for
ris
62Dj2

r=1- 5 (3.1)

N (N - 1)

where N is the number of ranks being correlated (here, N = 21), and D;.z is the
square of the difference between ranks for subarray j for some pair of events.
Since four events are being considered, there is a total of six different cor-
relation coefficients. The six rank correlations are shown in column 1 of
Table 3-6.

The statistical significance of the Spearman r may be tested by using the
"t" test where the statistic t is given by the formula

(3.2)

with N - 2 degrees of freedom. The six values of t associated with the six rank

correlations are shown in column 2 of Table 3-6.

*U = 2+ Uy The computer printout shows this as W = ,/U? + V2,
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Table 3-4. Four Events Listing

ESD

Namber Date Location Latitude Longitude Magnitude
180 10/29/65 Longshot 51.44 N 179,18 E 6.1
189 2/13/66 Kazakh SSR 49.8 N 78.1 E 6.3
319 4/08/66 Near Kamchatka | 51.2 N 157.7 E 5.9

—_ 10/27/66 Novaya 73.4 N 54.8 E 6.3
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Table 3-5. Subarray Ranking According to the Value of U for the Four Events

Subarray

Nofiben Name Longshot Kamchatka Kazakh Novay:
1 Bl 11 6 6 6
2 F3 20 21 16 18
3 F4 12 14 10 8
4 A0 2 4 4 5
5 B3 3 12
6 C4 3 3 1 1
7 B4 6 8 7 12
8 C1 10 11 8 14
9 C2 15 18 18 9

10 B2 8 17 14

ik C3 5 2 15

12 D3 17 20 13 16
13 D4 4 7 10
14 D1 18 16 15
15 D2 14 15 21 21
16 E3 19 19 12 13
17 E4 7 13 17 19
18 El 1 af 5

19 Fi 13 3] 11 2
20 E2 21 10 20 17
21 F2 16 12 19 20
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Table 3-6. Values and Significance of Spearman's r for the Four Events

Rank Values of t Significance at the 5 percent level
Correlations tgs = 2.093 for 19 degrees of freedom
r = 0,742 t = 4,818 Highly significant correlation between
LK LK
events L and K
rr, = 0.504 tLZ = 2.544 Definitely significant correlation be-
tween L and Z
Ty = 0.4675 tKZ = 2,305 Significant correlation
ryr = 0.60909 tYL = 3.3476 Highly significant
ryk = 0.6013 tYK = 3.2803 Highly significant
ryy = 0.5727 tYZ = 3.045 Highly significant
Note: L = Longshot
K = Kamchatka
Z = Kazakh
Y = Novaya
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If a 5 percent level of significance is used, then, as shown in column 3
of Table 3-6, the critical value of t for N - 2 = 19 degrees of freedom is
t95 = 2.093. If a calculated value of t for some pair of events exceeds 2.093,
then the correlation r between that pair of events is said to be significant;
otherwise it is not significant. As shown in Table 3-6 all six correlations are
significant, The correlation between each pair of ranks is too large to be at-
tributed to chance alone. Moreover, in each case the value of t associated
with the correlation r is well in excess of the critical t value, so that one may
consider the correlations as highly significant, If, as shown in Table 3-7, the
six correlation values are ranked, it is evident that the Longshot, Kamchatka,
and Novaya events are the most highly correlated, while the Kazakh event is
associated with the three smallest values of r. It has not been determined if
the reason underlying this significant degree of correlation is inherent in the
measurement, or if it reflects a geographical phenomenon. The events differ
in azimuth by more than 60°, which would seem to rule out direction as an
underlying common factor.

Since the four events all occurred on or near the Eurasian land mass, it
would be useful to obtain similar records for events in the Pacific Ocean and in
or near South America. Comparison of such events with the present set of
four should lead to firmer hypotheses regarding these rank correlation coef-
ficients. Presently, strong events for the Pacific and South American areas

are not available.

3.4.4.4 Subarray Losses From Steering a Common LASA Plane Wavefront

To evaluate the signal loss which necessarily results from steering, an
analysis has been performed on two events which compares the loss resulting
from steering each subarray to its own best plane wavefront with that resulting
from steering each subarray to the same plane wavefront. The conclusion is

that no significant difference between the two methods of steering exists.
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Table 3-7. Ranking of the Six Correlation Values and their Associated Events

Event Pairs Associated With Each
r t Correlation Value
Longshot Kamchatka Kazakh Novaya

0.742 4,818 L K - -
0.609 3.3476 L = - Y
0.601 3.2803 = K - Y
0.5727 3.045 - - V/ Y
0.504 2.544 L - Z =
0.4675 2.305 = K Z -
Note: L = Longshot

K = Kamchatka

Z = Kazakh

Y = Novaya
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Hence, the presently planned method of steering the array should result in no
significant signal loss, as compared with the theoretically optimal method of
steering each subarray individually.

For the Kazakh and Novaya events, the LSWF program has been applied
to each of the 21 subarrays to produce a best-fitting plane wave through each
subarray. With the difference between the expected and the actual arrival
time at each seismometer in a subarray treated as an observed value of a
random variable, the standard deviation of these differences for each subarray
has been computed. The 21 standard deviations for Kazakh are listed in col-
umn 1 of Table 3-8, while the 21 for Novaya are shown in column 1 of Table
3-9. Since the plane wavefront for each subarray is best-fitting, these stand-
ard deviations are the best value (minimum) obtainable for any first-degree
approximation.

For the Kazakh and Novaya events, the LSWF program has also been
applied to the center seismometers for each subarray to produce a plane
wavefront over the entire array. A set of expected arrival times for the
seismometers in each subarray has been computed, based on this LASA plane
wave. With these expected arrival times, the standard deviation of the differ-
ences between expected and actual arrival times at the seismometers in a sub-
array has been calculated for each subarray. These standard deviations are
listed in column 2 of tables 3-8 and 3-9. Since the values in column 1 are the
best values possible, the values in column 2 should be larger, which they are.
To obtain a better appreciation of their significance, the standard deviations
have been converted to signal loss, measured in decibels. The formula for

the loss, L, is given by
2
L = 101log, e (270)", (3.3)
where the frequency f is taken as 1 Hz and where ¢ is the standard deviation in
seconds.

The loss figures for Kazakh are listed in Table 3-10, while those for
Novaya are listed in Table 3-11.
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Table 3-8. Kazakh Event—Standard Deviation of Differences
Subarray 1 2
Number Name

1 Bl .0182 . 0207
2 F3 .0168 . 0256
3 F4 .0169 . 0193
& A0 . 0163 . 0227
5 B3 . 0205 . 0248
6 C4 . 0159 . 0304
7 B4 . 0147 . 0164
8 Cl1 .0184 . 0205
9 C2 L0175 . 0220
10 B2 .0192 . 0245
11 C3 . 0178 . 0244
12 D3 . 0166 .9174
13 D4 .0143 . 0151
14 D1 . 0123 . 0279
15 D2 . 0194 . 0395
16 E3 . 0195 . 0200
17 E4 .0184 . 0252
18 El . 0163 . 0200
19 F1 . 0168 . 0183
20 E2 . 0168 . 0235
21 F2 L0177 . 0257
Averages L0172 .0230
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Table 3-9. Novaya Event—Standard Deviation of Differences

Subarray 1 2
Number Name
1 B1 .0190 . 0217
2 F3 .0144 .0194
3 F4 .0140 .0143
4 A0 .0188 .0195
5 B3 .0144 .0161
6 C4 . 0473 .0530
7 B4 .0175 .0176
8 C1 .0216 . 0266
9 C2 .0239 .0240
10 B2 .0191 .0306
11 C3 .0191 .0200
12 D3 .0151 .0169
13 D4 .0201 . 0237
14 D1 .0209 . 0271
15 D2 .0274 . 0372
16 E3 .0149 .0213
17 E4 .0145 .0191
18 E1l .0205 . 0255
19 F1 .0157 .0259
20 E2 .0158 . 0248
21 F2 .0182 . 0252
Averages .0196 . 0243
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Table 3-10, Kazakh Event—Loss

Subarray ( d%) ( d2B) ( d:iB)
Number Name Irreducible Expected Additional
1 - Bl . 0568 . 0735 . 0167
2 F3 . 0484 .1124 . 0640
3 F4 . 0490 . 0639 . 0149
4 A0 . 0456 . 0883 . 0427
5 B3 .0721 .1054 . 0333
6 Cc4 .0433 .1584 .1151
7 B4 . 0370 . 0461 . 0091
8 Cil . 0580 . 0721 . 0141
9 C2 . 0525 . 0830 . 0305
10 B2 . 0632 .1029 . 0397
11 C3 . 0543 .1021 . 0478
12 D3 . 0472 . 0519 . 0047
13 D4 . 0351 . 0391 . 0040
14 D1 . 0259 .1335 .1076
15 D2 . 0645 .2675 .2030
16 E3 . 0652 . 0686 . 0034
17 E4 . 0580 . 1089 . 0509
18 El . 0456 . 0686 . 0230
19 F1 .0484 . 0574 .0090
20 E2 . 0484 . 0947 . 0463
21 F2 . 0537 .1132 . 0595
Averages . 05607 . 0907 . 0400
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Table 3-11,

Novaya Event—Loss

Subarray 1 d2 d3
Number Name Irrgciigiible Exéeft)ed o e
1 B1 0619 . 0807 .0188
2 F3 0356 . 0645 . 0289
3 F4 .0336 .0351 . 0015
4 A0 . 0606 . 0652 . 0046
5 B3 0356 0444 .0088
6 c4 .3836 .4816 . 0980
7 B4 0525 . 0531 . 0006
8 c1 . 0800 .1213 . 0413
9 c2 . 0979 .0988 . 0009
10 B2 . 0625 .1605 . 0980
i1 c3 . 0625 . 0686 .0061
12 D3 . 0391 . 0490 .0099
13 D4 . 0693 . 0963 . 0270
14 D1 . 0749 .1257 L0510
15 D2 .1287 .2373 .1086
16 E3 . 0381 L0778 . 0397
17 E4 . 0360 . 0625 . 0265
18 El . 0721 .1115 . 0394
19 F1 .0423 .1150 . 0727
20 E2 . 0428 .1054 . 0626
21 F2 . 0568 .1089 0521
Averages . 0659 .1012 . 0353
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Column 1 of tables 3-10 and 3-11 may be interpreted as the minimal
signal loss resulting from steering each individual subarray in an optimal
manner. The figures in column 1 might be termed the irreducible losses
from best plane wave steering. Column 2 reflects the loss that is
to be expected if each subarray is steered to the same LASA plane
wavefront. Since it is presently planned to steer the array in this manner,
the figures in Column 2 indicate the losses that can be expected from
such steering. Column 3 lists the differences between corresponding
values in columns 1 and 2. Column 3 might be termed a listing of
the difference between the expected loss and the irreducible loss for each sub-
array. That is, the figures in column 3 represent the additional loss beyond
the irreducible that can be expected because of steering each subarray to the
LASA wave.

Examination of tables 3-10 and 3-11 shows that for the Kazakh event the
maximum additional loss, as shown in column 3, is experienced by the sub-
array D2, This maximum is 0.20 dB. For the Novaya event, the maximum
loss is 0.11 dB, also occurring at subarray D2, This loss is to be compared
to the average loss of 0.035 dB for that event, Examination of the individual
seismometer deviations for this subarray shows that for the Kazakh event no
single seismometer is responsible for the large loss, For the Novaya event,
both the best fit and the fit to the LASA curve show large deviations at 11 of
the 25 seismometers; that is, neither fit is particularly good. For the Novaya
event, the irreducible loss and the expected loss for subarray C4 are 0.38 dB
and 0.48 dB, respectively, both of which are unusually large. Examination of
the individual seismometer deviations indicates that a grossly inaccurate
measurement must have been made at one seismometer in the subarray,
probably as a result of thresholding,

The data in column 3 in tables 3-10 and 3-11 has been put into histogram
form (see Figure 3-13). The histograms display clearly the fact that for both
events the additional losses resulting from steering the array are generally
much smaller than their respective averages would indicate. In other words,

one or two large values have inflated the mean value so that it is not truly
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Figure 3-13. Distribution of Additional Loss
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representative, From examination of the histograms, it can be concluded that
steering each subarray to the same LASA plane wavefront produces an average
additional loss of approximately 0.03 dB. Hence, the planned method of steer-
ing appears to be reasonable and adequate.

3.4.5 Acquisition of Arrival Time Data
3.4.5.1 Results of Thresholding

The second task in steering delay determination, (Section 3.4), the
measurement of the arrival times, has traditionally been accomplished best
by manually reading optical (film) records of the seismograms. For very
strong events (magnitude 5.9 or greater), processing results obtained from
automatic thresholding are usually nearly identical to manually read values.
However, even for such strong events, a thresholding method which would con-
sider a detection to have occurred as soon as one record exceeds the threshold
would be highly sensitive to erratic fluctuations in the signal onset caused by
random noise. For example, for the Novaya event, which was of magnitude 6.3,
a false detection because of noise was probably declared at one seismometer (at
least) in subarray C4, while at subarray D2, erroneous threshold times were de-
clared at 11 of the 25 seismometers. As previously mentioned, even the
best-fitting plane wave at D2 yielded large deviations at these 11 places.

How much thresholding reliability can be improved either by the average
of several records or by a majority-type process remains to be determined.
Further studies of the time signal plots of subarrays should be made.

For the Kamchatka and Kazakh events listed in Table 3-4, SDL has ob-
tained arrival times at the center seismometer of each subarray for each
event, Arrival times have also been obtained by using the Threshold Time
Delay program, The threshold-derived arrival times for the two events rela-
tive to the arrival time at subarray AQ are shown in column 4 of tables 3-12
and 3-13, while the SDL arrival times, also relative to the A0 arrival time,

are shown in column 5.
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Table 3-12, Kazakh Event—Threshold Level 2400 q.u.

1 2 3 4 5 6
Sub- | Threshold| A0 Related | A0 Related SDL AT
array Sample Sample Sample A0 Related Threshold -SDL
Name Number | Number Number x .05 | Arrival Times | (Columns 4 -5)

Bl 965 -5 -.25 -.24 -.01
F3 1023 53 2,65 2.76 i |
F4 883 -87 -4,35 -4,22 -.13
A0 970 0 0.0 0.0 0
B3 972 2 .10 .07 .03
C4 962 -8 -.40 -.39 -.01
B4 961 -9 -.45 -.46 .01
C1 956 -14 -.70 -.72 .02
Cc2 974 4 .20 = -
B2 977 7 .35 .30 .05
C3 981 11 .55 .53 .02
D3 976 6 .30 .35 -.05
D4 943 =27 -1.35 -1.31 -.04
D1 957 -13 -.65 -.67 .02
D2 985 15 .75 .83 -.08
E3 1012 42 2.10 2.15 -.05
E4 946 =24 -1.20 -1.13 -.07
El 925 =45 -2.25 -2.24 =01

F1 905 -65 -3.25 -3.15 -.10

E2 986 16 .80 .85 -.05

F2 1040 70 3.50 3.55 -.05

Total for AT: -.61
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Table 3-13. Kamchatka Event—Threshold Level 2400 q.u,

1 2 3 4 5 6
Sub- | Threshold |A0 Related | A0 Related SDL AT
array | Sample Sample Sample A0 Related |Threshold -SDL
Name | Number Number Number x .05 | Arrival Times | (Columns 4 -5)

Bl 3212 ik .05 0 .05
F3 3216 5 .25 .17 .08
F4 3085 -126 -6.30 -6.30 0

A0 3211 0 .0 0 0

B3 3207 -4 -.20 =, 30 LD
C4 3195 -16 -.80 -.87 .07
B4 3201 -10 -.50 -.52 .02
Cl 3202 -9 -.45 -.55 .10
Cc2 3225 14 .70 .60 A0
B2 3220 .45 .40 .05
C3 3220 .45 .43 . 02
D3 3204 =7 -.35 -.39 .04
D4 3175 -36 -1.80 =1:,:85 .05
D1 3216 5 .25 .20 .05
D2 3239 28 1.40 1.42 -.02
E3 3249 38 1..90 1.85 .05
E4 3155 -56 -2,80 -2.88 .08
El 3172 -39 -1.95 -2.00 .05
F1 3214 3 .15 -.05 .20
E2 3285 74 3.70 3.68 .02
F1 3328 117 5.85 5.82 .03

Total for AT:

1.14
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For each event, the two sets of arrival times have been compared to
determine any discrepancies. Column 6 of tables 3-12 and 3-13 lists the dif-
ference, AT, between arrival times for each subarray. The standard devia-
tion of AT, treated as a random variable, is computed. For the Kazakh
event, the standard deviation is 0 = 0.049 seconds, while for Kamchatka, it
is ¢ = 0.046 seconds.

With these values for o, the respective losses at frequency f = 1.5 Hz
have been computed. For Kazakh the loss is 0.93 dB; for Kamchatka the loss
is 0.82 dB. These results indicate that for strong events (magnitude 5.9 or
better) the SDL and threshold methods yield nearly identical arrival times,
subject to the limitations of thresholding mentioned above.

For the Kamchatka event, two LASA beams were formed by the LASA
Beamformer program—one beam based on the SDL arrival times and the
other based on the threshold arrival times. With S denoting the beam formed
using SDL data and T denoting the beam formed using threshold data, it was
found by measuring the printed graphs of the two beams that the amplitudes
of the respective first peaks were each 196 nm. The maximum amplitudes

were measured from the graphs and found to be 203 nm for S and 207 nm for T.

A comparison of the smaller amplitude with the larger indicates that the poten
tial gain in decibels (the actual gain difference if the better beam were per-

fectly steered) may be found from
Gain = 20 log (larger/smaller)

so that here
Gain = 20 log (207/203) = . 1868 dB.

The gain is evidently negligible. The frequencies, relative to the accuracy of
reading the graphic records, were found to be equal.

3.4.5.2 Plans for Correlation Processing

For weaker events, it is hoped that correlation techniques can pro-
vide usable delays. There are two criteria for measuring the quality of

arrival times which are obtained from this process. First, the times must
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lead to significant signal-to-noise enhancement when beams are formed based
upon them; second, the times should be sufficiently consistent within a geographic
region to permit adequate accuracy of preformed beams. It is expected that
because of the relatively large computation time involved, correlation will be
carried out only on an experimental basis on one or two presently available
events; larger quantitites of data can be analyzed in this way when a process-
ing system becomes operational.

Figure 3-14 is a diagram outlining a method by which correlation can

be used to measure relative arrival times for weaker events.

3.4.6 Conclusions

Conclusions from the time of arrival data which has been processed are
summarized below. The numbers preceding the paragraphs correspond to the
numbers of the series of questions raised in Section 3.4.1.

1, For the three regions which have been investigated, the steering
errors produced by the least squares plane wavefront method of
arrival time data organization appear to be comparable in magni-
tude to the corresponding errors incurred using the Jeffreys-
Bullen method. This analysis has been carried out for a limited
number of events, and only for the center seismometers of the
subarrays. As more data is processed, a more complete evalua-
tion will be possible.

2, The range iteration method used in an attempt to remove curvature
bias from the least squares plane wavefront analysis did not im-
prove the results. The deviations from plane, as well as the in-
verse phase velocity components, were minimally affected by the
iteration of range corrections with least squares plane wavefront
routines.

3. The deviations of actual arrival times from the quadratic wave-
front for a given event tend to be from slightly less to about half
the value of the corresponding deviations from the plane wavefront
for the event. The curvatures as measured by the least squares
quadratic wavefront method in any given region exhibit a strong
bias.

4, Whether the curvatures exhibit a noticeable trend as a function of
range or inverse phase speed within a region is questionable. A
meaningful measure of average curvatures can be made for each
source region. The deviations can be reduced in magnitude by apply-
ing quadratic corrections. However, the difference between the
deviations for an event and the average deviations for the region will
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probably not be reduced by using the quadratic analysis, as

compared to the plane one. They could be reduced if a significant
curvature trend could be established within a region. Since this has
not happened with any consistency, it is preferable to steer the array
by referring the anomalies to plane wavefronts. Nonetheless, the
quadratic formulation could be useful for interpolating delays between
regions.

For the slight extent to which a curvature trend can be noticed within
some regions, this trend appears better established for the range-
azimuth derivatives than for the somewhat arbitrary East-North de-
rivative. The trend appears slightly more pronounced when referred
to measured inverse phase speed than to world network derived range.
No attempt has been made to relate curvatures to interregion varia-
tions in source location.

The calculation of a wavefront from arrival times at significantly
less than the number of subarrays used for the rest of the region
degrades the fit of the event delays to the average delays. Thus, if
wavefronts for most events in a region are calculated from 17 to 21
subarray arrival times, an event in that region calculated for 11 to
15 subarrays often exhibits a poor fit, apparently because of the low
number of arrival times used. The magnitude of this effect will be
strongly influenced by which subarrays are missing.

For a few events for which arrival times were available at all 525
seismometers, the LSWF program was applied individually to each
subarray and to the set of subarray center seismometers.,

The standard deviation of deviations from the plane at a subarray
tended to be on the order of 0.02 sec., indicating, as expected, that
the wavefronts are nearer to being plane at a subarray (about one-
tenth the deviations) than over the full array. Because of the small
subarray aperture, a relatively large variability of azimuth &10°)
and inverse phase speed (+40 percent) for a given event can be ex-
pected and was noted. What was somewhat surprising, however,
was that, between several events coming from the same general
direction, certain subarrays consistently measured a low inverse
phase speed and others a high one, compared to the center seismom-
eter beam measurement. The same was true of azimuth measure-
ments. It has not been established whether this phenomenon is a
result of a measurement bias at the subarrays, or whether it is
caused by geological nonhomogeneities.

The deviations for each seismometer at each subarray were calcu-
lated, assuming a common LASA least squares plane wavefront
rather than a least squares best fit to each individual subarray.
The resulting steering losses were still insignificant, amounting to
about 0,10 dB, as compared to the "irreducible' 0,06 dB incurred
when each subarray is steered to its own best least squares plane
wavefront.
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The significance of these preliminary results is that they confirm the
validity of the system hypothesis that subarrays can be steered by
plane wave delays, and that the direction to which each subarray is
steered need not consider any additional subarray ''station correc-
tions.'" In other words, it appears that each subarray can safely be
steered to the same point, or be steered according to the principle
of dispersed subarray beam steering discussed in Appendix A of
reference 3.

6. Results discussed in Section 3.4.5 indicate that automatic thresh-
olding is not a reliable method of obtaining arrival time data for
events below the magnitude of 5.9. Even for events as strong as
this, results using just simple thresholding techniques without
redundancy checks are erratic. We hope that for strong events such
redundancy checks might provide adequate improvement. Investiga-
tion of the use of correlation processing to provide time delay for
weaker events is planned.

3.5 TIME DELAY PROBABILITY DISTRIBUTIONS

To determine an appropriate set of weights for estimating the number of
wraparounds anticipated in the execution of the beamforming algorithms, a
study of the time delay distribution for both the LASA and the subarrays was
made. Within this section, a three-part study is discussed, and its results
given. First, a statistical treatment of the expected time delays as a function
of array position was made. Second, an estimate was made of the appropriate
weights for each memory wraparound experienced in the execution of the beam-
forming algorithm. Third, contributors were collected to yield the timing

estimate.

3.5.1 LASA Time Delays Distribution Estimates

The parameters for a P wave are u and A, where u is inverse velocity
measured in units of seconds per kilometer, and A is the azimuth measured in
degrees. If, as shown in Figure 3-15, S denotes a subarray whose azimuth is
6 and whose radial distance fromthe center of the array is r, then a P wave will

produce a time delay T at subarray S, relative to the center of the array 0. The
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Figure 3-15. Position of Subarray Relative to a Directed P Wave
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time delay T is given by the equation
T = rucos(A - 0). 3.4)

As seen from Figure 3-15, the distance OF is r cos (A - 6); to travel this dis-
tance requires ur cos (A - @) seconds.

The parameters u and A are random variables. Moreover, the radial
distance r may be treated as a random variable. (As will be shown below, r
has an almost trivial distribution.) Consequently, the time delay T is a random
variable which possesses distributions both for all the seismometers in LASA
and for the seismometers in a subarray.

To determine how time delays are distributed requires some knowledge
of the distributions of u and of A. The following assumptions have been made
regarding the random variables u and A:

1. A is uniformly distributed over (0, 27). Since 6 is a constant,
(A - 8) is also uniformly distributed over (0, 21).

2 Since P waves in the teleseismic range only are being considered,
u varies from 0.04 to 0.08 sec/km. Over this range, assume
that u is linearly distributed (i.e., the probability that u takes on
some value u, is cu,, where c is a constant). This relationship
may be expressed as

Pr (u=u0) = cu 3.5)

o

A distribution for radial distance r may be obtained from the following
considerations. There are 21 subarrays in the LASA—one at the center and the
other 20 in rings of 4, Although the rings are not concentric, they can be con-
sidered as such for the purpose of this study. Since the diameter of LASA is
200 km, there are 4 subarrays whose distance ro is 6.25 km, 4 at rq = 12.5,
4at ry, = 25,4at ry = 50, 4at rg = 100 km, and 1at ry = 0,

If it is assumed that any subarray is equally likely to be chosen, then a
probability distribution can be obtained from the array geometry. For example,
the probability that r = r5; = 50 is 4/21 since there are 4 subarrays at a
radial distance of 50 km from the center of the array. The 6 values taken on by

r and their respective probabilities are shown in Table 3-14.
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Table 3-14, Values and Corresponding Probabilities for Radial Distance r

Number of Subarrays |Probability of a
n | by | WDismer | Sbarray being
Kilometers e Hresuenas Py

rq 0.0 1 I 1/21
ro 6.25 4 5 4/21
rg 12.5 4 9 4/21
ry 25.0 4 13 4/21
re 50.0 4 17 4/21
rg 100.0 4 21 4/21
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To simplify the computations, we decided to approximate the continuous
distributions of u and A by discrete distributions. As shown in Table 3-15
the range of u from 0.04 to 0,08 has been divided into 8 subintervals, each of

length 0.005; and u accordingly takes on 8 values (ul, u . u8) when

g1 ¢ e e

u; is the midpoint of interval j. Thus, it follows from the second assumption

)

that Pr (u = uj) = cuy, where c is a constant. The value of ¢ may be deter-
mined by the condition that the probabilities cuy, cug, . . ., cug must have

a sum of 1. Hence,

cuy + ...+ cug = c(0.0425 + 0,0475 + 0.0525 + ,

+0.0775) = c(0.48) = 1 (3.6)

from which ¢ = 1/.48 = 25/12,

A graph of the distribution of u is shown in Figure 3-16,

As A runs uniformly from 0 to 27, so does (A - 6). Now for any angle
D, cos D = cos (-D) so that it is necessary only to consider (A - 6) as running
either from 0 to m, or from 7 to 27 . Since cos (A - 8) increases monotonically
from -1 to +1 as (A - 6) runs from 7 to 27, this latter range for (A - 8) is
used. As shown in Table 3-16, this range has been divided into 10 subintervals,
thereby yielding 10 values of Ay - 6) and 10 values of cos (A; - 6).

The left endpoint of each interval has been chosen as the value for (A, - 6).
Since the 10 values (A; - 6), . . . , (Ajp - 0) are equally likely, the probability
associated with each value of cos (A - 9) is 1/10; thus, from the notation of
Table 3-16,

Wi

From the tables it is seen that a typical time delay value, denoted as

= Pr(cos (A -6) = cos (Ak-e) ) = 1/10, (8.7

Ti ik? is given by the formula

Tijk = riuj cos (Ak- 6), (3.8)
where

i=1 ...,6

j =y & @ =50

k=1, ..., 10,

3-56



Table 3-15, Values and Corresponding Probabilities for Inverse Velocity u

(Considered a Discrete Variable)

Interval Interval Us V(a)tlue (;fl U; Py (u= uj)

Number Range J Ir‘llt?;‘vaf Qj
1 . 040 to . 045 Us, . 0425 25U]_/ 12
2 . 045 to . 050 U2 . 0475 25U2 / 12
3 .050 to . 055 Us . 0525 25Ug / 12
4 .055 to . 060 Uy .0575 25U4 / 12
5 . 060 to . 065 Ug . 0625 25U5g / 12
6 . 065 to . 070 Ug . 0675 25U¢g / 12
7 .070 to ., 075 U7 . 0725 25U7 / 12
8 . 075 to . 080 Us . 0775 25Ug / 12
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Figure 3-16. Distribution of u, Considered as a Discrete Variable
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Table 3-16. Values and Corresponding Probabilities for Azimuth A

(Considered a Discrete Variable)

Interval Vialuesoi(ong = &) Eguivalent Value of cos
Dmes Radians Degrees f;;f tv?ffgs_ (Ak - 6) S
1 T 180° 0° -1.00000 1/10
2 T4+.1m 198° 18° -0.95106 1/10
3 T4, 1m 216° 36° -0.80902 1/10
4 m4.3m 234° 54° -0.58779 1/10
5 m+.4m 252° 72° -0.30902 1/10
6 T+.57 270° 90° 0.0 1/10
7 T+.6m 288° 7ar +0., 30902 1/10
8 Lk 306° 54° +0.58779 1/10
9 m+. 87 324° 36° +0.80902 1/10
10 4,97 342° 18° +0.95106 1/10

Note: Wy = P_[cos (A -6)=cos (Ak - 6)]
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Thus, there are 6 x 8 x 10 = 480 values for the random variable T. The

minimum value for T is

T =

6,8,1 ~ Te"

8cos(Al-e) = 100 x 0.0775 X (-1)

Il

- 17.75 sec. (3.9)
The maximum value for T is

b =r,u cos(AlO—B) = 100 x 0.0775 x 0.9511

6,8,10 68

I

+7.37 sec. (3.10)

The probability that T = Ti ik is computed from Equation (3.8) under the
assumption that the variables r, u, and A are independent. Thus, letting
Zijk = Pr(T = Tijk)’ from Equation (3.8),

Zige = Pr(T = Ty) = P x @ x W, (3.11)

The numbers Pi’ Qj and Wk may be obtained from tables.
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