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PREFACE

Experience indicates that the major sources of uncertainty in
weapon systems development can be traced to those activities which
involve testing and redesign, Yet, surprisingly lictle of a con-
ceptual nature has been done to improve the decisionmaking process
involved in performing these activities, In this paper, an adaptive
model nf the development process is presented which ecnables decisior-
makers to determine which tests, if any, should be performed at a
given stage and what corrective action, if any, should be taken once
the test results are known.

This study should be useful to the System Project offices, the
Air Force Research and Technology Division, the Air 3Staff, and the
directors of variocus test facilities, It should also be of interest
to the Office of the Secretary of Defense and to defense contractors,

as well as to persons concerned with commercial development.
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SUMMARY

This Memorandum considers the problem of selecting "optimal" or
“Lest" programs for the conduct of testing and redesign activities
in the development of military hardware. An adaptive model of the
testing process {s presented which is designed to (1) provide the
project director and his staff with a means for determining the best
tes: to perform at a given stage in the development of a system, and
(2) enable the same decisionmakers to choose intelligently between
the available redesign actions once the test results are known. While
the model is presented in terms of relatively simple systems and tesls,
{t 1s capable of handling systems and tests of a highly complex nature.

The final checkout phase of a new system {s considered first,

The model developed by Johnson [5] for the purpose of determining the
optimal trouble-shooting procedure when an operating system fails fe
found to be an appropriate abstraction of this phase and is adopted

as a starting point, This model is then generalized to include the

case in which the object tested is destroyed when the test is unsuccess-
ful. 1In addition, sufficiency conditions for the optimality of the

test prucedure suggested by Johnson are given,

In Sec. IIL the problem of test sealection in the early stages of
development is superimposed on the final checkout phase, It {s well
known that the imperfect natura of the information gained in early
testing tends to offset the advantages of early redesign., A dynamic
programming formulation {is given which enables one to determine which
test, if any, should be performed at & given stage and what corrective

action, {f any, should be taken once the test result is known, As a
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by-product; a means for determining the net benefit of a given test
at a given stage is obtained, The use of the multistage decision
model developed in th-.: .ection is fllustrated by means of a compre-
hensive example.

The situatiom .. .rich there is serfal dependence among certain
test information messages, a3 in the case of a multistage rocket, is
examined {n Sec, 1V, In the last section, it is shown that Nelson's
model of parallel R&D efforts [6] may be viewed as a special case of

the model develcoped in this paper.
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I, INTRODUCTION

The aim of this study is to establish a framework and a methodol-
ogy for selecting "optimal’ or "best" nrograms for the conduct of tests
in the development of wmilitary hardware, For expository purposes, the
end product of the development process may be considered to be 8 new
weapon system of some complexity, such as a missile, a fighter, or a
radar system, The hardware to be developed, which will be called a
system, will be viewed as consisting of several subsystems (e.g., pro-
pulsion, guidance), Each subsystem, in turn, is considered to be made
up of several componeuts; each component may consist of parts, etc,
Systems whose subsystems are indivisible will be referred to as one-
level systems; systems whose subsystems are at most made up of indivig-
ible components will be called two-level systems, etc,

Development testing is generally regarded as distinct from and
preceding production or operational testing. Its purpose is to deter-
mine whether a particular new system desfign will work ({.e., satisfy
given performance requirements, including endurance) in the environment
in which it is intended to function, Development testing is concluded
as soon as a prototype design is found to operate satisfactorily in
this environment. Production testing in the usual sense is then initiated
to determine, and perhaps to improve, the reliability of the production
process instituted to manufacture the system in quantity, In the present

study, we concentrate exclusively on development testing,

BASIC CHARACTERISTICS OF THE DEVELOPMENT ENVIRONMENT

Development in the area of defense takes place in an enviromment

whizh, althou

gh highly difffcult to cope with, can easily be degcribed,

4 At




Thus, there i3 general agreement that the chief characteristics of
the environment faced by the developer are uncertainty, the necessity
of making decisions based on current knowledge, and the generation
of new knowledge as the development proceeds. Each of these charac-
teristics is formally incorporated into the models constructed in

this study via the approach of modern decision theory.

SETTING OF THE PROBLEM

The problem to be discuesed is that faced by the project director
and those of his subordinates and contractors who must decide what
tests to perform, if any, at each stage in the development of a system,
A closely related decision problem concerns the extent of redesign,
if any, to be done once the results of a given test are known. While
the project director and the test supervisors concerned must, by ref-
erence to a flexible or conditional listing of possibilities, consider
the whole future of the project in deciding what to do next at a given
peint in the development, they cannot specify the precise sequence of
steps to be taken for the whole project in advance, This is because
they are in a situation which is adaptive: the best action to take at
a given point is a function of the test resylts obtained so far.

Accordingly, the models in this paper will be developed with two
purposes in mind, First, to provide the project director and his
staff with a means for determining the '"best'" test to perform at a
given stage in the development, Second, to enable the same decision-
mekers to choose intelligently armong available actions once the test
results are known,

Consider the abgtraction given in Fig. 1 of a typicel (but highly
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0 Begin development g
1 Complete construction of component 1 i
2 Complete construction of component 2 !
3 Complete construction of component 3
4 Complete testing and redesign of component 1
5 Complete testing and redesign of component 2
6 Complete testing and redesign of component 3 §
7 Complete assembly of subsystem 1 :
8 Complete testing and radesign of subsystem 1 :
9 Complete assembly of sys*em
10

Complete testing and redesign of system

Fig. 1 - PERT Network for o System Consisting of Three Components

simplified) development project. Experience indicates that the major
sources of uncertainty in de2velopment can be traced to those activities
that involve testing and redesign (i.e., those that end in events 4,

5, 6, 8, and 10), These activities, then, should logically be the
prime targets in an attempt to provide a basis for improved decisfon-

making in the development field, and will be so viewed in this paper.

OBJECTIVE FUNCTION

The objective of development Is to bring to '"completion" a new

system or item not previously avaflable, ''Completion" may be charac-
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terized by a triplet of measurements: money cast x, time elapsed t,
and system performance r, It will be assumed that the developer* has
preferences over the various triplets (x, t, r) that the system could
exhibit once it ig “"complered.” These preferences will be represented
by the function U{x, t, r) which is defined for all non-negative values
of x, t, and r, It has the property that U(xl, tl, rl) > U(xz, ty rz)
if and only if the trxiplat (xl, ti’ rl) is preferred to the triplet
(xz, tz, rz). Presumably, U is decreasing In x, nonincreasing in t,
and nondecreasing in r,

In most cases, the system performance element of the triplet would
itself be a vector r = (rl, veny rn), the components of which would
correspond to such magnitudes as speed, range, CEP, weight, reliability,
etc, To simplify the exposition we assume that a given performance
level r is to be achieved and that no additional utility 1is derived by

exceeding Y. Thus,
Ulx, t, £H = U(x, t, 1)

for all x, t, and all r’ such that r’ 2 r, that is, r{ 2 ;; for all i,

and
Uk, t, £) = U(x, t, 0)

for all x, t, and all r” such that r’ <.

Let V{x, t) - -U(x, t, ;) + K, where K is a constant such that
V(3, 0) = 0. Referring to t as the time cost, we may call V the time-
and -money cost function.

V will now be specified more precisely, The utility of money in

Af
The person or persons charged with making the basic decisions for
a given system,

e



a large organization, such as the government, tends, as a result of

the aggregation of many individusls' functions, to be linear, Also,

a single development project usually requires only a small portion of

the govermment's total resources, so that 2 nonlinear utility function

would be well approximated by its tangent at some point in the relevant

regicn, Thus we loge little in our representation of the real world

and gain much by way of simplicity by assuming V to be linear in money,
Now it can easily be shown that this condition implies that V is

decomposable and may be written

Vix, t) = x + a(t),

where, since V is nondecreasing in t, a is a nondecreasing function
{not aecessarily linear), While we would expect a to be linear for
most projects (that is, the '"cost" per time unit to be fixed), it is
probably a sharply increasing function in the typical crash program,

In this Memorandum, a(t) will be assumed to be identically zere to keep
the discussion as simple as possible; in a later study we will consider

both the money cost and the time cost,

PROEPABILITIES

The required performance level T of the system establishes a stan-
dard against which, at any point in time, the developer may subjectively
derive a two-valued probability function in advance for each part,

component, and subsystem, As the development proceeds, the developer

fThere is no reason why the inverse procedure could not be chosen,
The decision to consider the money cost rather than the time cost first
was completely arbitrary.
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will have numerousg opportunities to modify his initial probabilities
by conducting tests. The conditional distributions of the outcomes
{messages) of these tests will be assumed to be known, Of course,

in real world situstions, these distributions would also have to be
determined subjectively since in development there is, by definition,
no directly applicable experience to fall back on,

Wwe do n7t consider here the question of how to derive subjective
probabfility distributions, Numerous descriptions of how this may be
accomplished, on the basis of postulates presupposing certain consist-
encies in behavior, are available in the !.1:«:1':=1ture.‘r

Neither do we argue the merits of using subjective probabilities
in relation to alternative inputs, We merely call attention to two
relevant observations, As McKean [3] points out, a decisionmaker, in

taking a position on an uncertain issue, implicitly gquantifies con-

siderations which he refuses to quantify explicitly, Going one step
further, it follows as a theorem that a decisionmaker who observes

a certain measure of consistency in deciding under uncertainty in fact
imputes a probability distributicn over the possible outcomes, regard-
less of what criterion i{s used, This distributior is such that if it
is used to solve the decision problem under risk, it will give the same
solution as was obtained under uncertainty with the given criterion.

As a result, if one is committed to this (highly reasonable) measure
of consistency, it would seem that one might as well convert the
decision problem to one under risk by searching for the necessary

probability distribution(s).

*See, for example, the accounts of Marschak [1] and Timson [2].
*See Ref. 4, pp. 287-294.




II, THE FINAL CHECKOUT PROBLEM WHEN TEST RESULTS ARE TWO-VALUED

This section deals with the problem of minimizing the m. ney cost
of a particular asystem once the final test stage has been teached.f
It wil® be assumed that In testing a system, subsystem, component, or

part the only information gained is whether it works or doesn't work.

In other words, the test information is two-valued,

ONE -COMPONENT SYSTEMS

To begin with, consider the case where a one-level (one-component)
system cousisting of M parts has reached the final test stage, The
problem is how to conduct the final test and any redesign that may be
required so as to maximize total utility, 1In this case, this is
equivalent to minimizing the expected cost of the final test since
all other costs have already been 1ncurr§d.

Since the required performance level is given, the outcome of the
final test is either "success" or '"failure,” The following assumptions
will now be mude:

Assumption 1, The final test of a component (subsystem, system)
will fail if and only if one or more of its parts (components, sub-
systems) is not working,

Assumption 2, The failure of one part of a component is indepen-
dent of the failure of any other part or combination of parts,

The test procedure given in Fig. 2 will be arbitrarily selected

for this model, (Conditions under which this procedure is optimal are

fThe final test satage ia considered first because in an adaptive

situation the optimal decision rules, as will become evident shortly,
are obtained by working backwards in time,

-y
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Have
Put Remove all but
part untested this part
back part been
tested?,
Redesign Put
part so as part
to pass test back
L

Fig. 2 - Flow Chart of Test Procedure for Final Checkout
of One-component System

given later.,) Having so limited the problem, the task becomes to
select the sequance in which the parts should be tested {n order to
minimize expected cost, This problem was first treated by Johnson [57:
it will be briefly reviewed here !n the setting of the current study.

The following definitions will pe used:

Et = cost of testing component i
M1 = number of parts in component {
Rij = coat of removing jth part from ith component



Eij = cost of testing jth part of ith component

R{j = cost of returning pazt j back into component {

pij = a priori probability that jth part of ith component works

Cij = cost of redesigning and testing the jth part of the ith
componient 80 as to pass jth part test, given that it failed
this test the first time

§; > sequence in which parts of ith component are tested
Ci(si) = total expected cost of final checkout of component { after

initial component test when sequence S1 is used

B,, =R, + Ci

ij 13

=1 - r
w, 4
Ty ™ Timj Pik

We now mzke 2nother assumption:

37 Ry

Assumption X, 1ln each test, p’..j > 0 for all i and j.

This assumption mcrely expresses the common-sense rule that we
will not engage in «ny 228t unless the a priori probability that all
parts involved will work 1is positive,

siven an arbitrary sequence S,, we obtain, assuming that the

1’
system 18 not destroyed if the final test fails,

= - T +
Ci(5)) =m0+ (3 -8By *+qy(Cyy *ED

+ (1 - + + 4 ees
(1 - Tp)Big ¥ qp(Cip + ED
+ (1 -7 __)B +q, (C +E) -q,,E
i P, T 9w Cae T B M, "1,
or
My M
- L + + 7 - -
¢ s Z LByy ¥ ag (Cyy *EPD Z iy 7 %M Bam
1=1 3=1 Lt

o

IR

m\w .

P P o

b e o bR
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After the j - lth part has been checked out, the probsbility that
the component test will fail again f{s (1 - “ij)' The last term of (1)
tndicates that we need not test the last part if the procedure takes
us that far because then we would know that the part does not work
and would immediately begin to redesign it,

For any given ;i = (pil' oy pLMi), it 18 clear that with refer-
ence to the terms in brackets, Ci(si) is indepeéendent of the particular
test sequence uaed, However, the values of the last two terms are
clearly affected by the way the tests of the parts are sequenced,

Let us temporarily fix the final part in the test sequence and

consider sequence S', which is the same as S, except that parts j and

i
1+ 1< Mi have been interchanged, This gives

, = Y .

+ - + +
(T -mg ga)By ger b 9, 441(Cq g4 T EY

(- m OBy ge1 7 9 3410y g0 T EY

Bey(Tyy T PagPy gugr s Pan ) 7 By (T e - Ty

T pe2PisBy Py ge T D T Ty By gn (- ey

. Simplifying further,

I ~ = . -

Clearly, this expression is negative if

> 0;

- +
PiyBiy9e,y+1 ¥ Py By g1y
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(3 Piitus Py amiPgn
9y 94,341

As a resuit, 1f (3) holds, sequence S; leads to a lower expected final E

checkout cost than Si. -
Thus, since (3) is a transitive relation over the values of i, we

can, by successively interchanging adjacent parts until {3) holds for

all § < Hi - 1, obtain the optimal sequence for any given final part,

Formally, the rule may be stated asa

P,(B P8
(%) j precedes k if Aty Ttk ik
4 Uk

We must now consider the final part in the sequence. Let siM be

1
the gsequence obtained by applying (4) to all parts j = 1, ..., M. Let
Six be siM with the kth part transferred to the end, Thus the problem
i
is to determine m, such that
(5) G,, =mingG,,
imi X ik

where
G ™ C4(Sy) - Ci(siﬂi)

- - + - + s
Q= T e tPud B e ¥ T T i aPd By ko

+ - + - -
(1 "iﬁipik)nini (L - PyydByy = 9By
- - + - + ees
Q= By + (L =y )8y
+(1-mn_ )B - q, E. ] '
im P, T G B
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M

1
L . . 4+ . + ess 4 + ;
Pl ¥ i e1Be, 151 "miBm) Z’zjgu
L
i=k
R PTLTIO PPV ITY
1 1My
My
= - v - -+ - -+
(- py) Z TPy T Pl T oo T B T 9 Ban e
. g M
i=kt1
Simplifying,
My
T
= + - - 4+
(6 Gy a4 iy T BTt Pud C B “wigmi'
y=ict]

Thus, Gik can easily be generated, providing the desired minimizing

index mi .

Let K, denote the set of indices k' for which Py = 1. Then by

i

4y, X, will be at the end of S, unless m, ¢ K, as determined by (5),

1’

in which case Ki w#ill appear immediately preceding the final part in

5 in the first case, 1 - 7

4
= - = ‘
i ) 1 Pip’ 0 for all k Ki, which

ik
implies by (1) that the testing would never reach the parts in Ki;
letting 5 = S - Ki’ we obtain Ci(si) = Ci(Si). Thus, in this case,

it is immaterial whether we 2xclude Ki from the test sequence,

In the second case, 1 - ! 1 - nimi =1 - pimi so that

_ o
Cils) =Ci(3) - -p ) ) By
k‘cx1

or

(n c (3 <c,(s)).
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Since we clearly do not want to test parts that we know are work-
ing, we muet therefore explicitly exclude them in defining the test
sequence, This gives - 1

Theorem !, To ensure that parts known to be working are not tested

for any component 4, it is necessary to limit the domain of SL to those

indices } for which <1, =1, ..., &i.

?13
The main result may now be stated as

Theorem 2, For any component i, number the parts for which pij <1

in ascending order of pijgij/qtj’ i=1, ..., M,; then transfer the mth

element of S, to the final position M’ where m, is given by G =
i i i imi

= 2
mink Gik’ k=1, ,.., M, and Gik is given by

¥
M .
= -+ - - +
(® 6, "y EZ TesBey Y BT 7 P T By Y ag By
sieH 1 My

Then this i3 the optimal sequence,

*
Let us call the optimizing sequence Si' Then

*
Ci(Si) = min € (S),
Sicéi

where é& is the set of all posaible sequences for component i, Clearly

* -
Si is a function of Pys the probability vector of the component, so that
Yo - —
we should write Si(pi)’ It will be convenient to define C:(pi) =
* - * -
Ci(si(pi)); thus Ci(pi) is the optimal expected checkout cost when the

glven teat procedure is used and ;1 holds,

MULTI -COMPONENT SYSTEMS

We now consider two-level systems and find that the problem remains

exactly the same, aa shown by Johnson [5). The test procedure is depicted




“14~

in Fig. 3. We use the convention of testing a given component even
after the last part has been redesigned, although this 1s not strictly
necessary,
let { denote the ith component of the system, using an arbitrary
numbering scheme, where { = 1, .., K.
We now need the foliowing definitions:
E = cost of performing system test
R, = cost of removing ith component from system

R! = cost of returning working component i into system

“i

Py = nj=l pij =n,"a priori probability that ith component works
S = sequence in which component3 are tested
C({S) = total expected cost of final checkout, excluding initial test
of system, when the components are tested in the sequence §

= + + Rf
B R E Ri

i i i
9 = t-py
K
™, Hj=i pj

We now obtain

- W
. ¢, (pyp R C,(p,)
€y =0om + (A -7PB *q R (1 -m))8, % q\g- *E

* -
C(pd
+ oeee 4+ (1 - wK)BK + q -—E——— + E§ -~ qKEK’

K

or
K K

() c(sy = y B, +Ci(p) + q,E Z E

- 2 By Clep) Y o) - ) By - g Fy.
i=1 t=1

Since this is analogous to (1), we obtain, by the proof of Theorems 1

and 2, Theorems 3 and 4.
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Put Remove Have
component untested all but ves
back component this comoonent '
been tested?
1
No Put
component compunent
back
Put Put Remove
part part untested jg
back back part

Have
all but
this part been
tested?

Redesign
part so as
to pass test

No

A

L

Fig. 3 = Flow Chart of Test Procedure for Final Checkout
of Multi-component System
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Theorem 3. To ensure that components known to be working are not

tested, it is necessary to limit the domain of S to ' ocse indices &

for which Py < I, i1, ..., K,

Theorem 4, Number the components for which Py < 1 in ascending

order of pini/qi’ i =1, ..., K; then transfer the mth element of S to

the final position K’ where m {s given by

G, = min G, k=1, ..., K/

7 %
and
and o
= + - - +
G = 9 Z nB B (M - P - B topg By
=i+l

*
‘n analozy with (8), Then this is the optimal sequence S ,

_— — — o K
let p = (pl, e pK) and let C (p) = C(S (p*). Then the minimum

expected final checkout cost, including the initial system test, becomes
=\ -
(10) f](pl EE+C (p)o

- * * -
Clearly for p = I, where 1 is the unit vector, C (I) = 0, Also, C (p)
appears to be continuous for 0 < ; < I (where G is the zerc vector) with
discontinuities at pij = 1 for all i and j, and strictly decreasing in
pij for all i, j.

It is readily seen that the preceding results generalize so as to

apply to systems of any number of levels,

LOSS OF SYSTEM

So far, we have assumed that failure in the final test of a: item

does not result in loss of the item. We now consider the situation

I
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where this is the case; let the cost of a duplicate system be L and the

cost of a duplicate of component 1 be L Then

i.

’ * -
c{s) = '!TIO + {1 - nl.)(Ll + E}. + Rl) + Cl(pl) + ql(E + 1)
- ! *eo + + e
F QL= (s + Egs + RID + Corlp )
{ ' LK' k! R-Kl' K’ Pye

+ QK'(E + L) - PKIEKI;

or
KI
=V rrc¥ey + +
(102)  €(S) = ) (L, +E +RI+Ci(p) + q(E+ L)
i=1

K'
- + T +RH -
2“1“1 g VRO - oagrEga.
i=1

This is analogous to (9) with Ri replaced by Li’ and E replaced by E + L,

Thus Theorem: 2 and 4 also hold when the object tested is destroyed in the

&

+ R,

final checkout as long as Ri is replaced by Li; that is, B i i

i - Li + E
THE TEST PROCEDURE: SUFFICIENCY CONDITIONS

FOR OPTIMALITY

So far, we have taken the test procedures shown in Figs, 2 and 3
as given, Although chosen arbitrarily, as pointed out earlier, the
procedure appears rather reasonable, We now give the conditions under
which it is optimal. While these conditicns will be stated for one-level

systems only, they essentially ''generalize'" when multilevel systems are

involved,

!
(R U U—

[P

st bR e adnd

4
v

EP
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We first prove the following:

lemma, lLet

PP _ PiniPinr
L-p  1-pyyg

(11) 1=1, ..., k" -1,

where £, B, >0, 0 <p <1, 1 =1, ..., K'. Then

i
Kl
(12) pl(Bl n Pi+E)- EZO, j- 1’ esey K’
i=1
17}
implies that
KI
(13) pk(Bk n pi + E) - E 2 0’ j - 1! veesy K’r
i=1
1#4 k=2, ..., K,

Proof, For any k = 2, ,,., K', (11) gives

p, B (1 - p,)
k 'k 1
14 B, £ ——m————,

The inequality (12) is then preserved if the right-hand side of (14)

is substituted for plnl in (12), giving

L4

K
P B (1 - p)
k 'k 1
_IT’TP1+F1E'EZOI j-l....,K',
k
i=1
i#)

which reduces to (13) upon factoring out 1 - P-
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Theorem 5, For the test procedure in Fig, 2 to be optimal, it is

ki

sufficient that §??
k' =

(12) p(3, fl o, +E)-220, y=1, .., K, =
=1 .
1#4

[y

where the subscript i denotea the ith part and the parts have been num-

bered in ascending order of 9131/(1 - pi).

Proof, We firat show that the procedure in Fig, 2 ia optimal
given that a system test is performed first, and then show that a sys-
tem test should indeed be performed as the first step,

(1) Given that the irnitial system test fails, an alternarive test
procedure must necessarily encompass the testing and repairing of two
or more parts before a new system test is made. Let Q(P) be the total
checkout cost when parts s, ..., s’ are grouped together somewhexre in
the test sequence followed by parts s’ + 1, ..., Kk’ (separably or {n
groups), Similarly, let Q(P’) be the total checkout cost when
k €{s, ..., s’} is "broken out" of the group; that {s, after the
other parts in the group (but before parts s’ + 1, ..., K’) have been
tested, a system test 1is performed to determine whether further test-

ing 18 needed, We then obtain
- ’ = see o - 4+ v A
(15) Q(P) Q(P) (" p’) see gy PKI)(B. + B'.)
+ - e e a -
(1 p’)C' + + (1 p'l)Csl

*(l-pg ., PJAE*+ ---
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w Taes ¢ - + ves 4
L (1 = Pgs eans pK;)(Bs B 1

+ 4+ eee & + - ses
Bkﬂ B';) {1 ps}C’*‘

+ (1 - P"}C‘t‘* {1 - Pyr o0y pk-lpk‘fl' csey P‘I)E

4

(1 - pkp3’+1) evey PKI)Bk + (i - Pk)E]

= (1 - psl veey pk"lpk‘*l’ sesy PQ')

I

K
: i..pk<3k Mmoe+ £) - e}
i=a'+1

Since the first factor of (15) is always positive and the second factor
is non-negative whenever (12) is by the lemma, it follows that part k
should be ''broken ou*" whenever (12) holds, and, since k mav be any part,
that every part in every group should be "broken out,'" Consequently, the
test procedure in Fig, 2 is optimal given that a system test is performed
as the first step,

(2) Let C(Pi) be the total final checkout cost when the test pro-

cedure in Fig. 2 {8 used, except that no system test is performed until

after the {th part test, We then obtain

(16) C(Pl) - C(PO) " Bl + (1 - pl)cl + E+ o-:
= I:E + (1 - pll eesy pKl)Bl + (1 - pl)cl
+(1‘P1)E+"']

= PI(PZ. se ey PK’BI + E) - E’

which i{s non-negative whenever (12) i{s, Similarly,




(17) C(Pi) - C(Pi-l) = pi(pi+1’ evey FK’BI + E) - E,
1=2, ..., k’,

which, by the lemma, is non-negative whenever (12) 1s. Consequently,

the theorem holda,

g, Gt

o il bR

s a4

S e vk ke . e AR e s i
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11X, MULTISTAGE TESTING

Since the minimum expected cost of the final checkout, C*(;), is
a function of the a priori probabilities that the various parts are
working, we azxe now in a position to assess the value of performing
tests of parts, components, and subsystems at earlier stages in the
development, Before constructing an analytical model to deal with

this problem, several important aspects of its setting must be clarified,

We have already pointed out that each element of ; expresses the
a priori probability that a particular part will perform its job in the
final system, Thus at any one point in time, the same part may have
an entirely different a priori probability of working in one system as
opposed to another,

In effect Assumption 1 states (perhaps somewhat idealistically)
that the tests used for the final checkout provide perfect information,
Letting z denote the state of the system and y the message of the test
as to what that state i3, perfect information implies the following

conditional distribution P(y/z):

P(y/z)
Mesgsage
Working {Not Working
Staterof System Yy Yy ;& P(y/z)
Working (zl) 1 0 1

Not working (z 0 1 1

2)

When a test is performed at an earlier stage in the development,

we would not expect to obtain a conclusive answer as to whether the
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part, component, or subsystem tested will work in the final system,

Thus we might expect to have a situation like this:

P{y/z)
Measage

State of Part |y, Yy ?& P{y/z)

z, 1 0 1

z 1/4 [3/4 1

2

In this case, P(yllzl) = 1 and P(yzizl) =, This implies that i{f the
part is working the test will bear this out, and in most real situations
this will probably be true. However, if we wish, for example, to take
into account the possibility that the test equipment itself may be
faulty without »ur discovering it, we obviously have a situation in
which P(yzlzl) > 0,

In the example, P(yzlzz) = 3/4; that is, if the part is not working,
the probability that the test will discover this fact is 3/4. P(yzizz)
may be considered as a measure of the "power" of the test. 1In general,
the earlier the stage in which the test is made, the smaller we would
expect its "power" to be,

For a test to have any value, its results must provide learning,
that ig, for a modification of the a priori probabilities {nvolved.

The mechanism by which this modification is accomplished {s provided
by Bayes' Theorem, Letting P(z) denote the a priori probability of

state z, we obtain by this theorem

P(z/y) = KY/2IP(2)

T, M/

LR e e R

Lo e
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In the above example, lefting P(zl} = 1/2,

Bly,/z))P(z)) - 12 ,
Bz fyp = P(y /2 3Pz} + 20y, 72 )B(z) ~ T+ 1/z2 % 1/4 172~ %

/5,

} 16 « 1/2 L
Plaply) “T 1 v i/e 173 = VS,

P(yzlzl)P(zl)
Plz)/y,) = Ply /e )F(z)) * B3, /798, - O

P(zzlyz) =1 - P(zllyz) = 1.

Thus, on the basis of this test, we would revise the probabilitry
that the part is working from 1/2 to 4/5 if message y, is received,
and to O if ¥ 18 obtained. Note that 1f P(y/z) = Xy 83y, for all z,
the a posteriori probabilities would cofncide with the a priori prob-
abilities, Therefore, for learning to take place, the test must generate
messages that are in some way correlated with the relevant states of
the part tested,

When Yy is received, it will frequently seem logical to take some
corrective action in the form of rework or redesign, since this would
normally be cheaper than to do so when the part has already become part
of a larger unit., However, the same action appears rather illogical
when message Yy 1s received in the test., On the other hand, the fmper-
fect nature of the information gained in early testing tends to offset
the advantages of early redesign. Thus, we have a "duval" problem:

what test to perform on the given part and what corrective action to

take once the result is known,
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PRE-CHECKOUT TESTING OF PARTS

Let us make the fvllowing definitions:

; = a priori probability vector of system

’

B

= a posteriori probability vector of system
y = 8 possible test result
Y = the gset of possible test results of an available tost
qj =

the set of avallable tests (includes null test, YO)
a = a corrective action
A = the set of corrective actions (includes null action, ao)
T{Y) = cost of performing test Y
cY(y, a) = expected cost of taking corrective action a when message y
is received and test Y is uszed
y'(y, a) = transformed message y’ after action a has been taken follow-
ing receipt of message y
Let us now discuss some properties of c, and y/. Clearly,
cY(y, ao) = 0 for all y, and y'/y, ao) = y for all y since "uo action”
costs nothing and is incapable of performing a transformation o¢f a
message, Returning to our example in which Y1 is the message that the
part works and Yo that it does not, let a, be the action consisting of
redesigning the part until f{t passes the test (message Yy {s obtained),.
We then obtain y'(yz, al) =¥y In general, the effect of taking a cor-
rective action other than ao i8 to transform a "bad'" message into a
""good" one while at the same time incurring a cost,
We can now state the problem in which we have at some point an oppor-

tunity to test and redesign one part before the final checkout stage is

reached:

(18)  atn {0 + Y By wtn e (y, @) + @G, v/, 9N}
Yeq) ;‘ acA

B el e |

e ST N VT——

S
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As stated earlier, the problem is two-fold, First, for a given
test ami test result we must find the least-cost, or "best,"” action a,
Then, weighting this cost by the probability of receiving the given
message and summing over all messages, {t remains, after repeating
this procedure for all tests ¥, to pick the test with the least ex-
pected cost, The "best" test may, as stated earlier, be the null test,

*
The function o, —, among all possible gy, —, which associates with

Y,p Y,P

each possible y € Y the action a € A that minimizes the bracketed ex-

pression of (18) is the decisionmaker's best decision rule for that
- *

test and & priori probability vector p. Letting Y be the best test

for the part that can be tested prior t¢ the final checkout, the minimum

expected test and redesign cost of the system is

(19 )+ Y Rdle Ly, ofy M) * GG vy, oty LN
gey" ¥ Y ,p Y,p

Since tle minimum expected test and rework cost of the system when
*
the part is not tested prior to the final test is C {p), the value of the

information gained by conducting test Y is clearly

20 '@ - T - ) Bl v SO+ SRR, ¥y, ay (1))
) (p y)icy(y, ay'p(y) (p'(p, ¥y (v, ay’p(y M,
yeY
that is, the amount by which the minimum total expected cost of testing is

re.uced when test Y is employed.

PRE-CHECKOUT TESTING OF COMPONENTS

Just as opportunities exist to test parts before they are arsembled
into components, opportunities are usually available to test components

before they are assembled into subsystems, to test subsystems before



assembly, etc, Here we need to draw on the preceding discussion of

pre-checkout testing of parts as well as the discussion in Sec, 1I,

Let Py be the probability that the ith component works before the

test (of the component) and p{ be the & posterfori probability. By
Assumption 2,

My
Py T ﬂ Pige
i=1

Once the result of the test {3 known, p{i can now be obtained, as before,
by Bayes' Theorem, Again by Assumption 2,
"y
ey =[] P{y
j=1
In taking corrective action in response to a message y which relates
to a component, we again assume that the procedure in Fig. 3 is used.
Thus the cost of taking corrective action becomes a function of ;1 as
well as of the message y and the action a, The minimum expected such
cost, c;(y, a, ;i)’ would be derived by the method of Sec. II,
The value of the information gained by conducting pre-checkout test Y
of component i (when other components and parts are rnot so0 tested) is

then, in analogy with (20),

@) @ -1 - Y ROyl @ s, B+ B, vy, ag SN 1.
yey

The minimum expected test and rework cost of the svstem now becomes

- * o -
(22) min {T(Y) + E: P(y) min [c:(y, a, p) +C (p'(p. v'(v, d)))]}=
T qj yey a€A Y
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THE COMYPLETE PROBLEM

Having formulated the test and 1ework problem for two levels, we arn
now in a position to state the entire development problem in sequential
form, Cousider Fig, 4 in which the test stages involved in the develonment
of 2 two-level system are indicated, Any activity, or the smallest set
of activities, wnich can be finished before all remaining activities must
begin, consiitutes a stage, Thus, a stage is the smallest set of activ-
ities during wnich information that can be used for subsequent stages can
be obtained.

It is now clear that at any stage the choice of a test is often a
choice of a combination of tests; we therefore use the word 'test'" to refer
to a particular combination of tests (see, for example, stage 1 in Fig, 4).

We now make the following definitions:

N = number of stages at which tests can be performed
fN(;) = minimum expected cost of developing system when tests exist
at N stages
Y, = the set of pussible test results of a test available at
Nth stage from end
‘UN = the set of tests available at Nth stage from end (includes
null test)
A = the set of redesign actions available at Nth stage from end
T(YN) = cost of performing test YN
c; (y, a, E) = minimum expected coat of taking corrective action a when
test YN is used, test result y ta received, and the a priori
probability vector is ;
K = cost of producing and assembling parts and comi nents ex-

clugive of testing and redesign activities

“
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B 2

3 Stage Stage

(V3]

Key

Begin development

Complcte construction of component 1
Complete construction of component 2
Complete construction of component 3
Complate testing and redesign of component 1
Complete testing and redesign of component 2
Complete testing and redesign of component 3
Complete assembly of subsystem 1

Complete testing and redesign ¢f subsystem 1
Complete assembly of system

Complete testing and redesign of system

[ IV RE VIR I, SRV, ¥ S VR S B

bt

Fig. 4 - Test Stages of a System Consisting of Three Components

Extending our two-stage model to N stages, we obtain for the minimum

expected cost of developing the system, by the principle of optimality [6, p, 83],

- oo -
(23) fN(p) = K+ min {T(YN) + 5‘ P(y) min LcY (y, a, p
YNe(yN - aeA N

sty (B, v, AN )L

j— *7
where fl(p) =C (p).
At any stage, this equation enahles the developer to choose the best

test for that stage. (Remember that the best test may, of course, be no
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test,) Since the best decision at any stage always depends on past

actions and test results, the model is an adaptive one,

AN EXAMPLE

At this point, we provide an example to illustrate the use of the
preceding model, Let the task be to develop, at minfimum cost, a new
missile system (system X), which is to meet a given performance level,
For purposes of ifllustration, we assume that system X consists of only
two subsystems (parts)--a guidance subsystem and a propulsion subs,sten,
The PERT chart governing its development is given in Fig. 5, where the

two posaible test stages are indicated,

Key

Begin development

Complete construction of guidance subsystem

Complete construction of propulsion subsystem
Complete testing and redesign of guidance subsystem
Complete testing and redesign of propulsion subsystem
Complete assembly of total system

Complete testing and redesign of total system

- RV I S RN KR )

Fig. 5 ~ System X

The relevant information concerning the final (gecond) test stage
is summarized in Table 1, Tables 2 through 9 and the text following
contain the necesaary information required for decisionmaking with re-

spect to tcst stage 1.
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Table 1

COSTS REIATING TO FINAL TEST STAGE

Migsile System X:

E =

L=

Guidance

i

7

Subsystem

Expected cost of performing final test firing of one
missile,

Expected cost of replacing a system used up in a
final test firing,

{Subsystem 1):

El -

10

Expected cost of tests required to be performed on
guidance subsystem to ascertain whether it meets the
required performance level (fncludes the production
costs of guidance and auxiliary subsystems used up in
these tests), given that the final system test failed,

Expected cost of (replacing) guldance subsystem (used
up in a final system test firing).

Expected cost of integrating guidance subsystem with
propulsion subsystem to form total syatem,

Expected cost of redesigning and testing guidance sub-
system to pass the guidance subsystem test, given that
this test was not passed the first time (includes the
cost of replacing guidance and auxiliary subsystems
used up in this phase).

Propulsion Subsystem (Subsystem 2):

EZ =

12

Expected cost of tests required to be performed on pro-
pulsion subsystem to ascertain whether it meets the
required performance level (includes the production
costs of propulsion and auxiliary subsystems used up
in these tests), given that the final system test
failed,

Expected cost of (replacing) propulsion subsystem (used
up in a final system test firiang).

Expected cost of redesigning and testing propulsion
subsystem to pass the propulsion subsystem test, given
that this test was not passed the first time (includes
the cost of replacing propulsion and auxiiiary sub-
systems used up in this phase),

L

i

o)
P
g

Ty ‘M‘M"wﬁ §

-
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Table 2

TESTS AVAILABLE AT TEST 3TAGE @

Configuration
Centrifuge Tast Sled Test Static Firing Test
a Ne of Guidance of Guidance of Propulsion Cost
Designation | Test Subsystex Subsystem Subsystenm T{Y)
) YO X 0
Y, X .1
Y2 X 2
Y3 X 1
YI,Z X X 2.1
Y1,3 X X 1.1
Y2’3 X X 3
Yl,2,3 147 X X X 3.1

%For simplicity, in the case of ¥

independent messages,

Table 3

PROPERTIES OF TEST Y1

, we assume that Y, and Y, provide
1,2 1

2

(Centrifuge Test of Guidance Subsystem)

Probability of Receiving Message y
Given State z (P(y/z))
State of Subsystem Test Passed Test Passed at
with respect to at High Speed | Medium Speed Only | Test Failed
System X Requirements (yl) (yz) (ya)
Working (zl) .8 .2 0
Not working (zz) .2 LG 4
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Table &

PROPERTIES OF TEST YI

(sied Test of Guidance Subsystenm)

AR TR
s s e et i o e = % 4

Probability of Receiving Message y
Given State z (P{y/z}) -
State of Subsystem
with respect to Test Passed Test Failed
System X Requirements (v 62
Working (zl} .9 .1
Not working (zz) .3 .7
{
i
Table S
PROPERTIES OF TEST Y3 :
{Static Firing Test of Propulsion Subsystem) !
Probability of Receiving Message y
Given State z (P(y/z))
State of Subsystem
with respect to Test Passed Test Faliled
System X Requirements (yl) (y2) {
Working (zl) .95 .05 %
Not working (22) .45 «55 :

. A B
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Table 6

PROPERTIES OF TEST Y1 2
1

{Centrifuge Test and Sled Test of Guidance Subsystem)
Probability of Receiving Message y
Given State z (P{¥/z))
State of Subsystem; Centr: Yy Centr: ¥y Centr: y2 Centr: Yy Centr: Y3 Centr: Yq
with respect to . . . . . . .
System X Sled: Yy Sled: Yy Sled: Y1 Sled: Y, Sled: Y1 Sled: Yo
Requirements (Yl’l) (yl'z) (yz‘l) CY2'2) (YB’I) (Y3’2)
Working (zl) .72 .08 .18 .02 0 4]
Not working (22) .06 .14 .12 .28 .12 .28
Table 7

COST OF AVAILABLE REDESIGN ACTIONS AS A FUNCTION OF MESSAGES RECEIVED:

TESTS Yl' Y2, AND Y3
Cost of Redesign Action (cY(y, a))

Test Yl Test Y2 Test Y3

Megsage Message Message
Action Taken on Conclusion of Test Y, Yy Y, Yy Yo Y1 Yo
a, None 0 0 0 0 0 0 0
a, Redesign to obtain Y1 -- 4 8 -- 5 - 6

a2 Redesign to obtain Yo - -- 3 - -- -- --
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Table 8

COST OF AVAILABLE REDESIGN ACTIONS AS A FUNCTION OF MESSAGES RECEIVED:
TEST Y ’

i,2

Action Taken on Conclusion of Teast

Cost of Redesign Actton {cy(y, a))

Message Received

Y1,11%1,20%2,1{Y2,2{%3,1{ %32

ao None

1,1 Redesign to obtain yl,l

32’1 Redesign to obtain y2,l

0 0 o 0 0 0

-~ 5 4 7 8 9

o o RIS g ErORaB F
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The costs of the redesign actions given in Table 9 are obtained

from Tables 7 and 8 by simple addition since Yy and Yo, ¥y end YB‘

1.2 and Y3 apply to different subsystems, Thus, for example,
]

" ,,.! i ”W*“:.;’f*‘“"m ;@,ﬁ : «)ﬁ’:i" [ RIS ..ai:;e%ﬁ;.“%ﬁ

apd Y

c

- +
v. . .U30,20 21,0 T %y 03,20 22,0 ¥ oy O 2P

1,2,3 1,

=6+ 6= 12,

From B, = E, + L + R/, we obtain that B, = 15 and that B, = 15,

i i 1’ 1 2
Applying Theorem 2 to (1), we find by reference to (10) that the minimum

expected final checkout cost of system X at the beginning of the final

test stage, fl(pl’ pz), is
(24) £,(p;» Py) = 61 - 16p, - lé4p, - 15p,p,
+ min {*392 - 12, -5p, - 101,

For example, when Py {the probability as of the beginning of the final

test stage that the guidance subsystem will work) is .5, and P, {the

corresponding probability for the propulsion subsystem) is .5, we

obtain

£(.5, .5) = 28,75, S =(1,2),

1

and when P = .9 and Py = .7,

*

£,(.9, .7) = 12.85, s = (2, 1).

Thus, in case the first test firing of the missile fails, the optimal

sequence in the first case is to perfect the guidance subsystem before

attempting another firing of the full system and, {f necessary, proceed
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to redesign the propulsion subsystem, In the second case, the reverse
sequence should de used,

The total minimum sxpected cost of testing and redesign for each
of the possible tests that may be used in stage 1, as of the beglinning
of that stage (assuming an optimasl test sequence i{n stage 2), 1s shown
in Table 10 for selected probability vectors p. When p = (.5, .5), we
note that test Y1'2’3 gives the lowest expected cost: f2(.5, .5) = 20.63,
Analogously, we note that fz(.S, 95) = 11,06 (Yl,z optimal), fz(.S, ) =
10,42 (Y1’3 optimal), and fz(.95, .95) = 3,61 (Y1 optimal), It should
be noted from Table 10 that the null test (YZ) is the worst test when
; = (.5, .5), while it is the second best test when p = (.95, .95).

The besat corrective actions a;’ﬁiy) for the best tests in Table 10
are given in Table 11, Results for tests Yl and YI,B illustrate that it
is not always optimal to redesign so as to pass a given test on all counts
when the outcome of the firsc test trfal is unfavorakle.

Let us illustrate briefly how fz(,9, .7) = 10,42 was computed for
test Y1,3.

Step 1. Bayes' Theorem gives, by direct application of the condi-

tional probabilities in Tables 3 and 5,

-, _ .Bpl .95p2
P(y, ;» P} = , ' '
1,1 -8py + .2(1 - py)” .95p, + .45(1 - pp)°

so that ;'(y1 1’ (.9, .7)) = (.97, .83). Inserting this value in (24)

we obtain fl('97’ .83) = 6,93, In the same way, we obtaln for the
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Table 10

TOTAL MINIMUM EXPECTED COST OF TESTING AND REDESIGN OF SYSTEM X,

AS OF THE BEGINNING CF THE FIRST TEST STAGE,

AS A FUNCTION OF THE TEST USED AT THE FIRST STAGE
FOR SELECTED PROBABILITY VECTORS

A Priori
Probability Vector Test Used at FPirst Stage
LT Yo | Y| Y20 Y3 | Yi2] V1,3 Y2,3]%1,2,3
.5 .5 28,95 | 26,10 26,62 {27.14 | 24,32 | 22.18 | 34.59 | 20,63
.5 .95 17.72 | 11,55 | 14,16 [19.79 |11,06 | 12.18 | 15.73 | 11.62
.9 .7 12,85 | 11,93 | 13,76 | 11.47 [13.61 ] 10,42 | 12.27 | 12.26
.95 | .95 4,07 3,61 | 5.78 1 4.59 | 5.37{ &.,10] 6.32]| S.74
Table 11
BEST CORRECTIVE ACTION (a) AS A FUNCTION OF THE MESSAGE RECEIVED (y)
FOR SELECTED FIRST-STAGE TESTS AND PROBABILITY VECTORS
T
Eest Y1 :ést YI,Z Efst Y1’3 Efst Y1‘2'3
(p = (.95, .95)) | (p = (.5, .95)) | (p = (.9, .7)) (v = (.5, .5))
Y1 | % Y1,1 1 % 1,1 | 2o Y1,1,1] %0 Y2,2,1]%1,1,1
Y2 | % 1,20 *11 Yi,2 | 1,1 | Y1,1,2] 21,11 Y2,2,2 (| %1,1,1
Y3 | %2 Y2,1 | %11 Yo,u | *1,0 | Y1,2,1) %1,1,00 V31,1 1,01
Y2,2 ] *1,1 Y2,2 | 21,1 | Y1,2,2f %1,1,1) ¥3,1,2 | %1,1,1
3,1 *1,1 Y3,1 ] %2,1 | Y2,1,1] ®1,1,1) ¥3,2,1 | %111
Y3,2] %1,1 Y3,2 | ®2,1 | Y2,1,2] *1,1,1 Y3,2,2| %1,11
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other possible messayes:

Uy g» (9. 7)) = (.97, .18)  £,(.97, .18) = 25,49
Py, 1» (L9, 7)) = (.82, .83) £,(.82, .83) = 11,56
P/(yy g0 (.9, .7) = (.82, .18)  £,(.82, .18) = 29.05
p'(ry r (9, .7 = (0, .8) £,(0, .83) = of
Pilry 5 (9, .7 = (0, .18) £,(0, .18) = '

Step 2. We must next compute

Fy, (v, P Zmin [y (v, 8, 0+ £ y'(a, PN 1.

1,3 aeAY y 1,3
14

In the case of message Yo 2» for example, we note from Table 9 that
2

A =fa.,a, ,,a ,.,4a, .
LA o’ 21,10 21,20 %2,1

From Table 7 we obtiin

ey (¥, o, 3y, P) = O,
Y1’3 2,2 "0

o) = + =
CYI 3(y2’2’ 31.1’ P) 4 6 107

ey (¥, o, 3, o, P) = &,
Y1’3 2,2’ °1,2

c (Yo o, 4, 44 P) = 6.
Y) 372,20 72,0

fk‘hen sore element of ;' is 5, fN(E') is automatically set equal
to infinity in order to rule out the null action, See Assumption 3,
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M e s

i

Thus,

F\ (y L] (.9t ‘7))
11’3 z2,2

= min [0+ 29,05, 10 + 6,93, &4 + 25,43, 6 + 11,56} = 16,7 -

Cons~quently, action a, 4 is oprimal when messgage Yo 2 is re.:'.ed, From

L ?
the formula P(y) = z% P(y/z)P(2), we obtain, by reference to Tables 3 and 5§
P(y2 2) = (.2x .,05)(.9 x .7) + (.2 x .55)(.9 x.3)+ (L4 x .05)(.1 x.7) +

(.4 x .55){(.,1 x ,3) = .04, Repeating the procedure for each message, we

obtain:

y, 0 G0 Q;I’B’ Ca, .y | W)
Y11 6.93 a, .59
Y12 12,93 a5 .15
Yo 1 10.93 a1 .18
¥2.2 16.93 3 .04
y3,1 14,56 32,1 .03
Y32 20,56 3, ) .01

JS S

Note that the first and third columns appear in Table 11, i

Step 3. Since T(Y1 3) = 1,1 {(Table 2), we obtain from the preceding

summaryv that

T(Y, ) + EE P(y)F (y, (.9, .7)) = 1.1 + 9,32 = 10,42, '
1,3 1,3 :
YeY) 3

Since this is the minimum value given by

v SiuvE , W
min {1\1) * jz B(y)Fy(y, (.9, .77,
Yeq yeY

f2(’9' .7) = 10,42,
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IV, THE FIRAL CHECKOUT PROBLEM WHEN TEST RESULTS
ARE MULTIVALUED

In the preceding model, we limited the discussion to the case in
which the final checkoeut information was two-valued, This restriction,
however, has not been present with respect to the pre-checkout tests of
parts, since the model is the same whether y is such that it can take
only two values or whether it may assume several values.

Multivalued test results correspond to the situation in which one
learns more about the object tested than merely whether it passes or
fails the test, Thus, in putting a system through a final test, one may
often ascertain whether specific subsystems work even though the system

itself fails the test,

MULTIPLE CHOICE OF TESTS

Consider a system of K components in which, through test configura-
tion Y, one obtains k + 1 read-outs, where k < K’, These correspond to
k + 1 messages, one representing the system as a whole, and the others
k different components. Let the indicea of these components form the
set Kl. Thus, we may write y = (yo, Ypr Yoo ees yk), where each ¥yq is
two-valued since the final checkout always gives perfect information,

+
Thus 2! different messages may be distinguished when k < K’, and ¥

when k = K’, Let S be such that the components about which specific
information is received are at the beginning of S. Letting EY be the
cost of the firal test when test combination Y is used, the cost of the

final checkout (not including the initial system test), CY(S)’ becomes

when this sequence is used;
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Cy(S) = MO+ (1 - p)(R, + RD) +Cp + +oo + (1 - p IR + KD

* : i
C y !

*
PO -y, e, PIE (L - 0B Oy

k] o
+ qk+IEY + ...+ (1 - T?KI)BKI + CK, + qK;EY - qKIEYK”

where the last term is zero when k = K’., Simplifying,

25 () = ) (g R +RD +C) + (Lo py, el BOE,

kexl

*
+ }j (Bk + Ck + quY)
del <

) Z . qK'EYK' when Kl 9,
kK k

k‘xl 0 when Kl = ¢,

After test EY is performed, we first redesign those components which

the test shows are not working, With the remaining cowponents, we

proceed as in Fig, 3 until Yo indicates that the systeu is working,

It is clearly optimal to redesign the components about which specific
information is received before reworking any others, To see this, let

component j € K, be transferred to the position following i £ K This

1
i
: - - =k + !
has the sole effecr of changing (1 nm)Bm to (1 pjﬁm)Bm, m =k 1, :
., i, and (1 - Pls «oes pk)EY te {1 - | pj-lpj+1' cee, pk)EY

+ (1 - pj)EY‘ all of which increase Cy. This gives Theorem 6.

Theorem 6, Let each final test be such that it provides information

as to whether the following work: (1) The system, and .2) each componeat

k ¢ K,. Then, after the initial svstem test the optimal segquence is t

1
4+

redesign, as necessary, al} components k ¢ Kl' in any order., At this

poirt, proceed as in Theorem 4 for all components k ¢ K

1 a
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Thus the minimum expected cost of the final checkout becomes,

by (25) and (10},

(26) 49 = atn B, +) D)
Yleqll 1 1

SERJAL DEPENDENCE AMONG MESSAGES

We now introduce a further complication with respect to the final
checkout of a system, The situation to be discussed is one in which
multivalued messages are received due to the fact that subsystems func-
tion serially, That i3, a particular subsystem may be designed to go
into operation only after other subsystems have begun, or even completed,
their functions, Thus, if the '"lead" subsystem fails, the test clearly
cannot piovide information with respect to a ""successor' subsystem, We
refer to '"'no message" as the null message,

An example of this kind of system is given by a multistage missile,
Unless the first-stage rocket operates, we will not have an opportunity
to learn whether the second or third stages, for example, work.

Definition 1, A subsystem belongs to the first stage of a system
Operation* if its activarion is not dependent on whether some other sub-
system works.

This definition is readily extended by induction to

Definition 2, A subsystem belongs to the nth stage of a system
operation, n = 2, 3, ,,., 1f its activation is dependent on whether
a subsystem in the n -~ lth stage works and the subsystem does not already
belong to a previous stage.

*The variouvs stages of system operation should not be confused with

the stages (phases) of teating. Unfortunately, the word "stage' is the
most appropriate in both instances,
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Let L be the total number of operational stages obtained by this
procedure and let K; be the set of subsystem indices belonging to the
jth operational stage, § = 1, ..., L, for which Py < 1. Clearly, L <K',
and U§=l K; = {1, ..., K’'}; that is, each subsystem is identified with
one and only one operational stage, In each stage, dencte by Kj = K; the
set of subsystems about which test Y provides specific information. Now
let the test sequence S be as follows: Let all subsystems of a stage be
adjacent to each other, with the subsystems about which specific informa-

tion is obtained by the test in front of the others. Then pesiticn the

operational stages in ascending order, We then obtain

L
(27 )=y [ ) (g, +rD + )+ a -] »p
) YT L q(Ry + R+ C )+ (-] PRy
i=1 i€k, iek
] J 3
;z <+ R..B) 1
+ (B, +C; +qEy - R, B, -quEYs.-l’
ieK!-K, ]
3 3
Kl
_r i ) : . .
where Rij = nk=l Py and sj is the last subsystem in the jth stage.
Within each stage, the situation is clearly completely amalogous to the
one-stage case so that Theorem 6 applies directly,

Now suppose we change S by moving subsystem j € K; to the position
behind subsystem i € K;, where m < n, Our test and redesign operations
would then clearly be trapped in the mth operational stage if the trans-
ferred subsystem dces not work, since in that case we would not be able

to obtain any information about subsequent stages. Since qj > 0 for

all j involved by Theorem 3, there is a positive probability that this

will happen. Thus we obtain

e

i
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Theorem 7. Given & system that operstes in L stages and a final

test that provides informstion as to whether the system and each sub-
*
system k € Kj' 1=1, ..., L, work, the optimal test sequence,K S , is

obtained as follows: (1) Group the subsystems by stage and order the

stages by their natural number; (2) within each stage, order the sub-

systems as per Theorem 6,
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Y. PARALLEL DEVELOPMENT AS A SPECIAL CASE

An interesting attempt to model the phenomenon of parallel RAD e
efforts has been made by Nelson [7]. We now demonatrate how that model
may be viewed as a special case of the model developed in this study.

Nelson considers the problem of developing a system to meet certain
specifications at minimum cost in time and money., He distinguishes
between two stages: design and development completion. In the desfign
stage, opportunities for learning exist that may be beneficially utilized
in the second stage. These opportunities are in the form of a "built-in"
test which gives two-valued perfect informatfon at the end of the first
stage for & glven design.

The following set of strategies is considered by Nelson: The devel-
oper has the opportunity to run independent, but merit-wise indistin-
guishable, projects in the first stage, each costing the same amount of
money. (As before, we ignore time considerations.) Then, at the end
of the first stage, he is to pick one project to run to completion. Ve
denote a success in the first-stage test of a design by 1 and failure by
Yo For any number of designs i, there is clearly no benefit in obtaining
more than one 1 since only one design is to be _ursued further, Thus
there are only two macromessages that are relevant for a given {; let Y1
be the set of messages containing at least one y, among the 1 designs
tested and let Yi2 be the message that y = Yq for all i, Ler us also make
the following definitions:

M = average cost of a design incurred in the first stage, including

testing

p = probability of obtaining message Yq for a design
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Ml = total test and redesign cost in second stage when Y1 is
obtained
Hz = total test and redesign cost in second stage when Y2 is
obtained
K = tetal development cost {n second stage exclusive of testing
and redesign
When { designs are pursued {n the first stage, the total expected

development cost of the system becomes

(28) MA (L DM R (L -t + iy,

Thus, since M and K are fixed, the minimum expected cost of testing
and redesign is
i i
(29) min {(1 - DM+ (1 - p)M, + p M1,
1 2
iel
where I is the set of positive integers,

Comparing (29) with (22), we find that

y =1,
Y, =1,

T(Y,) =

[}
~
[y

- N,
P(yil) =1 - P,

P(yiz) = p 14

]
o

x* -
CY(Y' a, p)

N4
¥ o=y

H
e 4

* - -
c (p(p, y”.)) i
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80 that the preceding model of parallel development may be viewed a:

a special case of the testing problem considered in this study.
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