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1 Introduction

The problems involved in making investments under risky conditions have
been, and possibly always will be, a challenge to persons concerned with
management processes. 1t should therefore be no surprise to observe that
management scientists and practitioners of operations research, along with
others, should now be experiencing and responding to this challenge. A
variety of proposed innovations for use by management has emerged and some
of the more recent of these innovations will be covered as they appear to

Yy

be of interest in this paper.

A great deal can be (and has been) said on the subject of risk and
how it might be identified, measured and evaluated. It is not the purpose of
this paper to distinguish rigorously between different categories cr dimensions
of risk.g/ Rather we shall conceptualize "risk" as emerging from the fact that
some of the information which is pertinent to a decision can at best be known
only in the form of specified probability distributions. The resulting
possibility of deviations from any estimate of the events governed by such

probability distributions is then the basic phenomenon which we shall suppose

gives rise to risk.

Of course, more than one probability distribution may be applicable

and a combination of these distributions may then also require consideration

1/ A good, relatively up-to-dat: survey of related topics, especially with
reference to deterministic (non-risky) conditions for use in capital
budgeting, may be found in H. M. Weingartner [ 76 ].

2/ E.g., in this paper we shall use the terms "risk" and "uncertainty"
interchangeably and hence we will not make distinctions such as are to
be found in Lutz and Lutz [ 43 ] pp. 179 ff. or Hirschleifer [ 38 ] and
[39].



prior to effecting choices between investment alternatives. This kind of
phenomenon can supposedly be handled, at least in principle, by suitable
theorems or algorithms in probability and statistics. At any rate, given
this assumption, one version of a more classical approach would next proceed
to reduce each alternative to a single-number basis for comparison. In more
sophisticated analyses this might be accomplished via a "utility function"
npproach.y Other versions proceed through discount rate ad justments in
order to obtain present-value calculations which allow for riskor
provided "bogey rates" of internal return as well as, perhaps, shortened (or
altered) payback periodzj allowances, and other such devices. In any case
these reductions are supposed to permit all investment alternatives to be

ordered on a single scale which measures their degree of attractiveness

while making due allowance for risk.

Some of the approaches we shall examine are also concerned with choices
that maximize a single figure of merit. Others are concerned with developing
the relevant combinations of probability distributions so that these may
themselves be used as a basis for managerial choice. Evidently the latter
collection of suggested approaches differs, at least by emphasis, from those
described in the preceding paragraph. The same is also true of the approaches
we shall also describe as proceeding by reference to a single figure-of-merit

3/

optimization. This difference is in emphasis only, of course, but it is

1/ Vide, e.g., Raiffa and Schlaifer [ 56 ].

2/ In some cases, 'payback plus'" may be used--e.g., by altering the computations
so that the recovery must include depreciation and possibly other additional
elements as well as the original investment.

3/ These may also be extended to optimizations involving more than one figure
of merit. See, e.g., [14] and [17].

A

l*%’ﬂhah




- -

nonetheless important not only as a guide for staging the analytical development
but also as a way of ensuring managerial understanding of the choices to be
made. Thus, in particular, the more classical approaches emphasize the
desirability of ascertaining the way choices should be made at the outset

so that, e.g., managerial analysts or subordinates could then be governed
accordingly. The newer approaches which we shall discuss p.oceed in a rather
different sequence and hence are likely to treat the risks ~-d other aspects
of the problem so that they can be considerad in explicit detail as a part of
the model which is to be employed. It is thus necessary then to consider the
nature and meaning of risk and how its different dimensions might be treated

via constraints or the criteria that enter into a composite figure of merit.

To avoid possible misunderstanding it should be said, at this point, that
this paper is not concerned with issues such as whether a "present value'"
provides a better figure of merit than an "internal rate of return" via a
"bogey adjustment' or a 'payback period" computution.ljlndeed it will be one
purpose of this paper to suggest that some of these issues might be resolved==
or at leastplaced in a different perspective-=-if some of the new methodologies can
make it possible to avoid insisting on the use of one of these figures to
the exclusion of all others. The main emphasis in this paper, however, is on
some of these newer methodological innovations and hence we shall be able to

2/

deal with these figure-of-merit topics and related issues only by example.

1/ This paper is also not concerned with problems such as data discovery
and treatment, administration, implementation anu control aspects of
capital budgeting.

2/ For further discussion of this methodology in terms of its impact on
such issues see, e.g., Byrne, Charnes, Cooper and Kortanek [ 7 ] or
Charnes and Cooper [ 11].



approaches.

Analysis."

<ba

One such set of innovations revolves around a variety of simulation

2

This includes such topics as "Risk Analysis"

and "Venture

Another approach involves the use of "Decision Trees" which has

recently been joined to "Risk Analysis" in a set of techniques (and related

concepts) which have been called "Stochastic Decision Trees."

The point

of these approaches, as will be seen, is to develop the risk aspects of

decisions by reference to the underlying probability distributions.

That is,

it 18 supposed that it may be better to bring these "distributional aspects"

of the problem into prominence explicitly rather than to suppose a prior

analysis in which all aspects of choice have previously been attended to by

means such as discount-rate ad justments, etc.

In addition to the already indicated approaches, another set has also

been evolving from recent extensions of Linear Programming which include, jinter

alia, Stochastic Linear Programminrg,

and Chance Constrained Programming.

&

Linear Prograrming Under Uncertainty,

Here, too, attention has been directed

to dealing with the underlying probability Jistributions in all detail-~

in order to decide how best to combine and choose between different probabilistic

(i.e., risk) combinations-=although ccntact is also made with previously

available versions of the choice problem by means of suitably devised conatraints

and objectives.

The latter approaches emphasize analytic or mathematical models that

are formulated with explicitly stated optimization objectives whereas, e.g.,

Y
Y
3/

See D. B. Hertz [ 34 ],

As in Hess and Quigley [ 33 ].

Vide Hespos and Strassmann [ 35 ].

The term “decision t:ees"-=which was

adapted by them from Magee [ 47 ] and [ 48 ]--seems to have had its first
appearance in Raiffa and Schlaifer [ 56 ], Chapter 1, which should be
consulted in any cvent for discussions that relate these ideas to constructs

employed in the theory of games and statistical decision theory.

See references in the bibliography.
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"Risk Analysis" proceeds by reference to computer simulation models ia

which such optimizations are onlv implicitly present. It is not proposed

to emphasize these differences and, indeed, a very different approach will

be taken and analytical models with explicit optimization objectives will
more

be supplied in all recses in order to provide & uniform way of relating these

approaches to one another.

Much research remains to be done in the simulation as well as the
optim/zation approaches referred to above. This might well include ways of
relating these simulation and optimization (and like) approaches in order
to clarify and perhaps lend added power and flexibility to the whole. Such
work is going forward along with work on computeir codes, analytic characterizations,
development oi algorithms, etc. But {t is not necessary to wait uantil this
has all been accomplished. Useful things can nov be said about each of these
topics, their possible relations and how they might be used separately or
together in potential applications. The letter may serve in turn to sharpen
some of the issues for research and so on. This,at any rate, is the purpose of

this paper.

2. A New Product Example of a Stochastic Decision Tree;

To bring the points at issue into focus as quickly as possible we now

turn to the example of Figure 1 which is adapted from Hespos and Strassmann

[ 35 ] with the following interpretation. 1. is supposed that a decision has

1/

been made to introduce a new product but, as yet, there has been no

1/ This crample is only illustrative and hence should not be confused with
models such as DEMN-=see [ 12 ] and [ 13 J--which are (a) designed for
actual application and (b) ne:essarily reflect considerably more
sophisticated concepts and machinery than can be dealt with in any detail

in the present paper.



FIGURE 1

A STOCHASTIC DECISION TREE
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determination of whether to introduce it nationally or regionally. The
relevant data and decision alternatives are supposed to be available so

that they can be presented in a form such as Figure 1.

Y,

Technically referred to as a "tree," the diagram in this Figure may be
interpreted as follows. Starting on the left a sequence of nodes and branches
may be followed to a terminus on the right. Any one of several such paths
(or routes) may be elected, but motion along any such path is alwayes only in
the direction indicated by the arrows which are apparent on each of the
branchas. The nodes are indicated by rectangles and circles. Certatin
supplemental information is also displayed and will be interpreted in the

immediately following discussion.

Each rectangle is called a decision node. Each decision node represents

a place where a decision must be made by an independent decision maker. Each
branch leading away from a decision node represents one of the possible
altermative choices available to this decision maker. At the node labelled 1,
for instance, a decision may be made to intrcduce the product regionally or to
introduce it nationally. Suppose the former is elected. In terms of the
diagram this means that the branch leading to node A 1s followed. The latter
is a circled node and all such circled letters are called chance nodes.

. gq* A chance node represents a point at which the decision maker will discover
the response of the environment (or the state of nature). Each branch leading
avay from a chance node represents the outcome of a set of chance factors.

The set of outcomes can be characterized by a probability distritution indicating

1/ Further detuiled discussion of trees and related concepts may be found in
Chapter XIX of [ 8 ]. See alsc [20] and [28].



the probability that any particular outcome will occur. These probability
distributions are represented on Figure 1 adjacent to each chance node.
Thus here, at node . for instance, a play of chance factors determines
whether a "“Small Regional Demand" or a "Large Regionai Demand" will be
experienced. For the example here it is supposed that the former has a
probability of occurrence of 0.3 whereas Large Regional Demand has a 0.7

probability of occurrence.

If we suppose that the latter occurs then a further movement is effected
along the branch of the tree that leads into node 2. This is a rectangle.
Hence at this point another decision may be made=-=viz., "Go National" or

"Remain Regional."

Suppose the choice now is '"Go National." That is, suppose thr., decision is

elected at Node 2 which means that a prior decision to "Introduce Regionally"

was made at node 1 after which a "Large Regional Demand" was experienced.

Given this decision at node 2==viz., "Go National"=--node & 1s then encountered
via the branch for '"Go National" leading out of 2. L 18 a circled node.
Hence, a play of chance is again invoked. This time, however, a terminal
branch is encountered. This means that the play of chance at L s supposed
to determine an amount, d. The latter, as determined by chance, is the amount
that will be received. Measured by present worth, internal rate of retura,

or any other suitable figure of merit, this is the amount that will emerge

as a result of the sequence of decisions and chance occurrences that led to

the terminus where d appears in Figure 1.

In every case the probability distributions which govern the indicated
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chance selections are supposed to be known. To see what this means

suppose that the alternative course is taken. That is, start again at node 1
and suppose now that the decision is "Introduce Nationally'". This leads

to node 43. The latter is a chance node. No further decision node is
encountered on this route. Hence a chance draw is now made to dctermine the
amount b that will te obtained when this route is followed to the terminus

at the bottow of F.gure 1.

Chance selections are always made in terms of a known probability
distribution. The ones that we shall employ are all shown in Figure 1.
The probabiliry distribution which ~overns the choice at 43 , for instance,
appears at the bottom of Figure 1 where it is to be accorded the following
interpretation: There is a 0.3 probability of making a "loss"g/of b= -1
and a 0.2 probability of breaking even at b=0. On the other hand, there is
a 50-50 chance (probability = 0.5) of realizing b=5. These probabilities

sum to unity. Hence all other values of b have only a zero probability of

occurrence.

The histograms at nodes g, véland c‘f have similar interpretations
relative to the amounts c, d and e that will be obtained when these nodes
are encountered. The histogram at JqL. however, represents the probability
distribution which governs the realization of large and small regional demand.
The value O shown on the horizontal axis for this histogram is associated with
"Small Regional Demand." The value 1 is associated with "Large Regional Demand."

Thus, as already observed, the probability is 0.3 that a zero (= Small Regional

1/ Vide Hespos and Strassmann [ 35 ] as well as Hertz [ 34 ] and Hess and
Quigley [ 33] for further discussion of this point.

2/ As measured by any figure of merit that may be employed.



Demand) will occur and 0.7 that a one (= Large Regional Demand) will occur

when node ;4"13 encountered.

Within the columns of each of the histograms certain digits are shown
in braces. These are simply the 10 integers O, 1, ..., 9. Members from this
set of 10 integers are assigned, as indicated in each probability distribution,
simply to facilitate drawing from a table of random numberay in which each of
these integers has an equal probability of occurrence. For instance {0-2}
in the bottom histogram refers to the three integers O, 1, 2-=which constitute
0.3 of the totality of the integers O through 9. Similarly, {(3-4] represents
0.2 of this totality while {5-9] constitutes 5 of these 10 integers, and so on.

Thus, these numbers are associated with the probability of drawing, ‘espectively,

b==1, b=0, and be=5.

In Table 1, below, we provide a specimen drawing. Here the nodes were
arranged in alphabetical order and the random numbers were assigned to each
of these nodes as drawn. Thus, the second random number, which is a 3, is
assigned to «B . It is one of the ﬁumbers {3-4]. In this case a decision to
market nationally would have yielded only b=0. (See the histogram at node @
in Figure l1.) Since this is the case and since {3-4] are the two random
numbers associated with b=0 it follows that the latt.r is the "b value"
or result obtained on this occasion at &5 . See the histogram at L in

Figure 1 and the result shown in Table 1, below.

1 ide, e.g., the definition and discussion of "random number" ¢. E. L.

Kohler, A Dictionary for Accountants [42) pp. 347-351.

o a.
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Table 1

Results of a Random Drav

]

Random
Node No Result
A4 5 a=1*%
8 3 b=0
5 0 ce=]
6) 8 d=5
& 1 =1

*Means '"large regional demand"

-9 -
Similar rema-ks apply to node & 5 ﬂ and é . Note, however, that the

random number 5 which was drawn for .'/“‘13 associated with the occurrence of

a large regional demand. Hence the value at &’,’ is really irrelevant and can

be ignored. To put the matter differently, the node at S serves as a “switch"

which cuts in (or out) part of the diagram of Figure 1 in accordance with the

instruction assigned to the number obtained in any such random drawing.

Thus,

in particular, the random drawing of a 5 for ﬁ{‘ , as in Table 1, produces the

situation shown in Figure 2. That is branches leading from node S to node

&7 and beyond in Figure 1 are eliminated. The remaining random numbers--viz.,
those drawn for %" , le"and é -=are then assigned to the remaining nodes for

interpretations of the kind that have already been indicated.

y

Vide, e.g., pp. 650-656 in [8 ].

Yy



HR a.Eq.W. WJ.C iy oy

FIGURE 2

A TRIAL KESULT
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3. An Analytic Representation:

Now consider each of the following three possible strategies:

(1) Introduce nationally

(1) (11) 1Introduce regionally and if a large regional
demand materializes then go national

(111) Introduce regionally and {f a large regional
demand materiglizes then remain regional
The probability distributions of rewards and penalties for each of these
strategies is wanted. In the Stochastic Decion Tree approach-=as is also
true in Risk and Venture Analysis-=this i{s obtained via a series of simulation
runs. In the case of Stochastic Decision Trees the rules for executing each
such simulation are as follows:

(a) Each time a decision node is encountered take
all branches leading out from any such node.

(2) (b) Each time a chance node is encountered take only

the ope branch (or value) designed by a chance
(or random) drawing which is associated with the

histogram at this node.

The point of these rules is to make it possible to obtain probability
distributions for al]l relevant combinations of decisions. Evidently for
decision (1), in (1) above, one can hardly do better than simply reproduce
the probability distribution for 43 in Figure 1. This is not the case for
the other two decision possibilities, however, since their outcomes are
influenced by the event which occurs at S5 on each trial. Thus a problem
arises of combining the probability distribution at ¥~ with the distributions

-
at 83,0‘9”and CE. in order to obtain a basis for deciding between the available

alternatives.
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Although the Stochastic Decision Tree approach has been described as
proceeding via a simulation route, the sense of all of this can perhaps be
brought together in the form of an analytical model. Here we shall employ
an optimization version of such modelling possibilities because of some
suggestive advantages this offers for compar ison with some of the alternative

possibilities that we also want to explore. Thus we write

min. ,J-

subject to

3’%1 *x+th

(3) 6 )'.s + g'x = ?r + 2

L 3
A xg "x, ™ 0
(1-A)xg, " Xg =06
*R1 S

wvhere 3 20 1is the scalar to be minimized. I.e., our objective is
"min. 2" under the indicated constraints, in accordance with a two-stage

procedure of the following variety. First, at stage one, the values of
2/

Xel and X1 are selected. These values are necessarily equal to unity in

the present case and hence this selection is already made. See rule (a) in

1/ This formulation is suggested by the relations for vector optimization
and functional efficiency as set forth in Chapter IX of [ 8].

2/ See Figure 1 for their significance-=viz., le = 1 means "Introduce

Regionally" and %y means "Introduce Nationally".

4‘;7'? z’@‘;ﬂ- Wd




(2). Next, random draws are effected and the resulting values are then
assigned to the random variables .5*‘, 43, %2, fC72 and JE in these
expressions. After these data are all known, stage two is then invoked.

At this second stage the values of :r, 21y 2y, and 23 are determined in a
way that minimizes 3 > 0. Evidently the minimum will always be at ' = 0.
Hence the values of zl, z, and z, may be recorded and the results assigned,
respectively, to strategies (i), (ii) and (iii) as in (1), above, at the end

of each such trial.

For purposes of further illustration, a series of 10 random draws has
been made and the results arranged as in Table 2, below.l/ This has been
done only for nodes 15#, ‘é?,y{?)and df and hence only for the z, and 23
values which are associated with strategies (i{i) and (iii) in (1), above.

It was not necessary tc effect any draws for (i) since we cannot do better

than to transfer the probability distribution assigned to node # in Figure 1.
The latter can therefore be compared directly with the distributions obtained
for strategies (ii) and (11i). This is accomplished by transforming the data
of Table 2 into histogram form as in Figure 3 where these histograms now serve
as approximations to the wanted probability distributions. The point her.,

of courcse, 1s not the accuracy of these approximationsZ/ but rather the fact

that the entire probability distributions are available for considering any

1/ From page 28, line 1 of M. G. Kendall and B. Babington Smith, Tables of
Random Sampling Numbers in Tracts for Computers No. XXIV, E. S. Pearson,
ed. (Cambridge University Press, 1951).

Many more trials would undoubtedly be necessary if the simulation route
were followed as would probably be true in many practical applications.

LN



of various dimensions of risk, penalty and reward when effecting a selection
between these altetnatives.y Thus, in particular, the probability distribution
for strategy (1) is transferred intact from Figure 1 whereas the probability
distributions for strategies (ii) and (iii) are prepared from simulated

combinations of events at node %’with, respectively, events at nodes

6: . /’O;and é: .

1/ Additional considerations might include e¢stimates of the probability
that the indicated strategy choicus might actually be employed, etc.

gt il
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Table 2
en Tria uence of Random Numbe av
Node Result
Order of
Drawing* s & 0o & z, z,
(1 & 8 1 8 1 3
2 3 3 9 2 b) 2
a=l < 5 5 9 9 3 5 2
6 6 3 8 9 b) 3
klO 4 1 b) 0 b) 1
[ 3 2 6 3 1 0 0
4 1 2 3 7 0 0
a=0 7 1 b) 8 8 0 0
8 2 8 0 2 1 1
9 2 5 1 8 0 0

*The order of drawing is as indicated although
the datu above have been regrouped into the
cases a =1(Large Regional Demand) and a = O
(Small Regional Demand).
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FIGURE 3

PROBABILITY DISTRIBUTIONS

FOR
THREE. STRATEGY CHOICES
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4. An Approach via Stochastic Linear Programming:

Certain salient points should now be apparent. First, no choices are
really admitted among the decision variables during the simulations. That
is, chance makes all the choices in (3), by reference to the data generated in
each trial. Only after all trials have been completed is a choice then
effected from the three strategies specified under (1). The latter is made
by reference to the set of entire probability distributions that are then
available. Second, specific assumptions are made about the strategy possibilities
relative to the adaptations that might be made over time. The latter, in turn,
also implies certain assumptions about the way the data may be expected to
unfold over time as each strategy is executed, as well as how these strategies
might affect the probability distributions, and so on.leo put the matter
differently a choice of one of the three strategy possibilities implies that
a mode of implementation is decided on initially and that it remains fixed

thereafter. This carried with {t certain assumptions as to data availability

and so on.

An alternative to (3) may aid in sharpering some of these points. Thus,

we now refer to Figure 1 again and formulate a model as in

min. /X

subject to

B+ Bxg +Ox < o

(4) 'Bxﬂl-ft"xs +£xL 57-
5t Xp1 - X 0

(1 -~ ))&(1 - xs « 0

1 PN1 =1

1/ Cf. the discussion of the DEMON model in e.g., references (12 ] and [13].



where we omit the restriction 72 0 but add the requirement that Xp1

and N1 must be non-negative integers.

We now note that this last requirement means that exactly one of Xp1®
N1 will be equal to unity and the other one will be equal to zero. Thus
if Q1 " 1 then the initial decision is "Introduce Regionally" while {if

N1 " i then the initial decision is "Introduce Nationally."

We continue as before in order to treat;y/as a second stage variable
except that the value of "min.cyf" is now chosen only after al]l of the chance
choices have been made. This may then be interpreted as a variant of the
approach called "Stochastic Linear Programming''-~a name which has been accorded
to yet another approach that has also been developed for dealing with decisions
under riak--l/under which (a) an initial decision maker chooses ecither Xe1 ™ 1

or Xy * 1, next (b) the random clements all materialize and then (c) a final

decision maler chooses the minimizing value of Zr’.

For the case N1~ 1, we evidently have to consider (as before) only the

probability distribution which is already available at node & in Figure 1.
2/

For the case x_, = 1 the relevant data may be obtained from Table 2 via the

Rl

relation

(5) min 1Y,° max {z,, z,}

so that, e.g., for the first draw we have min Z/- 3, while for the second

1/ Cf., e.g., Tintner (68 ] and [ 69 ], Tintner, Millham and Sengupta [ 57 )
and note that we are here dealing only with what {s called the
active case in Stochastic Linear Programming.

2/ Assuming again that these 10 trials are sufficient, at least for purposes
of {llustration.

L
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drav we have min.gz- z, = 5, and so on. See thc values for max [zz. 23]

in Table 2.

As contrasted with the previous model of Stochastic Decision Tree
(=SDT) variety, this "min.”'" for Stochastic Linear Programming (=SLP) is
evidently a random variable. As ir generally the case for SLP, the
probability distribution for min.zf/is derived on the supposition that all
relevant data will be completely determined and hence known in all detail
(a) after the first stage uecision but (b) before the second stage decision.

Thus, on this hypot-esis the choice x. ., = 1 produces a probability distribution

N1
for min. 7/ which we can denote as ’;’*(’\1 = 1). The latter is identical with
the first distribution given in Figure 3. But the case,z*(xRl = 1) does not

produce a probability distribution which coincides with any of those shown

in Figure 3. Instead, via (5), we obtain the one shown in Figure 4 which can
supposedly be compared with the one for Strategy (i) in Figure 3 when trying

to decide whether to choose N1 ™ lorx . =1 at stage 1.

Rl



FIGURE «

PROBABILITY LISTRIBUTION
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S. Expected Value Choices and Risk Control Constraints;

Each of the above approaches evidently imposes different assumptions
about the state of information at decision node 2 in Figure 1. Hence a
different route of adaptation is pursued in each case and the compound
probability distributions which should be considered at stage 1 (relative
to stage 2) also differ. E.g., Stochastic Linear Programming (=SLP)
assumes that all of the relevant data will be known with certainty when (or
1f) node 2 is reached. In adaptations to this state of information, SLP
naturally directs attention to the probability distribution of max (zz, z3) =

7(*(XR1 = 1) for comparison with the distribution of z,, the latter being

1
the alternative first-stage choice.

The Stochastic Decision Tree (= SDP) approach assumes that the position
{n the tree is always known along with (a) the remaining alternatives and (b)
the relevant probability distributions. It should be emphasized, however, that
the stage 1 choice under SDT represents a complete commitment. Thus if the
probability distribution for (ii) in (1) were to have the most appeal, then
the strategy associated with this selection would be followed unconditionally-=
viz , the decision "Go National" world always be made whenever node 2 was en-
countered after an {nitial decision to distribute regiorally. This is not the
case for SLP, however, under the same initial decision. That is, given an
initial decision to distribute regionally, the information-adaptation
assumptions for SLP would make these stage 2 choices contingent on the outcomes

Y,

of the random events.

1/ In the “"passive case'" of SLP ecven these stage 1 choices need not be
made in advance. See Tintner et. al. [ 57 ] and [ 68 ].
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In order to obtain further perspective on each of the above approaches,

it is helpful to turn to still other approaches that are now available for

dealing with the problem of choice under risk. As was noted at the outset

of this paper, some of these approaches proceed via the optimization of a
single figure of merit and one such approach is available via the expected
value optimizations (under constraints) which are characterized as ''Linear

Y,

Programming Under Uncertainty. "

This, too, may be t1lustrated by reference to Figure 1 and in a way that
will help to relate it to the preceding and well as subsequent examples and
topics. Thus we therefore write our LPUU (= Linear Programming Under

Uncertainty) model in order to achieve a very simple illustration as follows:

min E [o 1 * St ¥ 22 3%

subject to
@)\1 +0‘)QL+ gxs- ’b"zz
B ' -
(6) X1 +5ﬁ‘+ ﬁxs"v 2y
(1 'F‘)XRI - Xg ™ 0
é4er1 - X - 0

N1 ¥ *R1 =

where "E" refers to "expected value" in the functional to be minimized. As

before, and x_. are first-stage variables which are required to be
N1 R1

non-negative. The variables cyq zy and z, are second-stage choices with

2y 24 >0 but/”/'otherwise unconstrained. The other symbols in (6) have
C

1/ The term is due to G. B. Dantzig. See [21 ] and [ 22 ].



R1’ <, and c3 which may be

interpreted as benefit and penalty rates per unit use of the variables with

all been explained before except for N1* S

which they are associated.

As was the case for SLP, we again assume that the second stage choices

are made only after the data are available-=e.g., after each drawing has

s c_w 0

been made as in, say, Table 1 and 2. In fact, setting N1~ Sr1 = 2 3

the objective becomes min E,a and so in this case the preceding distributions
for':y(xkl = 1) and 2((XN1 = 1) become relevant. In princigle, the model

of (6) sets forth all relevant data, including the probability distributions,
in explicit detail. The choice, however, is by reference to the expected value
minimization only. Of course, there is no reason why the relevant probability
distributions cannot also be presented especially when (as in the present case)

they are already available.

For ease of reference we present the distribution for }’(XRI = 1) and
Qf*(le = 1) in Table 3. The latter is transferred directly from Figure 1,
but we do not transfer the former from Table 2 where the results of our 10
trials are given. Instead we utilize exact relations. That is, in Table 3
we use Pr(b'*|54—xkl = 1) to signify "the probability of securing the indicated

value of,»*(- mln/h ), given that M/XRI = 1." Similarly, Pr (rl*l(l -5 )ﬁll = 1)

Y
refers to the probability of the only other possibility when Xe1 ™ ) 8
Then we compute the relevant probabilities via
* = - $ - * - - -
(7) Pr(}\’ zhﬂ-aﬁu 1) Pr(\‘xlu 1) + Pr(a 2| (1 Ff)x]u 1)

Pr((1l -;4)xlu « 1) = Pr(a/* « 2)

1/ Naturally, both of these probabilities are jdentically zero when Xo1 ™ 0.




The latter result is entered in column 4 of Table 4 using P'(a";u « 1) 0.7

and Pr((1 -»qf)xm = 1) = 0.3. The distribution for 3'* when L-_ 1 is then

shown for comparieon in the final column of this table.

,b/- max {zz, z

Table 3

Probability Distributions

or
3] and /(- z,

£

" *
(le - 1) ?/()%l - 1)
Column No. Probability Probability
Distribution Digtribution
(1) 2 (3) 0:7x column (2)
B T lus From
* Pr( *IAS” X = l) Pr( *I(l -ﬁ—)x - 1) = Flgure 1
5 R1 )) Rl 0.3x column (3) Node # .

-1 0. 00 0.20 0. 060 0. 300
0 0. 00 0. 50 0.150 0.200
1 0. 04 0. 30 0.118 0. 000
2 0.08 0. 00 0. 056 0. 000
3 0. 38 0.00 0.266 0. 000
4 0.00 0. 00 0.000 9. 000
5 0.50 0.00 0. 350 0.500
Total 1.00 1.00 1.000 1. 000
T..x_pez—tedi - T o
Value 3.84 0.10 2.718 2.200




Referring to Table ) we observe that E,!y(xRl « 1) = 2.718 while
E (xN = 1) = 2.2 and hence we might prefer the forme. to the latter on
79w >
this expected value criterion. But what about other aspects of these

distributions? These would also seem to require consideration from the stand-

point of possihle realizations of other ?(* values.

To handle these additional aspects of the problem one might proceed to
alter the constants in the functional of (6). Specifically one might alter
these constants to provide penalties and incentives for the different ,3/*
values and their associated probabilities of realization. This would, in fact,

2

be the normal procedure for dealing with such risks under LPUU.

Another alternative would involve introducing further aspects of risk
control and allowance by inserting additional constraints. There is no reason
to suppose that this must preclude any recourse to adjustment of the functional
constants. That is, both of these approaches can be used simultaneously in
LPUU and, of course, the approach of LPUU can also be joined to still other

3

approaches.

To close this section 'e now illustrate one such additional possibility,
and for this we might introduce a constraint of the Chance Constrained

Programming (-Cz) variety by writing

1/ This would implicitly change the objective ef T
max min E Zf

N1'*R1 D
where 7(- max [zz,zJ] or z,.

Vide, e.g., Dempster [ 24 ].

&

See, e.g., [ 7 ) which represents a first instance in which ideas of LPUU
were joined to those of Chance Constrained Programming. Although the
{l1lustration in [ 7 ] proceeds by reference to capital budgeting under
liquidity and payback constraints this is not the only possibility. The

crucial development which cpened the way to this is in [16 ] which will also

adinit of other uses as well.



(8) Pr(;rz z) 2> a.

Here z is a prescribed value of jru called a quality level, and 0 { o S 1
measures the risks (= 1 - o) that this level will not be met. That {s the
choice of x and the subsequent minimization of "4 must yield n;a* < z at
most (1 = o) proportion of the time. Thus, as this interpretation is meant
to suggest, (8) {s to be regairded as an additional constraint-~-i.e., a
Chance Constraint--which is to be considered in conjunction with all of the

other constraints and the functional in (6).

Note that we are now exploring the alternative approach to risk that is
available via 02 Programming but in a way that also relates it to the preceding
developments. Thus, suppose, for instance, that the quality level is set at
z = 5.0 and the risk level at ¢ = 0.5. This would block the probability
distribution for 6’*(xRl = 1) from consideration since the probability is
only 0.35 that a value of.y/* 2z = 5.0 or more will be achieved. The first
stage choice will then be N1 ™ 1. But something more than only this decision
possibility is also now available. For instance, certain risk e'valuations and
sensitivity analyses can be executed. E.g., in expected value terms, an
opportunity cost can be imputed to this degree of avoidance of risk at the
indicated quality level in the amount 0.518 = 2,718 - 2,200. (See the expected
values listed in the bottom row of the last two columns in Table 3.) Furthermore,
if the risk protection value exceeded ¢ = 0.5 at this quality level (viz.,

z = 5.0) then there would be no solution. That is, neither N1 " 1 nor
x., = 1 would be acceptable and then either the decision to market this new

R1

product would need to be reversed or else a revision of the risk-control
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constraint would be in ordor.l/ Note that it is by no mcans certain that
the latter represents the only possibllity.Z/ For instance in actual
practice—/lt may be supposed that unless a value of z = 5.0 is actually
attained then (t is really not feasibl. to try to markct this product since
rctail outlets will not be willing to handle the product at

lower volumesa. In such cases this constraint would then provide a measure
of risk of infeasibility or inapplicability of the model for the situations
to which it is supposed to apply. Alternatively, it might also be used to

control additional dimensions of opportunity cost. It might be the case

for example that a firm would not wish to market this product and thereby

tie up executive and other talents unless it can achieve at least the indicated

quality level, z, with at lecast the indicated probability, qa.

6. Information Assumptions and Decision Rules:

The introduction of chance constraints, as in (8), immediately
raises the issue of decision rules--what they are, how they might be
characterized or prescribed, and how they might be selected. This is so
because their employments have been a built=-in feature of C2 programming

4/

from {ts inception.

1l See, A. Charnes and W. W. Cooper [ 10 | for a development relative to
aspiration level theory in social psychology and the '"satisficing"
models and constructs of H. A. Simon.

2/ That is, it is by no means certain that these aspirations would be
revised only because a decision to market the product in one way or
another had already been made.

3/ Vvide, e.g., the discussions in [12 ] and [ 13].

4/ See, e.g., [15] as well as the earlier references cited there.



A full-scale development of this topic would require introducing

possibilities for altering the probability distributions and collecting

y

information on such alteration possibilities. A very simple illustration

Y

will suffice, however, and to this end the structural aspects of the model

are written in the following form:

ﬁ"m +0ny, + g"nz*ﬂ"s - 2/
1-;#) - X = 0
9.1) ( "Rr1 S
Axgrm Mt =0

1 t * * I
The chance constraint

(9.2) Pr[,D/Zz] 2 o

is also adjoined to (9.1). Finally the objective is formulated as:

(9.3) max E 27

As before N1 and XR1 represent first-stage decision variables which
are consirained to be non-negative integers. The same non-negative integer
requirement is also imposed on N2 and X2 The latter pair may be regarded
as a further decomposition of the variable Xy wvhich appeared in all of the
preceding models. These two variables-=viz., N2 and Xpp ~=are now regarded as

1/ Cf., e.g., any of the referneces to DEMN type models where these aspects
of C4 programming are developed.

2/ Vide also Hespos and Strassmann [ 3] who make this point as a way of
joining the decision tree approach of Magee (47 ] and the risk analysis
of Hertz [ 34].

- —



second stage decision variables that are introduced to represent the
respective alternatives of '"Go National' and "Remain Regional" when node 2

{8 encountered in Figure 1.

Using the same conventions as previously.the value X2 * 1 means
"“Go National" and Xp2 * 1 means "Ramain Regional.'" The requirement

A Xe1 ™ X2 + XR2 in (9.1) means that unless x_. = 1 at stage 1 there

Rl

cannot be a second stage choice since 1f x = 0 then, necessarily

R1

A le = 0. On the other hand, the choice le = 1 does not suffice to

produce L*xkl = 1. This is to say that the possibility of a second stage

choice depends on a random event=--viz., the event "Large Regional Demand"
at Node &F 1n Figure 1. This second stage choice must evidently then be

delayed until knowlege of the value of 4 is at hand. Given *(’xm - 1,

Rl Y,
however, then a second-stage decision must be made and one of the two
available choices taken out of node 2. I.e., either N2 " 1l or sz - 1
»4' X =
when Xa1 1.
The possibilities implicit in the preceding remarks are summarized somewhat

more succinctly by writing

(10)

or

1/ We are interpreting this in accordance with the spirit of the Hespos-
Strassman analysis [35 ]. Other interpretations would allow cases such as

‘d/
le P )%2 + sz, etc.
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which can then be interpreted as the relevant possibilities for a decision
rule to complete a first-stage choice of Xp1 = l. These can then be compared
with each other and with the decision rule Ny ™ 1 in order to determine

which is the vest rule to follow.

A decision rule must cover every contingency that may be confronted.
That is, it must specify the choice to b made at every decision node. This
in turn implies that the data needed to implement the decision rule must be
at hand. Hence provided the data on ﬁ'xm are at hand by the time node 2

is encountered, the above rules are unambiguous.

The rules indicated under (10) evidently conform to the way Figure 1

wvas interpreted and so do the choices x_. = 1 and N1 ™ 1. Furthermore, the

R1

rules must satisfy the constraints and this is evidently the case for (9.1).
Refer now to the data in Table 4 below, however, and suppose that (9.2)

presc-ibes o = 0.- and z = 3, Evidently the rule Xp1 ™ 1, Xpp = max [O,Jf'xnl]

does not satisfy this constraint since the column of probabilities for this

rule gives Pr[) 2‘9] = 0.28 which is less than the requisite o =0.5. Hence

this rule is eliminated and the competition reduces to N1 ® lvs x ., =1,

Rl
Xyp = max {0,57xR1]. Both rules satisfy all constreints in (9) but the
latter has a higher expected value. Hence the latter rule is best among all

of the feasible decision rules.




Table 4

Probability Distributions for Two Decision Rules

when le - ]

Vv Stage Decision Rule
t 1 <l
g 2 Xg2 = max {o, le} Xpy = max {o, le]
-1 0. 06 0. 06
0 0.15 0.15
1 0.23 0.23
2 0.00 0.28
3 0.21 . 0.28
4 0.00 0.00
5 0.35 0.00
;;;;1 1.00 1.00 S
Bipocee 2,55 1.57
Value
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7. Conclusion and Summary:

Unlike the earlier situation for SLP it is now supposed that only
a knowledge of the relevant probability distributions is available at
each decision node. In any event an optimal rule has now been designated.
Hence it might be supposed that the model should be discarded. This 1is
true insofar as the problem is regarded as "solved" once the indicated
rule is at hand. On the other hand, it may be prudent to return to further
uses of the model. These might include "sensitivity analyses" under which
the given probability distributions (e.g., as in Figure 1) are altered in
order to study what variations can occur in choices between the decision
rules that can be elected. They might also include extended dual evaluator

1/

analyses and so on.

The model might itself also be altered in the light of these findings.
For instance, in the last section even the initial decision was reversed so that
in this case the Chance Constraints served as a feasibiiity check on the previous
decision assumptiors relative to company risk control policies and known market

volume level requirements.

The illustrations used in this paper were all synthesized by reference
to examples in which 2{ served as the only measure for the figure of merit
in both the objective and the constraints. This served to simplify the
examples but, of course, it in no way implies that either risks or these
new approaches are limited in this manner. Other additional constraints
(chance or otherwise) might also be employed for physical as well as financial

dimensions of a problem.

1/ See, e.g., [ 52].

eyt -y
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Multi-dimensional aspects might also include both bogey (implicit)
rates of return and payback as well as present worth all in a single
comprehensive model which also included still other dimensions for
controlling and evaluating riske-vs.-opportunity possibilities. As a case
in point we might employ a Chance Constraint on cash expenditure rates in
order to ensure against risk of insolvency. Then we might also introduce
ore or more constraints on paybackl/as a hedge against uncertainty. For
instance we may not be sure whether even better opportunities may be
available at some future date. Then, to hedge against this uncertainty,
we might specify a C2 approach to payback in which an initial investment
is to be recovered by a specified time (payback period) with a prescribed
level of probability. This might then be evaluated by altering the stipulated
payback period (quality level) as well as the stipulated probability (risk
level) of achieving it. These opportunity cost consequences being available in
the form of suitable measuren of expected profit, say, it should then be possible

to array these on at least an ordinal probability scale as a basis for matching

and evaluating such uncertainty possibilities.

We have discussed the latter kinds of topics in other writings where
we have also (a) suggested ways of extending present payback practices and
(b) shown how LPUU and C2 programming can be joined together for these (and

2/

other) purposes. By devices like these it is possible, in any event, to

1/ E.g., stipulating that certain cumulative proportions of an initial
investment must be returned by prescribed times at spucified levels of
probability. See, e.g., [ 7 ] for discussions of this and other extensions

to ordinary usages of payback.

2/ See [ 7 ].
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handle multi-dimensional aspects of risk such as may be present in many
management problems. After a sufficient experience over a variety of such
problems with any particular management it might then be possible to synthesize
some variant of a utility function approach. That is, it might then be

possible to synthesize a function that would make the same choices that this
management might make over a wide variety of alternatives. Here we leave

aside such issues as the measurement of satisfactions, etc., rince their emphasis
is not really pertinent fo tl,e present context. The point t> rasize is,
rather, that this accomplishment is terminal rather than an initial act for the

Y,

methods that we are discussing.

In conclusion we now turn to the tree concept itself. This concept, as we
have elsewhere shown [11 ].gjcun be related to the processes of double-entry
accounting and hence to related aspects of budgeting and financial planning.
Conversely, these same double-entry accounting processes can be related to
the correspoi.iing tree and network concepts. But this is meant to imply that
the latter approach, along with the related analytical models, may be a better
way of utilizing the double-entry principle--at least when probability distri-
butions are to be compounded for such purposes as (a) investment selection
and (b) projection of profit-and-loss statement categories along with the related

balance-sheet and flow-of-funds analyses. This might be done analytically,

of course, as well as by computer simulation or by a combination of these means

1/ Tintner [ 69 ] does refer to a utility function synthesized ab initio as
a basis of choice, but it does not play a central role in his initial or
subsequent developments.

2/ See also [ 8 ] Chapter XVII, XIX and XX, as well as Ijiri [40 ].
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as circumstances may warrant. The resulting statements of flow or

position might then be reported in terms of entire probability distributions

or by single-number (best) estimates as circumstances .nd managerial

convenience may warrant. The approaches covered in this paper siggest some

of the possibilities that might be employed to this end either singly or in

combination. Note, in conclusion, that this would then involve elaborations

of the tree concept so that multiple probability distributions might then be
or branch

required at any node| along with specified rules and relations for effecting

their combinations in terms of their interlocking relations to each other

and to the relevant dimensions of risk and profit.
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APPENDIX

Because LPUU and C2 Programming are descendents of ordinary linear
programming it may be useful to consider the latter topic, too, insofar
as this can be done by reference to the problem of chosing an optimum decision
rule. For this purpose we might first proceed by reference o Chance Constraints
on risk formulated as follows. Thus suppose, for instance, the constraint
relative to the distribution at 33 is formulated as
5

(11.1) g T Pr(®) 2o x

b=z N1

which means that the quality level z is to be maintained with risk no greater

than l-o of attaining z or more.

Given that O < o <1 is a stipulated constant we may see what this means
by supposing that (l11.1) refers to the probability of breaking even. That is,
we are supposing, say, that a level z=0 or greater is to be attained with
probability . Reference to Table 3 (or Figure 1) would then provide the

relevant data for substitution in (3) zs in the following expression

5

(11.2) N1 IB Pr(b) = le(O.Z + 0.5) >« X1
bes

Now we observe that this constraint can always be sat.sfied by choosing

N1 ™ 0 but a value of N1 * 1 can be designated only {f o < 0.7.

Evidently different quality levels might be imposed for the risks that
might attend different paths through the tree of Figure 1. Therefore proceeding
somewhat more abstractlv than in (11.2) we now write the remaining risk

constraints in the form
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5
N2 df; Pr(d |)+%l) > X2 (o +9 ) - le o}

(12.1) 5

L Pr(e [i4=1) > x
e=2z

X (o0 + F) - x ¢

R2 R2 RL

and also

5 5

RIS A= 0) Pr(t=0) + x, L Pr(d|st=1) Pr(t=1) +

(12.2)

+ Xp2 Pr(eP4 =1) Pr(H4 =1) > g1 (o + 7)) - X2 f - X2 1d)

where the latter, along with (12.1) and (11.1) are to be simultaneously

satisfied with

STt
(13)

N2t *p2 T &4"xpl < 1.

As before all decision variables (which huve already been explained) must

be integer valued. The symbol & , which is nev, refers to a constant

L/

which is "sufficiently large" so that {n the first constraint of (12.1),
say, a choice of N2 ® 1 could not be made unless also Xp1 ™ 1. (E.g.,
any choice of ¢t so that o + & > 1 would suffice.) Because & > 0 and the

left-hand member of each expression in (12.1) {s non-negative, the choice

Xe1 ™ 1 is not precluded in any case. On the other hand, reference to (12.2)

1/ See, e.g., the discussion of regularization techniques in linear
programming as discussed in Chapter VIII of [ 8 ].
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shows that Xp1 = 1 cannot be designated unless at least one of the choices
X2 = 1 or Xp2 = 1 is also made. Finally, the conditions in (13), along with
the restriction to integer choices, means that at most one of the expressions

)ﬁQZ =1 or sz = 1 can hold.

We now observe that the constraint sets in (11) and (12) might first be
scrutinized to see whether any of the a priori choice possibilities are to
be deleted because the related linear inequalities can be fulfilled only with
choices of the decision variables at x=0. Supposing that this eventuality
does not emerge we may then proceed with reference to the objective function
which in this case may be formulated as follows:l/

max 5 = E 'Ii;xﬂl + E(’Gl“‘lsO) Pr(-=0) Xe1

(14)
+ [E(K'|=1=1) X2 + e | =1)x,] Pr(f=1)

The above symbols may best be explained by writing their numerical values

as

2(J. )1 =1) Pr(.M=1) = (2.2) (0.7) = 1.54
E(A |-1=1) Pr(‘1=1) = (3.6) (0.7) = 2,52
E(Z- |<1=0) Pr(*=0) = (0.1) (0.3) = 0.03

E(.?) = 2.20

where the indicated computations are made directly from the probzhilirv

1/ Vide kavenfeld and Littauer [ 25] pp.117 f£f.
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distributions given in Figure 1. In short E(Z Ls#=1) refers to the probability

distribution shown at node 51!\ Figure 1 vhile the values of E(DO Jf-l) and

E(L |-¥=0) are obtsined from, respectively, the distributions shown at nodes

o and & .

In this case then the functional in (14) may also be represented as

(15) mnxua'- 2.207(Nl + 0.03xRl + 2.52xNz + l.SloxRz

vith the indicated maximization to be undertaken with respect to the constraining
relations (11), (12) and (13). Save for the second constraint in (13), this

would be an ordinary linear programming problem. The condition

w2 * %p2 = F g S 1

means that we cannot set either Xp2 or sz = ] until after Jf‘ has materialized.

On the other hand, we can choose one of these variables to be zero in advance
of any knowledge of the specific a that will materialize. Reference to (15)

makes {t clear that this zero value should be 1ssigned to R2 in the present

case and then the further choice should be X1 ® 1 so that the optimal rule is,

a - 1, X = max [O,me].

as noted in the text, x



BIBLIOGRAPHY

1] American Institute of Chemical Engineers, 'Venture Analysis,"
Chemical Engineering Progress Technical Manual.

2 ] Beale, E.M.L., "On Minimizing a Convex Function Subject to Linear
Inequalities' Journal of the Royal Statistical Socjety, Series B,
17 (1955) pp. 173-184,

3 » ""The Use of Quadratic Programming in Stochastic
Linear Programming' The RAND Corporation, P-2404 (Santa Monica,
California, August, 1961).

4 ] Beged=Dov, A. G., "A Research Bibliography and a Short Survey of
Stochastic Programming," (Princeton: The Western Electric Co.,
Engineering Research Center).

5 ) Bernhard, R., "Probability and Rates of Return: Some Critical
Comments,' Management Science 13, No. 7, March, 1967, pp. 598-600.

6 ] , "Discount Methods for Expenditure Evaluation: A
Clarification of the Assumptions,'" The Journa]l of Industris

13, No. 1, Jan-Feb., 1962, pp. 19-27.

7 ] Byrne, R., A. Charnes, W. W. Cooper and K. Kortanek, "A Chance-
Constrained Programming Approach to Capital Budgeting with Portfolio

Type Payback and Liquidity Constraints", journal of Finance

(submitted).

8 ] Charnes, A., and W. W. Cooper, Management Models and Industrial
Applications of Linear Programming (New York: John Wiley & Sons,
Inc., 1961).

9 ]} , , ""Chance=Constrained Programming,

Management Science, October, 1959.

10] , "Deterministic Equxvalents for
Optimizing and Satisficing Under Chance Constraints' Qperations
Research, 11, No. 1, Jan-Feb., 1963, pp. 18-39.

11 ] , ""Some Network Characterizations for
Mathematical Progtamming and Accounting Approaches to Planning and
Control," The Accounting Review, XLII, No. 1, Jan. 1967, pp. 24=52.

12 ] , J. K. DeVoe and D. B. Learner,
“"DEMON : Decision Mapping via Optimum GO-NO Networks: A Model
for Marketing New Products," Management Science 12, No. 11,
July, 1966, pp. 805-887.

13 ) , and :
“"DEMON Mark 11: An Extremal Equation Approach to New Product
Marketing," Management Science (forthcoming).




14

15

16

17

18

19

20

21

22

23

24

25

—

, G. Kozmetsky and L. Steinman, "A
Hultiple-Objcctive Chance=Constrained Approach to Cost Effectiveness,"
Proceedings, NAECON (Dayton, Ohio: National Aeronautical Electronics
Couference, May, 1964).

; and G. H. Symonds, '"Cnst Horizons
and Certainty Equivalents: An Approach to Stochastic Programming
of Heating Oil.," Management Science 4, No. 3, April 1958, pp. 235-263.

A and G. L. Thompson, "Constrained
Generalized Medians and Hypermedians as Deterministic Equivalents for
Two-Stage Linear Programs Under Uncertainty,'" Manggement Science 12,
No. 1, Sept., 1965, pp. 83-112.

. and , ""Chance
Constrained Programming and Related Approaches to Cost/Effectiveness,
Department of Defense logistics Research Conference,(Washington, D.C.:
Department of Defense, 1965), Vol. 11-7, pp. 85-140,

, and M. Kirby, "Optimal Decision Rules for the n-Period
E Model of Chance Constrained Programming," Cahiers du Centre d'Etudes
de Recherche Operationelle, Dec., 1965.

and A. Stedry, "Search Thenretic Methods by Budgeted

Multiple Goals," Management Science, 12, No. 5, Jar., 1966, pp.
457-482.

Dantzig, G. B., Linear Programming and Extensions (Princeton:
N.J.: Princeton University Press, 1963).

, "Linear Programming under Uncertainty," Management
Science I, Nos. 3-4, Apri:.=July, 1955, pp. 197-206.

» "Recent Advances {n Linear Programming,'" Management
Science 2, No. 2, Jan., 1956, pp. 131-144.

and A. Madansky, '"On the Solution of Two-Stage
Linear Programs Under Uncertainty,'" Proceedings of the Fourth
Berkeley Symposium on Mathematical Statistics and Probability, Vol. 1
(Berkeley, University of California Press, 1961).

Dempster, M.A.H., "On Stochastic Programming," Ph.D. Thesis
(Pittsburgh: Cammegie Institute of Technology, Department of
Mathematics, 1965).

Ehrenfeld, S. and S. B. Littauer, Introduction to Statistical Method
(New York: McGraw=Hill Book Co., Inc.).




26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

Flmaghraby, S. E. "An Approach to Linear Programming Under Uncertainty,"
Operations Research 7, 1959, pp. 208-216.

, "Programming Under Uncertainty,'" Ph.D. Thecsis,
Cornell University, 1958

, The Design of Production Systems. (New York:
Reinhold Publishing Co., 1966).

El-Agizy, M., "Programming Under Uncertainty with Discrete
Distribution Function" Operations Research Center Report ORC 64-13
(Berkeley: University of California, 1964).

Evers, W. H.,"A New Model for Stochastic Linear Programming,"
Management Science 13, No. 9, May, 1967, pp. 680-693.

Freund, R. J., "The Introduction of Risk into a Programming Model,"
Econometrica 24, 1956, pp. 253-263.

Gordon, M. J., The Investment, Financing and Valuation of the Firm
(Homewood, 711., Richard D. Irwin, Inc., 1962).

Hess, S. W., and H. A. Quigley, "Analysis of Risk in Investments Using
Monte Carlo Techniques," Chemical Engineering Symposium Series 42;
Statistics and Numerical Methods in Chemical Engineering (New York:
American Institute of Chemical Engineers, 1963) pp. 55ff.

Hertz, D. B., "Risk Analysis in Capital Investment," Harvard Business
Review, January-February, 1964.

Hespos, R. F. and P. A. Strassman, 'Stochastic Decision Trees for the

Analysis of Investment Decisions," Management Science, 11, No. 10,
Aug., 1965, pp. B=244-B-259.

Hillier, F. J., "The Derivation of Probabilistic Information for the
Evaluation of Risky Investments,”" Management Science 9, No. 3, April, 1963,
pPpP. 443-457.

, ""Supplement to The Derivation of Probabilistic Information
for the Evaluation nf Risky Investmente,' Management Science 11, No. 3,
Jan., 1965, pp. 485-487,

Hirshleifer, J., "Investment Decision Under Uncertainty: Choice=-
Theoretic Approaches," The Quarterly Journal of Economics LXXIX
No. &4, Nov., 1965, pp. 509-536.

, Investment Decision Under Uncertainty: Applications
of the State Preference Approach,'"The Quarterly Jjournal of Economics,
LXXX No. 2, May, 1966, pp. 252-277.

Ijiri, Y., Management Goals and Accounting for Control (Chicago:
Rand-McNally, Inc., 1965).




41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

Kataoks, A., "A Stochastic Programming Model," Econometrica 31,
1963, pp. 181-196.

Kohler, E. L., A Dictionary for Accountants (Englewood Cliffs,
N. J., Prentice-Hal;, Inc., 1962).

Lutz, F. and V. Lutz, The Theory of Investment of the Firm
(Princeton: Princeton University Press, 1951), pp. 179-

Madansky, A., "Ineaualities for Stochastic Linear Programming Problems,"
Management Science 6, No. 2, 1960, pp. 197-204.

, ""Methods of Solution of Linear Programs Under
Uncertainty,”" QOperations Research 10, No. &4, July=-August, 1962, pp. 463-471.

, "Dual Variables in Two-Stage Linear Programming Under
Uncertainty," Journal of Mathematical Analysis and Applications 6,
1963, pp. 98-108.

Magee, J. F., '"Decision Trees for Decision Making," Harvard Business
Review, July-‘ugust, 1964,

, "How to Use Decision Trees in Capital Investment,"
Harvard Business Review, Sept.-=Oct., 1964.

Manne, A. S., '"Linear Programming and Sequential Decisions,"
Management Science 6, No. 3, April, 1960, pp. 259=267.

Miller, L. B. and H. Wagner, '"Chance Constrained Programming with
Joint Constraints,' Qperations Research 13, No. 5, 1965, pp. 930-945.

Miller, M. H. and F. Modigliani, "Dividend Policy, Growth and the
Valuation of Shares,'" Journal of Business of the University of Chicago
3“, NO. a. OCt. » 1961. ppo all‘a}}.

Naslund, B., "Decisions Uncd *r Risk," Ph.D. Thesis, Pittsburgh:
Carnegie Institute of Technutogy, Graduate School of Industrial
Administration, 1964,

and A. Whinston, "A Model for Multi-Period Decision Making
Under Uncertainty,' Management Science 8, Jan., 1962, pp. 184-200.

Radner, R., "The Linear Team: An Example of Linear Programming

Under Uncertainty,' in H. Antosiewicz, ed., Second Symposium on Linear
Programming (Washington: National Bureau of Standards, 1955) pp.
381-1396.

, "The Application of Linear Programming to Team Decision
Problems," Management Science 5, 1959, pp. 143-150.

Raiffa, H. and R. Schlaifer, Applied Statistical Decision Theory
(Boston: Division of Research, Harvard Business School, 1961).




—-

57

58

59

60

61

62

63

64

65

66

6/

68

69

70

Sengupta, J. K., G. Tintner and C. Millham, "On Some Theorems
of Stochastic Linear Programming with Applications," Management
Sciemce 10, No. 1, Oct., 1963, pp. 143-159.

' 5 , " A Weak Duality
Theorem for Stochastic Linear Programming,'" Unternehmensforschung 7,
1963, pp. 1-8.

. and B. Morrison, "Stochastic Linear
Programming with Applications to Economic Models,'" Economica 30,
1963, pp. 262-276.

, "The Stability of Truncated Solutions of Stochastic
Linear Programming,'" Econometrica 34, 1966, pp. 77-104.

Simons, E., "A Note on Parametric Linear Programming,' Management
Science 8, 1967, pp. 355-358.

Solomon, E., ed., The Management of Corporate Capital (Glercoe, Ill.,
The Free Press, 1959)
[62.1]Modigliani, F., and M. H. Miller, '"The Cost of Capital,
Corporation Finance and the Theory of Investment"
[62.2]A. Charnes, W. W. Cooper and M. H. Miller, "Application of
Linear Programming to Financial Rudgeting and the Costing
of Funds."

Symonds, G. H., "Stochestic Scheduling by the Horizon Methods,"
Management Science 2, No. 2, January, 1956, pp. 191-192.

, '"Deterministic Solutions for a Class of Chance
Constrained Programming,'" Opecrations Research (forthcoming).

Szwarc, W., "The Transportation Problem with Stochastic Demand,"
Management Science 11, No. 1, 1964.

Talacko, J. V., "On Stochastic Linear Inequalities," Trabajos de
Estadistica 10, 1959, pp. 89-112.

Theil, H., "Some Reflections on Static Programming Under
Uncertaiaty," Weltwirtschaftliches Archiv, 87, 1961, pp. 124-138.

Tintner, G., "A Note on Stochastic Linear Programming,' Econometrica
28, No. 2, April, 1960, pp. 490-495.

, "'Stochastic Linear Programming with Applications to
Agricultural Economics,'" Second Symposium on Linear Programming

H. Antosiewicz., ed., (Washington: National Burcau of Standards and
Hq., U. S. Air Forces Jan. 27-29, 1955), pp. 299-317.

Vajda, S., "Inequalities in Stoctastic Linear Programming,"
Bulletin of the Intermational Statistical Institute 36, 1958,
pp. 357-368.

-

-



71

72

73

764

75

76

717

78

19

80

81

82

83

Van de Panne, C. and W. Popp, '"Minimum Cost Cattle Feed Under

Probabilistic Protein Constraint,'" Management Science 9, No. 3,
April, 1963, pp. 405-430.

Van Moeseke, P. ''Stochastic Linear Programming: A Study in
Resource Allocation Under Risk,'" Yale Economic Essays 5, 1965,
pp. 196-254.

Van Slyke, R., '"Mathematical Programming and Optimal Control"
Ph.D. Thesis, (Berkeley: University of California, 1965).

and R. Wetr, "Programming Under Uncertainty and
Stochastic Optimal Control," S1AM Journal on Control (forthcoming).

Weingartner, H. M., Mathematical Programming and the Analysis of
Capital Budgeting Problems (Englewood Cliffs, N.J.: Prentice-Hall,
Inc., 1963).

, '"Capital Budgeting of Interrelated Projects:
Survey and Synthesis," Managenent Science 12, No. 7, March, 1966,
pp. 485-516.

, "The Generalized Rate of Return," Journal of
Financial and Quantitative Analysis 1, No. 3, Sept., 1866.

, ""Criteria for Programming Investment Project
Selection," The Journal of Industrial Economics XV, No. 1, Nov., 1966,
pp. 65-76.

Wets, R., "Programming Under Uncertainty: The Complete Problem,"
Zeitschrift fur Warscheinlichkeitstheorie und Verwandte Gebiete
4, 1966, pp. 316-39°

, "Programming Under Uncertainty: The Equivalen. Convex
Program'" SIAM Journal (forthcoming).

Williams, A. C., "On Stochastic Linear Programming,'" Journal of
Society for Industrial and Applied Mathematics, Dec., 1965.

, "Approximation Formulas for Stochastic Linear
Programming" (New York: Socony=-Mobil 0il Co., Inc., 1964).

Woods, Donald H., "Improving Investments that Involve Uncertainty,'
Harvard Business Revie. 44, No. 4, July=-Aug., 1966, pp. 91-98.




Unclassified

SocudtyﬁClull fication

P
OOCUMENT CONTROL DATA - RAD

(Security clsssitication of titie, body of abdetract and indening annsteen el be entered ahen he everel! report lo cloesitied)

! ORNIGINATING ACTIVITY (Ceonperele suther) 20 MEPORY SECUNITY C LASSIPICA T ION
Graduate School of Industrial Administration Unclassified
Carnegie Institute of Technology 26 omous

Not applicable

3 mEPORY TITLE
SOME NEW APPROACHES TO RISK

& OUSCRIPTIVE NOTLS (Type of repert and inshvelve dotos)
Technical Report, May, 1967

8 AUTHON(S) (Loo! name. Nret name. nitiel)

Byrme, R. F. Cooper, W. W.
Charnes, A. Kortanek, K.
¢ REPORY DATYE To. YOTAL NO. OF PAGES 70. O ©OF Agre
May, 1967 47 83
T; couvcuc;6o6 oznl:nv ~0. 00 OMGINATON'S ASPOART NUMSEN(S)
RO (24) Management Sciences Research Report
& PROJECY NO No. 101
NR 047-048
™ (1Y &‘v.u.a -’oo-v nO(8) (Any ether numbore ho! mey be sooigned
‘ Systems Research Memo

10 AVAILABILITY/LIMITATION NOTICES

Distribution of this document {s unlimited

1 SUPPLEMENTAARY NOTES 18. SPONSORING MILITARY ACTIVITY
Also under Contract NONR 1228(10) Logistics and Mathematical Statistics Branch
Project NR 047-021 at Office of Naval Research

Nerthwestern University and Pilot ashington, D. C. 20360

1» asstmact Program in Environmental Sciences
at Cornell University

Relatively recent innovatioms in methods for risk analysis are here
surveyed and related by means of certain linear programming characterizations
applied to venture and risk analysis, stochastic decision trees, stochastic
linear programming, linear programming under uncertainty, and chance
constrained programming. Possibilities for combining these approaches in
various ways are also discussed and illustrated by example. Implications are
noted for azcounting, budgeting and other aspects of management planning.

DD ";2:':4 1473 Unclassified

Security Classification




Unclassified
Secutity Classification

14
XEZY WOROS

LINK @
[ [-19 | 2/

LINK C
ROLE LAJ

LINK A
poLs wv

Risk Analysis

Venture Analysis

Stochastic

Decision Tree

Linear Programming

Stochastic Linear Programming
Linear Programming Under Uncertainty
Chance Constrained Programming

\. ORIGINATING ACTIVITY: Enter the neme and address
of the contrector, subcontractor, grentee, Depertment of De
fense activity or other organizetion (corporate sulhcr) lasuing
the report.

2a. REPORT SFCURITY CLASSIFICATION: Enter the over
ell security clessification of the report. Indicete whether
*Restricted Data’'’ Io Included Marking ie to be in eccord
ance with eppropriste security regulations.

26. GROUP: Automstic downgrading is specified in DoD Di-
reciive $200.10 and Armed Forces Industrial Manuel. Enter
the group number Also, when appliceble, show that optioval
merkings have been used for Group 3 end Group 4 es suthor-
izsed

). REPORT TITLE: Enter the omplete repont title in all
copital letters. Titles in all coses should be unclassified
il &« meeningful title cannot be selected without clesslilice-
tion, show title clsssilicetion in all cepitals in perenthesis
immedistely (ollowing the title.

4. DESCRIPTIVE NOTES If approptiste, enter the type of
teport, e.g., imerim, progress, summary, annual, or finel.
Give the inclusive dates when o apecific reporting period i»
covered.

S. AUTHOR(S): Enter the name(s) of suthor(s) as shown on

or in the report. Enter last nane, first name, middle initiel.
1f military, ahow rank snd breanch of service. The name of
the principal author i1v en shaolute minimum requirement.

6. REPORT DATE: Enter the dete of the report as dey,
month, ycar, or month, year. if more than one deate eppesrs
on the report, use date of publicetion.

7e. TOTAL NUMDER OF PAGES: The total page count
should follow normal peginstion procedwes, L.e., enter the
aumber of page s containing information

76. NUMBER OF REFFRENCES FEnter the totel number of
teferences cited in the report.

8. CONTRACT OR GRANT NUMBER. |l eppropriate, enter
the spplicable number of the contrect or grant under which
the report wes written

80, &, & 84. I"ROJECT NUMBER: Fnter the eprropriste
militery department identification, such as project number,
subproject number, ayntem numbers, task number, elc.

96. ORIGINATOR'S REPORT NUMBER(S): Enter the offi-
clel report number by which the document will be identified
ond controlled by the origineting sctivity. This numher meet
be unique o this report.

90 OTHER RFEPORT NUMBER(S): If{ the report hes been
sssigned eny other report numbers (elther by the originetor
or by the sponaor), slso enter this number(s).

10. AVAILABILITY/LIMITATION NCTICES: Enter sny !im

L itations on [wther dissemination of the report, other than those

INSTRUCTIONS

imposed by security clessliflication, using stendard stetements
such se:

(1) "'Quelified requesters mey cbtain copies of this
teport Irom DDC. "'

(2) ‘'Foreign announcement and diesemination of this
report by DDC is not suthorised '

(3) ""U S QGovernmem sgencies may obtsin copies of
this report disectly from DDC. Other qualified DDC
users shall request through

(4) *'U. S militery egencies may obtein copies of thie
report directly from DDC. Other quelilied users
shell request theough

(%) ''All distribution of thies report is controlled Qual-
t{ied DDC users shall request through

11 the report hans been furnished to the Office of Technicel
Services, Deportment of Commerce, for sale to the public, indi-
cote this fect and enter the price, | known

1L SUPPLEMENTARY NOTES: Use for additional explens-
tory notes.

12. SPONSORING MILITARY ACTIVITY: Enter the name of
the departmentel project office or lsboratory sponsoring (pey
ing for) the reseetch end development. Include address.

13 ABSTRACT: Enter an abstract giving o briel end fectual
summary of the document indicative of the report, eve. though
it mey also sppesr elsewhere in the body of the technical re-
port. 1’ additions| spece is required. ® continuation sheet shal!
be attached

1t i highly desirable that the ebsiract of classified reports
be unclessified Eeoch persgraph of the abstrect shell end with
on indicstion of the militery security classificetion of the in
formeti'n in the parsgraph, represented o8 (T3). (3). (C). or (U)

There is no limitation on the length of the abstrect. How-
ever, the suggested length te from 150 12 228 words.

14. KEY WORDS: Key words are technically mesningful terms
or short phreses that cherecterize s report and mey be used o»
index entries for cetaloging the report. Key words must be
selected 80 that no aecurity clessification Is required. ldentl.
fiere, such as equipment model designation, trade name, military
project code name, geographic location, may be used so hey
words but will be followed by an indicetion of technicel con-
text. The sssigament of links, reles, snd weighte (s optionsl.

Unclassified

Secaurity Clessification



