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SOME CRITICAL ISSUES AND PROBLEMS
IN CLUSTER ANALYSIS

Samuel B. Lyerly

Although this paper is the first on the program, it is in no
sense a ''key-note address'' or an introduction to the presentations that
will follow., It is mainly an attempt to propose some questions that |
and several others have been concerned about and for which we hope to get
from this meeting some useful insights, if not definitive answers--if not
from the papers, perhaps from the informal discussions for which we have
budgeted a liberal proportion of time.

Ve all know that many problems in cluster analysis are common to
various fields, including the several represented here; and if | lapse
into the language of psychology from time to time | am sure that you will
have no trouble making appropriate translations. And if some of my remarks
seem critical of certain work that has been done, | am sure that you will
understand that | am referring to others who are not present in this room.

| think it is well for us to remind ourselves that even in this
enlightened decade ''typological'' concepts are controversial with many of
our colleagues in the behavioral sciences. Back in my undergraduate
days in psychology the prevailing doctrine was that individual differences
are essentially quantitative rather than qualitative (and, if you used an
appropriate measuring instrument and followed the instructions in the
manual, they should all be "normally distributed'). Even unmistakedly
aberrant behavior, when it could not be linked to some physical injury
or disease or to a genetic origin, was likely to be regarded as an extreme
manifestation of some '""normal'' dimension of behavior. In recent years,
however, there seems to have developed a growing suspicion that there may
be ways of assigning people to groups or types or diagnostic categories
in such a way that knowing a person's classification will significantly
aid professional workers in helping him in medizal, vocational, educational,
or other situations. | am sure that if we did not share this point of
view, or were not members of this ''type,' we would not be here today.

The first big question, and one which | am sure will receive a
certain amount of attention during these several days, is; 'Vhat is a
cluster?' For human populations | have seen no definition that can be
unequivocably translated into operational procedures and few if any which
seem to have satisfied even those investigators who have proposed and
used them. A typical statement is that a cluster (type, group, species)
is composed of individuals (objects, specimens, activities) such that every
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member of the cluster is in some ralevant sense ''closer to'' other members
of his group than he is to members of other groups. As a definition, a
statement such as this is of course circular and permits of various inter-
pretations, depending upon the investigator's purpose, the nature of the
data he happens to have, at hand, and the computer program that he has been
" able to borrow. In a tspical study in the social sciences one does not
know at the outset whether any types or clusters exist (by whatever defi-
nition); how many clusters to expect, if any; what proportion of the sample
can be comfortably assigned to one or another of the clusters that may be
discovered; or what kind of statistical conclusion or probability statement
can be made to reflect one's degree of confidence in the findings. There
is often no preliminary statement of a clear model, either substantive or
structural, that the investigator is seeking to confirm. In many psy-
chological studies seeking clusters we may get useful hints about an
implied theoretical model or about certain likely hypotheses by studying
the list of variables the investigator has chosen to analyse. But this

is not always a clear guide, since variables seem to be chosen frequently
because of availability or for even more obscure reasons. So | hopec to
leave this conference feeling a little more secure about the cluster
concept--what a cluster is, how to recognize one when | see one, what
advances are being made toward operational, objective methods of cluster
identification.

My second area of concern has to do with the choice of variables
to be used in a cluster analysis. As | implied a moment ago, ideally
the variables should be specified by the investigator's initial hypothesis
or model, but in the typical ''exploratory' study this is not always the
case. Sometimes there does not appear to have been a clear understanding
of the nature and characteristics of some of the variables employed.
Occasionally sets of variables from quite dissimilar domains have been
brought together in attempts to seek clusters within a common set of
dimensions. Some research programs have taken what seems to me to be a
sensible course (at least in those arcas of psychology in which such a
course is applicable): Variables are selected which are relevant in terms
of the investigator's theory and whose characteristics or ''meanings'' are
well understood from previous work (e.g., validity studies, factor analysis,
or the like). | understand that in some fields, such as biological taxonomy,
there are some fairly explicit models and that the selection of variables
to be used in classification can thereby be more rationally determined.
| hope that Professor Sokal will enlighten us on this.

Related to the selection of variables is the problem of their
distributional form, and the associated problem of the metric properties
of the data. Some investigators insist or prefer that only normal (or
normalized) variables be used. Others do not hesitate to use nonnormal
data, dichotomies, or orthogonal ''dummy'' components of multichotomous
data. There is more than a matter of taste involved here. Are certain
relevant data in the domain '""inherently' nonnormal or qualitative? Vhat
are the scalar properties of a given variable? Considering the selective
and/or haphazard conditions under which many of our human samples are
drawn (in schools, hospitals, etc.) and the adventitious origins of many
of the observations behavioral scientists use, how can we reascnably
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expect or demand any particular distribution forms? One great advantage
of normality (in particular, multivariate normality, which isn't easy to
come by) is that it facilitates various statistical manipulations and
permits certain significance tests. But cluster analysis is a long way
from becoming a statistical method and in the meantime there are probably
some more pressing problems deserving priority than the matter of whether
distributions conform to the normal or any other standard shape.

One of the more critical problems in cluster analysis and related
techniques is the choice of an interperson index, since the process usually
starts with a table or matrix of n x n numbers, each representing com-
parisons of each individual in a sample of n with every other individual.
These indices, as you know, are typically one of two kinds: measures of
similarity (correlations, covariances, cross-products, ''per cent agreement'')
or measures of dissimilarity ("tuclidian' or some other index of ''distance').
You are all familiar with these indices and their major characteristics.
The point | want to make is that some investigators seem to have made their
choice of index on thc grounds of convenience or familiarity without recog-
nizing that different indices can give rise to quite different cluster
confiqurations. It is not necessary at this time or in this company to
elaborate or document this statement. | shall be interested, however, to
learn from some of our participants their reasons for choosing the indices
they have used 2nd their experiences and recommendations.

Incidentally, in a hasty and incomplete survey of the social
science literature covering the past five or six years, | have found that
the distance type of index is now leading the correlational type by about
two to one. | think there may be several reasons for this: (1) Distance
measures have received more respectful attention from statisticians, who
have as you know developed some elahorate distance-based models for use
in the closely related classification-decision problems. (2) Correlational
indices (''Q" measures) have certain metric problems and seem to suffer from
particular amhiguities from the sampling-significance point of view.

(3) The use of the correlation coefficient involves the controversial
""level' concept, which has not always been squarely faced. (My own feeling
is that 'level,' which is an average, can be removed or ignored only when
it is demonstrably irrelevant to the investigator's purpose and when it

has a clear meaning in its own right, e.g., the mean or total score cerived
from a battery such as the '!echsler subtests. It follows, then, that the
variables must be from the same domain, must all ''moint in the same direc-
tion' so far as their general behavioral significance is concerned, and
hence bc positively correlated.)

| shall pass over seve al related technical matters such as the
appropriate dimensionality of ojne's space; whether the dimensions should
be orthogonal or correlated; the questions of standardizing, weighting,
etc., with the suggestion that perhaps we are not yet ready for decisions
on some of them. Pcrhaps we need more experience with various empirical
approaches which aspire no higher than the descriptive and the topological.

The area which has received the most attention recently, with the
increasing availability of electronic computers, concerns the efficient
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manipulation of data according to some routine or program designed to locate
clusters if they exist and to assign each assignable member of the sample
to his appropriate group.

Vith a matrix of interpersonal similarity or dissimilarity measures,
there are two general methods of attack that have been used. The older,
and still the most frequent, involves the locating of pairs of individuals
who are ''closest' to form the nuclei for types or clusters, then examining
other individuals or pairs to be added to existing groups or to form
tentative new groups. Various sequences or ''rules'' have been adopted and
various criteria for inclusion, exclusion, or reassignment--some planned
objectively (and hence adcptable to computer methods) and others dependent
upon the investigator's judgment at various points in the process. The
rules are cssentially arbitrary and there are usually a number of individuals
left unassigned to any group. This may be called the ''synthetic'' approach
to the clustering process. (A British writer has recently called it the
'"agglomerative'' method.)

The other major approach, which has been attempted more frequently
in recent years, is what might be called the "analytic'' method (or
"divisive," in the term of our British colleague). Instead of beginning
with n individuals, cach a 'clustes of order one,' and successively com-
bining pairs and larger groups until all or most have teen assigned accord-
ing to some rule of ''belongingness,' the investigator begins with the
entire sample as onc cluster and asks '"How can | divide these into two
groups, each of which is more homogenecous with respect to sume criterion
or standard than is the total sample and more homogeneous on the average
than would be the case if any other partitioning into two groups were
made?'' The criterion may be something like minimizing within~groups sums
of squares or maximizing between-groups differences.

Next, having divided the original sample into two groups according
to the criterion (which, if carried out completely, involves examining
each of the possible (287! - 1) partitions), the investigator may analyze
each of them and search for ways to divide them into further subgroups.
This sequence of steps may be continued and the results tested at each
stage (although an ''exact'' test of an appropriate null hypothesis for
such a procedure is not known).

The result of this series of operations will ordinarily be an
hierarchical ''tree'' configuration of groups, consisting of a '‘trunk"
(the original undifferentiated sample), one or more orders of ''limbs' and
""branches,' and finally the "twigs'' (the ultimate smaliest groups which
cannot be further subdivided). The configuration need not be symmetric.
Some ultimate categories may be at the limb or branch level.

Two characteristics of the "analytic' approach in comparison with
the "synthetic'' are: (1) it is more ''objective' and hence more readily
programmed for computers (at least in the forms in which recent investi-
gators have used thesc methods, though not necessarily in general); and
(2) it assurcs that every individual is assigned to one of the ultimate
groups, provided some quasi-statistical criterion is used to terminate the
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process (such as a predetermined within-groups sum of squares or a minimum
number of cases in the ultimate categories).

Obviously, if cither the synthetic or the analytic procedure is
allowed to proceed unchecked by any rule of ''when to stop,' the Sorcerer's
Apprertice will take charge. The synthetic approach will ultimately
assign everyone to a single type, and the analytic will finally split the
entire group into n classes, each containing one person.

Most of the attempts at empirical clustering have been step-wise
and/or iterative procedures. A solution which has some obvious appeal is
that the investigator form every possible arrangement and test each such
arrangement against the criterion he has chosen. In other words, he would
divide his subjects into every possible set of 2 groups, 3 groups, etc.,
and test every such set of partitions. This could be considered a frontal
attack, avoiding some of the theoretical objections to the synthetic or
analytic approaches. The difficulty with this idea is that with samples
of even moderate size the problem is bcyond the ability of even the fastest
and most capacious modern computer to handle. The number of ways of c!as-
5|fy|ng n individuals into r groups is n!/r! times the coefficient of x"
in the expansnon of the generating function (eX - 1)F. For a sample of
16, which is certainly as small as mcst investigators would want to use,
the total number of arrangements is more than 10 billion! Hence the need
fsr short-cuts, approximations, and iterative approaches to the clustering
problem,

In order to have more time for discussions, which we all hope will

be a very fruitful part of this conference, | shall not continue along

these lines at this time. My concluding summary remarks (and | have written
some down) will be postponed until thz end of the conference if anyone wants
to hear them. 1'1] be very much interested in whether and to what extent

1'1) want to change them by that time.
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Methods of Cluster or Typological Analysis

Maurice Lorr
Catholic University

The ptrrpose of this report is to review and exsmine available methods of
typological or cluster analysis. To statisticians these techniques deal with
what is known as the mixture problem. The mixture problem is concerned with a
sample regarded as composed of individuals from several different populations.
Neither the number of populations nor their nature are known a priori. It is
also not known which individuals come from which populations. A general solution :
requires estimating both the number of populations present as well as the pars-
meters of the different populations. Since the problem is very difficult, exceed-

.. ingly little work of a probabilistic nature has been done,

Through usage, cluster analysis has come to refer to procedures applied for
two different purposes. One reference is to procedures for identifying types,
that is to say, homogeneous, mutually exclusive subsets of individuals, cases,
objects or sampling units within a matrix of data, This process may be called
typological analysis. In its second meaning, cluster analysis refers to procedures
for grouping attributes, traits or characteristics. Here two different objectives
may be distinguished., In one czse the aim is data reduction or parsimony; a
smaller set of measures are used to represent the larger set with a minimal loss
of information. The second aim is to have rach subset reflect some hypothetical
dimension, The process may thus be called dimensional analysis. The concern here
is with procedures for determining types not known a priori.

The Utility of Typologies

What are some of the practical and scientific uses of typologies? It is
obvious that a type facilitates communication. The unique pattern of type charac-
teristics make members of a type easily recognized, remembered, understood and
differentiated from non-members in a given domsin, To label a person a psychopath
or a schizoid immediately suggests a broad pattern of traits and to-be-expected
behavior. A second related advantage is that type membership may provide enhanced
predictions to outside criteria particulerly if relations among variates are strongly
nonlinear. A sample of persons of identical or homogeneous profile will tend to
be more homogeneous as to criterion-relevant behavior than the mixed population |
(Toops, 1948). The integrity of the individual is preserved in the type concept
since the entire score profile is considered simultaneously. Usually his scores
are considered singly and in isolation. The improvement in predictive accuracy
takes place through the operation of higher order dependencies and through the
utilization of any interactions should they exist. In linear regression equations
the predicted Y scores are simple weighted additive sums of the predictor scores
in which the weights are constants. Interactive effects, like the simultaneous
presence of say, two high scores and two low scores, are ignored. The possibilities
of such configural relations have been shown by Mechl (19t0), Horst (1956), and by
Lubin and Osburn (1957). For example, two dichotomous items may be totally unre-
lated to a dichotomous criterion (such as schizophrenic vs normel) when scored
singly., Yet, when scored for their joint presence or sbsence, these two items
may provide near perfect prediction to the criterion.

A taxonomy of natural occurring types represents an important achievement in
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itr oun right, 1If there are discrete, qualitatively distinct suhtypes present and
demonstrable, then this knowledge reflects and increased understanding of the domain,
The taxonomy may have much systematic import and gerierality. It may facilitate

the discovery of laws not observable within mixed samples. The subgroups may
provide or: suggest information relative to common structure, common processes, and
common antecedents much as they do in biology.

In opposition to the general purpose typing approach just described, the propo-
nents of the single purpose approach argue that thezre is no single meaningful way
to classify people. It all depends on one's purpose. Persons similar in one set of
variables are not necessarily more similar than persons in general on another set
of variables. A particular classificetion is meaningful only in so far as it is
related to a broader class of varisbles one desires to predict or control. In
this sapproach some mathematical function of the profile elements is found or con-
structed which will test predict the external criterion, Emphasis is on the criter-
ion relevancy of the type cheracteristics and not on the nature of the profile,
Finally it 1is srgued that multiple linear or curvilinear regression is more efficient
than pzediction from knowledge of type membership.

It is true that there are numerous ways of classifying people in a given
domain depending upon one's aims, However, the presumption in the mixture problem
is that two or more natural subgroups exist. If they exist, they are likely to
have arisen or developed because of survival value, or because of a conjunction
of natural laws. 1In contrast the classification schemes and configural scores tied
to external criteria represent technological advances lacking scientific generality.
Each new decision and each particular situation calls for another empirical search
for a criterion-relevant pattern. While useful for a while these cook-book patterns
are soon outdated as new criteria or potentisl predictors appear. The argument
against special-purpose types is comparable to that offered in support of the
development of psychologicul tests ss instruments of psychological theory (Loevinger,
1957; Cattell, 1946). Just as criterion-oriented psychometrics and perticuliarized
validation are devoid of scientific interest, so are single-purpose classification

schemes,

Structural Models

Before examing specific procedures for finding subsets of entities the problem
of structural models requires consideration. The overall problem is one of devel-
oping 8 fruitful means for representing the data. Cluster-search procedures should
determine rather than impose structure on a body of data. 1f, for example points
are uniformly distributed in space no clusters should be found. Indeed empirical
data suggest that clusters may vary greatly in shape. In three-dimensional space,
they may be spheroid, serpentine, amoeboid or cloud-like, Thus it should be
evident that quite different cluster-search methods are needed to ascertain different
structures and different objectives. There should be no arbitrary partitioning or

chopping up of space.

Cluster-Search Techniques

The cluster-search procedures may be clessified for purposes of description
and discussion into the following categories: (a) factor anslysis, (b) multi-
dimensional scaling (c¢) minimizing within-cluster variation, (d) successive cluster
build-up, (e) linkage analysis and (f) hierarchical analysis.
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A. The Method of Factor Analysis

Factor analysis of the N by N matrix of interperson similarities followed by
a rotation to simple structure hss been a common procedure for identifying types.
Stephenson (1936), Tryon (1955), Boss (1957), Broverman (1961), Nunnally (1962),
Overall (1964) and many others have recommended this procedure. The indices of
resemblance may be correlations, normalized crossproducts of scores, squared
distances, or simply crossproducts of raw scores.

Factor analysis is deemed inappropriate because the method is designed to
isolate dimensions and not clusters of entities. There is no reason why clusters
defined by two or more dimensiony may not be more numerous than dimensions. The
rotational process also is inappruopriate for the task of isolating mutually exclu-
sive subgroups. The usual rotatiorval process tends to dismewber clusters or to
miss them altogether. If a cluster should happen to fall between two factors,
each type-factor will be defined by persons on the margins of the cluster.

Also factoring tends to yield a multiple classification of persons since most
persons will correlate significantly with several type-factors, and relatively
few with one factor,

When correlations, covariances and normalized crossproducts are factored,
all unrotated factors are bipolar and such bipolarity cannot be completely removed
(Ross, 1963). Thus persons with opposite score profiles will emerge with high
but opposite loadings on the same factor. Each type-factor is, therefore,
defining two types rather than one., Thus, the number of type-factors defined
cannot be the same as the number of types.

The most cogent general argument advenced ageinst the use of factor analysis
of similarity indices between persons is that it does not yield new information.
The number of factors resulting from a direct R-analysis of measures and an
obverse Q-analysis of persons will be the same (Burt, 1937; Harris, 1955; Slater,
1958; Ross, 1963; Ryder, 1964). If variables have been standardized over subjects,
a principal component analysis of sums of score profile crossproducts yields
exactly the same results as an snalysis of correlations among variables.

Lazarfeld's latent class model (1950) as further extended by Gibson (1959)
also calls for a factor analysis. The technique operetes on the interrelations
of dichotomous attributes. Manifest joint frequencies are accounted for by a set
of Q mutually exclusive and exhaustive subgroups (latent classes). The model
assumes that each subgroup or latent class is homogeneous in whatever underlying
dimensions are necessary to account for the observed interrelations. Stated
otherwise, there is within-class independence between pairs of tests. The
number of latent classes is determined by a factor analysis of the lower order

joint occurence matrix,

One question that can be raised is how configural information from higher
order joint occurrences can affect this solution. Lunnenborg (1959) has argued
that the independence of items effectively precludes the possibility of configural
information unless the latter is present in the sets of items prior to the
determination of latent classes. Another limitation to the method is that it appears
to be confined to variates of relatively small dimensionality--usually one or two.
Most typing problems in psychology involve a: least six or more dimensions.
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Although there is nothing in the development of the model equations that restricts
the number of dimensions, empirical examples involving more seem not to have
been published. Other obstacles are that latent class sizes must be estimated or

known in advance.
B. Minimizing Within Cluster Variation

One procedure, often proposed, is to subdivide the N profiles in K-space
into Q mutually exclusive subsets in such a way that each is as compact and homo-
geneous as possible. Compactness is achieved by requiring the average of all
‘istances between profiles within each subset shall be a minimum, This technique
nas been variously labeied & '"minimum variance partition' and a "minimum squared

error technique."

One of the first of such efforts was reported by Inorndike (1953). His
procedure begins by ass.ming trat the two prctfiles which are the greatest tistance
apart fall into different subgroups. A third subgroup 1s established with a
profile which is furthest away from either of the other two. Each cluster is
built up by adding that profile nearest the pivot defining the cluster. A
profile is added to each cluster in turn until all specimens are assigned. This
yields sets of clusters of equal size. Profiles found closer to members of
another cluster than to their own are re-assigned until further shifts do not reduce
within-cluster distances. Increases in the number of clusters are made in the same
manner until the average within-cluster distances relative to the number of clusters
stabilize. While the procedure is comparstively objective it has some limitations,
a few of which will be mentioned. For instance the goal of assigning speciwmens
so that the average within-cluster distances are at a minimum involves a fair
degree of trial and error and no criterion for optimal termination. There are
no limits set in assigning profiles close to two clusters; every profile is allo-
cated to & cluster. There also appears to be no jusstification for assigning every
profile to & cluster, not for seeeking subgroups of equal size. Finally the
number of groups muet be specified in advanced.

Zubin, Fleiss, and Burdock [1963) have proposed a procedure for fractionating
a8 population into homogeneous subgroups that resembles Inrondike's. First the
matrix of D2's is scanned and the largest entry identified., The two profiles
involved, say X and Y, then form the foci of two gubgroups. About each of these
foci separately is clustered each profile whose D¢ from the focus 1s less than
the fifth centile of a1l the squared distances, These two clusters ere taken as
nyclei. Then about each of thece nuclei are cliustered profiles whose average
D® from members of the nucleus is less than the tenth centile of all distances.
The criterion of inclusion may be relaxed still further until every profile in
the sample has been assigned to one of the subgroups. A profile that satisfies
@ criterion for both clusters is assigned to the group to which it is closer.

The subgroups are then tested by chi square for homogeneity. If the clusters

are not yet homogeneous, the next step is to identify that trio of profiles
mutually furthest apart from one another tnan any other triplet. Profiles are
again clustered about each of these foci and the homogeneity of the resulting
subgroups is tested. 1lhis procedire is contin:ed either until all groups are homo-
geneous or the number of groups to be found is ¢o great as to be meaningless. The
procedure assumes normality in the underlying groips, independent measures, and
equal covariance matrices. The metrod tends to guard against the detection of
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spurious clusters since it allows for the possibility that the population
studied is homogeneous to begin with.

Forgy (1965) has delineated some of the shortcomings of the minimum variat.on
technique. As an illustration he cites data from the field of astronomy reported
by Hertzsprung and Russell., When stars are plotted by absolute luminosity and
temperature two 'natural" groups of stars are evident. The so called '"main
sequence' stars appear as a flat S pattern while the 'red giants' group together
in a compact cluster. A minimum variance partition of such a sample could cut
right across these groups since such a partition would produce a smaller within-
group sum of squares. Thus the method tends toward the arbitrary partitioning
of space into "efficient" subsets, It is unsuited for the recovery of natural
subgroups differing in configuration,

C. Successive Cluster Buildup

In this technique either a single pair of profiles (usually the closest pair)
or a profile with greatest variance is selected as a nucleus for the cluster,
Other profiles are assigned to the cluster on the basis of a definition of simila-
rity which sets a limit or threshold for inclusion. The method does not need to
specify the number of clusters to be determined in advance,.

McQuitty (1961, 1963) has developed several procedures, called typal analysis,
representative of successive cluster buildup. He defines a type as a category of
N people such that everyone in the category is more like each of the other N-1
persons than he is like any other person in any other category. The method starts
with a table of similarity indices between people. The indices of every column
are then arranged in rank order and submatrices are built that satisfy the
definitions of type. A submatrix satisfying the definition of type contains no
rank larger than the number of persons in the type. Suppose a type consists of
persons A and B, A being most like A and second most like B, and B in turn being
most like B and second most like A. Then the submatrix constitutes a type if it
contains no rank larger than the number of cases. This process continues until
all persons of the original matrix have been chosen in order of their similarity to
A. The problem is to select from the full matrix of indices all of the submatrices
which fulfill the definition of a type. The advantages claimed for the method
are that (a) it can reject an hypothesis of types; (b) it reports exceptions to
a type. If typal analysis fails to vield types it is possible to relax the
definition and permit inclusion of persons with slightly higher ranks then are
permitted by the usual definition.

Sawrey, Keller, and Conger (1960) also have designed a cluster buildup
procedure which uses tBe distances (D2's) between each and every profile, First
an arbitrary maximum D is set as a definition of '"similarity.'" Then with each
profile are listed all other profiles in the matrix whose distance is less than the
maximum, The profile with the largest number of other profiles similar to it is
selected to form a potential nucleus group. The profile selected and all those
similar to it are crossed out from the table. The profile with the next highest
number of similar profiles is then selected to become the second potential nucleus
group, Again the associated list of profiles is croesed out from the table. The
process 1s repeated until only profiles having no similar profiles remain. Next
a minimum value is set for the definition of ''dissimilarity" and a matrix of the
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selected profile indices is prepared. The columns of the matrix are summed and
dissimilar pivot profiles are selected. Selection proceeds from the profile
having the largest sum to the profile having the smallest sum. As a profile is
selected all other profiles which are not dissimilar to it (i.e., whose distance
from the selected profile is less than the méximum) are eliminated from the matrix.
The selected profiles are all at least the minimum distance from each other.

The centroid of each nucleus group (the selected profile and associated list) is
determined. Each remaining profile is added to a nucleus group if its distance
is less than the limit of dissimilarity from any member of the nucleus group.
Several maximum limits mey be set for adding in additional profiles to existing
groups. Only an upper limit is used to form the nucleus groups. Although dis-
tances among members of a cluster may vary greatly, these are ignored. Several
maxima would appear needed to define similarity since a subgroup whose members
are more widely separated from each other and from other groups will remain

unrecognized.

Saunders and Schucman (1962) have developed a procedure, called syndrome
analysis, that satisfies McQuitty's definition of type but operates on squared
distances between profiles. It begins by regarding every individual in the sample
as a cluster of order one. First, all pairs that are mutually closest to each
other are identified., Then all triplets whose members are closest to each other
are found. Clusters of higher order are identified by the same process until
no more clusters appear by this process. A list of '"closed clusters" is examined
to eliminate those which are contained in larger closed clusters that came to
light later in the process. The resulting list of non-overlapping closed clusters
are regarded as ''nodes" for the given matrix. The third step is to characterize
the nodes. This may involve finding the mean profile of members of each node,
or it may involve construction of the within-node-variance-covariance matrix of
test scores. The latent roots and vectors of the matrix may provide the necessary
coefficients for partialling out intra-node variability preparatory to iteration
of the procedure., Once membership has been established the resulting subset is

called a syndrome.

Several cluster-search procedures similar to those just described have been
develcoped by Lorr and his associates (Lorr, et al, 1962; Lorr and Radhakrishnan,
1967). The procedure begins by finding @ profile near the center of a cluster.

The profile with the maximum variance of squared correlations (or congruency
coefficients) with all others is selected as pivot. To the pivot are added suc-
cessively the two profiles with the highest average correlation with all profiles
correlating above with the pivot. The limit C, may be set at the value at

which a correlation coefficient based on K independent variates is significant at

p less than .05, The matrix is searched and the profile added that correlates
highest on the average with those already in the cluster. The process continues
until no other profiles can be found that corrclate on the average above Cj.

Next an upper limit C, is set to define dissimilarity and to prevent cluster overlap.
A suitable value 1s a correlation coefficienu significant at p less than .10. Any
coefficient "in the residual matrix that correlates on the average Cy or higher

with the first cluster is deleted. The second cluster is generated in the same
manner as the first from the matrix of remaining profiles. The deletion of profiles
correlating above CH with a newly formed cluster does not exclude profiles corre-
lating above C,. with preceeding clusters. Accordingly, cluster members that
correlate on the average above Cy with the last generated cluster are also deleted.
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The final steps consist in determining (a) the mean correlations within and
between clusters; (b) the mean standard scove profile of each cluster, The
computer program can handle 150 profiles at one time.

Like McQuitty's typal analysis, the procedure proposed by Gengerelli (1963)
is based on a definition of a subgroup. Consider a population of N persons each
measured on K variates. Let each person be represented as a point in K-dimensional
space. Then a subgroup is defined as an aggregate of points in the test space such
that the distance between any two points in the set is less than the distance
between any point in the set and any point outside of it. Suppose N persons as
points are distributed in three-dimensional space as two spheres, A and B, Two
subsets will exist only if the two spheres are separated by a distance greater
than the diameter of the larger sphere. The method begins with an N by N matrix
of squared distances. A frequency distridution is made of distances between all
possible pairs. The existence of one or more discontinuities in the distribution of
distances indicates that a population consists of two or more subsets. The first
point of discontinuity in the distributions, D , provides a criterion for deter-
mining the point of separation between two subsets. A subset is then defined as
the aggregate of points (persons) who are mutually no farther apart one from another
than D.. The existence of subsets in a population is thus associated with multimod-
ality in the distribution of inter-point distances. Computer programs and empirical
tests are as yet not available.

Bonner (1964) has been responsible for several programs for clustering
binary attributes, one of which has been generalized to continuous data (Pettit,
1964). One program is based on a type definition resembling McQuitty's. The
goal is to find clusters where all members are similar to each other and no non-
member is similar to all members. The algorithm picks a random 'center" and
builds a cluster around this through use of an arbitrary threshold T. Profiles
more similar to the center than T are considered to be in the crude cluster.

The typical member of the cluster is compuvted and compared with the expected
number of clusters rarer than this to be found in an uncorrelated population.
Then by means of a process of '"hill climbing" a better cluster is achieved., All
profiles are used as cluster centers.

Rogers and Tanimoto (1960) have reported a computer program for the classi-
fication of plants. Their variables are binary and a simple similarity coefficient
is used. After a matrix of similarity coefficients has been obtained a value
R, is computed as a measure of the number of nonzero similarity coefficients
pgssessed by a given individual. Next computed is a quantity H, which is the
product of all the similarity coefficients of j with others. Ail persons are
then grouped in a table in order of descending value of R.. The person having
the highest R; and the highest Hj is considered the prime mode. The problem is
to find a crigerion to determine-the number of persons who go into a cluster.

To do this a second node !s found., The radius around the first node must be such
as not o include the second node. At this point the similarity coefficients are
converted into distances defined as D 3 equals -log, §{y- These distances permit
visualization of taxonomic similarity.~ Finally a measu;e of cluster inhomogeneity
is computed, The method has proved to be fairly effective in isolating subsets
when the variables are truly qualitative categories.

Cattell and Coulter (1966) have developed a procedure that represents a
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variant of cluster buildup. Given a matrix of similarity indices the next

step is to establish several arbitrary limits as definitions of similarity.

The matrix of similarities is then converted into an '"incidence' matrix of

ones and zeros. If an index exceeds the limit it is categorized as a unit to
designate a linkage; otherwise it is categorized as a zero. Next a "phenomenal
cluster" is defined as a set of profiles each of which is linked to every other.
Spatially this means that all points fall within a hypersphere. A Boolean algo-
rithm, based on what has been called '"ramifying linkage method', sorts the data
into phenomenal clusters.

D. Linkage Analysis

Linkage analysis classifies profiles into clusters such that every profile
in a cluster is more like some other profile in that cluster than it is like any
other profile in any other cluster (McQuitty, 1957). This method is especially
useful in determining elongated, serpentine or amoeboid clusters, Profiles are
continuously connected with one another through intermediate profiles thus main-
taining any specified level of similarity. Linkage analysis has also been much
applied to generate hierarchies which will be considered later.

McQuitty (1957, 1964) has been among the first to develop linkage analysis
which {s perhaps the simplest of the cluster methods. The analysis starts with
a matrix of similarity indices. First the highest entry in each column (a linkage)
is found, and then the highest entry in the matrix is identified. The highest
entry (ab) represents a reciprocal pair in the sense that members are mutually
closest to each other. One member of the psair (b) may also be the highest entry
in some other columns, say ¢ and d. Then ¢ and d also constitute members of the
cluster. If none of the profiles, a, b, ¢ and d is highest in any other column
the cluster is complete. The highest remaining entry in the matrix is then used
to build the next cluster. Analagously, additional clusters are determined.

Cattell and Coulter (1966) also employ a procedure akin to linkage analysis
to identify strung-out clusters. Instead of beginning with individual profiles
they first identify a.l possible phenomenal clusters, (hyperspheres). The amount
of overlap of the phenomenal clusters is recorded in a matrix which is then con-
verted, through application of a limit, into an incidence matrix of units and zeros.
This latter matrix is subjected to their search procedure which identifies all
mutually exclusive chaine of continuously related profiles,

Needham (1961) and Parker-Rhodes (1961) use linkage analysis with binary
deta. The distance between all pairs of profiles is determined. A limit or cut-
ting score is set to define similarity and applied to the matrix which is reduced
to a matrix of zeros and ones. Columns nf the matrix are then compared pair-wise
to determine the number of agreements or intersections between them. The resulting
subsets, called 'clumps'", are defined as members more like each other and less
like non-members than numbers of the universe picked at random,

The method of single linkage has also been suggested by Sneath (1957) and
applied to taxonomic problems in biology (Sokal and Sneath, 1963), They point
out that in avoiding overlapping clusters data may, in fact, be distorted to
yield discrete clusters. When single linkages are permitted then complicated
serpentine clusters may be formed. More will be said under the topic of hierarchical
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clusters.

E. Multidimensional Scaling

Metric and nonmetric multidimensional scaling represents another possible as
yet untried approach to cluster identification, Given an N by N matrix of inter- i
person similarities some of the standard routines developed by Torgerson (1958), A
Shepherd (1962), Kruskal (1964) and Lingoes (1965, 1966) could be applied. 1In
these procedures, individual profiles would be treated as points in space of
unknown dimensionality. The problem would be to determine the dimensionality
of the space and the location of the points in space. In the final solution
distances between points in the space correspond to some monotonic function of
the similarity of the corresponding profiles., The Guttman-Lingoes procedures are
designed for the treatment of categorical qualitative data but are also adapted
for use with quantitative data,

F. Hierarchic Cluster Analysis

Discussion, thus far, has been restricted to techniques for finding unordered
qualitative classes or so-called natural clusters., Some of the procedures described
have also been applied or extended to the problem of establishing discrete clusters
each subdivided into subclasses. While there is some question in regard to the
range of application of such methods to psychological problems, their use in bio-
logy is widespread. Sokal and Sneath (1963) assert that biological classification
should be constructed by nested overlapping categories (p. 192). Thus some of
the procedures for constructing hierarchic structures will be reviewed briefly.

Sneath's (1957) single linkage procedure is followed for the first sets.
Then the criteria of admission (three!.1lds) are gradually lowered from an initial
high similarity value to low similari., values. Thus a single link between any
member of two clusters permits the establishment of a more inclusive cluster.

McQuitty has been responsible for numerous procedures for hierarchical class-
ification (1954, 1960, 1964). Agreement analysis classifies objects into succes-
sive levels such as species, genera, and families. The first species is the two
objects with the highest agreement score, the second species are the two objects
with the next highest score. Species are then classified into more inclusive
groups analogous to the way in which individuals were classified. Hierarchical
linkage analysis seeks to classify individuals into categories such that every
member of every category has a maximal number of common characteristics and a minimal
number of categories are required. Later modifications have led to what is called
hierarchical classification by reciprocal pairs and by typal analysis.

Ward (1963) and Ward and Hook (1963) have developed a very efficient minimum-
within-group distance procedure for hierarchical grouping of profiles. Each
larger group is a unique combination of the next subordinate subgroup. The
technique operates on an N by N matrix of profile distances. Clusters are built
up by adding cases which increase the mean within squared distance least. Clust-
ering starts with N groups of one and ends with one group of N. 1Initially the
matrix is scanned to find the pair of profiles with the smallest distance, these
are combined to form a cluster of two. The distances of the remaining profiles
from this cluster centroid are then computed. The process continues by reducing
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the number of clusters from N (the original number) to N-1, N-2,,..etc. at each
stage the within-groups sums of squares is minimized. In addition they utilize
sn "objective function' which reflects the investigators purpose to guide the

process.

The Ward technique assumes nothing about the underlying structure of the groups
or their distributions. 1In fact it can partition any collection of profiles
whether or not it contains '"natural' groups. The multivariste distribution may
even be multiveriate normsl and thus unimodal. They offer no statisticel test as
to how many groups are present. It is also likely that the nature of the gioups
established msy depend on chance variations in data. Many similar comments
can be made relative to the McQuitty techniques although they tend to be set-
theoretic in form. On the other hand it cen be argued that these procedures
sre in fact quite useful, They group jobs so as to reduce cross-training time,
they facilitate retrievsl of information, and they increase predictive efficiency.

Edwards and Caevalli-Sforza (1965) also apply the minimum-within-cluster
sums of squares technique to construct hierarchic arrsngements of clusters., The
profiles are divided into the two most compact clusters, and the process is
repeated sequentially so that a tree diagram is formed. The advantage of a tree
representation is that it can be mapped on paper in two dimensions. Beginning
at the bsse of the tree the first bifurcation represents the first split of
profiles into twc clustexs. Each branch is split again as the two clusters are
resolved into two more, and the process continued until individusl points are

reached,
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3.01
A review of clustering methods in biological t.axonomy1

Robert R. Sokal
The University of Kansas

Introduccion

If I interpret my task this morning correctly, it is to present to an
audience composed largely of psychologists and other social scientists a
review of the clustering methods which biological taxonomists have employed
in recent years. There has be¢n considerable activity in this field which,
as many of you know, has come to be called numerical taxonomy. Although we
biologists are newcomers in this field compared to the social scientists
we have managed to accumulate a variety of methods in relatively few years.
So, I could, in fact, report on a substantial number cf different clustering
approaches. idowever, I shall only sketch in scant outlines, since with one
or two minor exceptions the techniques in biology are fundamentally akin to
those of the social sciences (Ball, 1965), and theie seems little point in
reintroducing you to methods long familiar buv disguised in biological garb.

You have undoubtedly been struck by the wide generality of your
approaches across other disciplines of science. But it is important not to
be overly impressed by this phenomenon. There are, in fact, fundamental
differences, not in the mechanics of cluster analysis, but in the philosophical
assumptions accompanying its use, which differ markedly among the various
fields of application. And I hope to spend the greater part of my time
explaining to you the bases of these assumptions in biology to permit you
to contrast these with the assumptions upon which you have been basing your
work. I feel that such an approach should be of interest to you. Through
an appreciation of the differences in approach in clustering philosophy in
other sciences I have gained more insight into my own research field and
possibly similar benefits may accrue to you from such a comparative approach.

Principles of taxonomy

Before we proceed we should define taxon as meaning a taxonomic group
or class of any nature and rank. QOperational taxonomic units (OTU's) are
the lowest rankiig taxa in a given study. They are the basic units that
are to be grouped into higher ranking taxa. A character is a property or
feature which varies from one OTU to another. It is coded into distinguish-
able states. Thus hairiness of a leaf is a character. Slight, medium and

1Contribution No. 1347 from the Department of Entomology, The University of
Kansas. Based upon research supported by grant (AI-04438-03) from the
National Institutesof Health and by a Public Health Service research career
program award (3-K3-GM-22, 021-031S1) from the nNational Institute of General
Medical Sciences.
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heevy rmoy be the three states in which this character occurs among the OTU's
to b2 clascified. A possible source of confusion is the difference between 3
the terms *classification" and “identification.™ Wwhere a set of unordered !
objects has been grouped on the basis of like properties, biologists call

this "classification.” Once a classification has been established, the

allocation of additional unidentified objects to the correct class is

generally known as "identification.* Some mathematicians and philosophies

would also call this secord process “classification,” but I am principally

concernsd with classification in the biologist's sense.

Fundamantal criteria of a classification have been defined by Williams
and Dale (1965) who state that for a grouping of OTU's to be considered a
classification threz requirements must be met (paraphrased for biological
taxonomy): (1) Within every taxon containing more than one OTU there must
be, for every OTJ, at least another OTU with which it shares minimally one
relevant character state. (2) Membership in the taxon may not itself be a
relevant character. (3) Every OTU in any one taxon must differ in at
least one relevant character stat~ from every OTU in every otner taxon.
We must 21so distinguish between taxa (plural of taxon) and categories.
Taxa are actual groupings observed in nature, regardless of the basis on
which the grouping has been done. They are allocated to categories which
are the hierarchic levels in a classificatory scheme. Thus domo sapiens,
carnivores or mammals are taxa, while species, genera or families are
categorics.

Most classifications are internal (wWilliams and Dale, 1963) by which
is meant that the classification is based upon criteria entirely inherent
vithin the data that are to be classified. By ccntrast, there are external
classificatory procedures in which certain reference taxa are employed in
aiding in the classification. An example in point is the non-Linnean
trcnory of DuPraw (1964) which employs discriminant functions including
both knowm and unknown specimens mapped in a two-dimensional space by
discriminant analysis.

While classifications in psychology and the social sciences need not
always be hierarchically structured, the principal purpose of biological
numerical. taxcnomy is to group organisms into a hierarchic system of
biological tara. There 2re two million different species of living organisms
in the worsld.,  These rust be grouped if only for convenience of creating |
oraar in = cha2os of names and forms, but also because a sound taxonomic
systen will rcvecl much that is useful and of interest about the evolutionary
mechanisrs that have given rise to the diversity of kinds of organisms
existing in th2 orld today. The principle of biological evolution is
fundamon*al to en understanding of the nature of biological taxa and the
discontinuitiec crong them. This is reflected in the commonly accepted
belief that therc is just one “natural- system which, if only found, would
be the obvious classification of the group under study. Traditionally
this natural classification has always been an evolutionary one. Presumably
the organisms constituting a taxon are related by common descent., If we
could only go back in the fossil record of a natural group, we would find
a common &ncestor for them before encountering a common ancestor for these
forrs end those in another taxon of equal rank. iHowever, it has been
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emphasized in recent years that there are at least two fundamental kinds of
relationships among taxonomic units, phenetic relationships which are based
on overall similarity in terms of the characteristics which are measured,
and cladistic relationships based on common descent as described above.
Most conventionally stated taxonomic relationships contain an undefined
mixture of the two (Sokal and Camin, 1965). Naturalrness in a phenetic
sense is understood to mean maximal overall similarity within a taxon as
contrasted with substantial differences from other taxa.

Thus, in attempting to set up a natural system we have to say whether
it is natural in a phenetic or a cladistic sense. lost of the work in
numerical taxonomy sc far has dealt with phenetic systems, taxonomies based
on overall similarity which may or may not reflect closeness of evolutionary
relationship. These systems are of general utility. Phenetic taxa in a
natural system should be cohesive and have a high predictive value for
characters other than those upon which the taxcnomy has been based. This
brings up the problem of character selection, which does not loom as large
in sociology and psychology, because only characters of interest are chosen,
Thus, if we want to classify individuals on the basis of their attitudes to
drinking, we might only classify them on responses related to this variable,
but would not necessarily classify them on their physiology, their attitudes
to art, or their driving habits. The question is whether there are natural
taxa of personality types rather than different, partially intersecting
facets of the personality. In biology we wish to represent as fairly and
exhaustively as we can the genetic structure of the individual populations
under study, and this leads to serious problems of character selection as
we shall see.

Fundamental to the establishment of any taxonomy is the decision on
whether taxa are to be monothetic or polythetic. A monothetic group is
defined by the possession of a unique set of features, and classification
on monothetic principles is a series of successive logical divisions into
ever smaller subsets sharing one or more states of a character. By contrast,
a polythetic classification places together organisms that have the greatest
number of shared features. No single feature is either essential to group
membership or is sufficient to make an organism a member of this group.

Similarity coefficients

Any consideration of clustering methods must concern itself with the
nature cf the data to be clustered. A few of the methods extract structure
directly from the original data matrix, which is a rectangular matrix whose
colums are operational taxonomic units (the OTU's to be clustered) and whose
rows are the characters on the basis of which the clustering proceeds. The
characters are coded numerically into a number of states or as a continuous
function. In the majority of cases we first compute from the data matrix
a matrix of similarity coefficients, which expresses the pair-wise relation-
ships among all the OTU's of the study. These coefficients of similarity
are of three basic kinds--coefficients of association, which in some way
express the measure of agreement in character states that actually exists
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between any pair of OTU's as a proportion of the total amount of agreement
that could exist; correlation coefficients among OTU's, based on the
characters of the data matrix (this is the conventional Q-type analysis of
the psychologists); and a measure of Euclidian distance between OTU's in a
character-space. For purposes of this discussion I shall confine myself to
a discussion of correlation and distance coefficients with which I have had
most experience. Many of the association coefficients can be transformed
to distances or functions thereof. An important ronsideration first pointed -
out by Williams and Dale (1965) is that while studies of the relationships
among OTU's, whether measured as correlations or as distances have both
been termed Q-studies following the lead of the psychomstricians, there is
a profound difference between these. A matrix of correlations betwesn
pairs of OTU's represents angles among OTU's in a space whose dimensions
represent the OTU's, Thus, there are maximally as many dimensions as there
are OTU's. On the other hand, a distance matrix among pairs of OTU's, while
also a Q-study, shows distan~es among OTU's imbedded in a character space.
That is, the dimensions of the hyperspace represent the separate

characters, or, seen in the three-dimensional representations of OTU's which
we have been preparing for purposes of study and analysis, these three
dimensions represent linear combinations of the characters (three eigen-
vectors corresponding to the three largest eigenvalues of the character
correlation matrix). Conversely, correlations among characters would
represent angles in a character space. Distances among characters are not
generally computed, but if they were, they would be imbedded in a space
whose dimensions were the individuals of the study. Williams and Dale
(1965) have called the character space an A-space (from attribute space)
while the space whose dimensions represent the OTU's has been called an

I-space (from individual space).

Several characteristics of the similarity coefficients profoundly
affect the clustering methods. The similarity function should be metric,
that is, it should meet the requirements of symmetry, the triangle inequality,
and should be non-zero for nonidentical elements and zero for identical
ones, Most coefficients proposed in numerical taxonomy have been metric.
Some semimetric and asymmetric similarity coefficients have been proposed
in numerical taxonomy and in some instances such as immunological similarity
may be justified. However, such coefficients greatly complicate the
clustering and analysis of the OTU's.

General considerations of the relations among the similarity coefficients
are in order. For instance, since the taxonomic relations resulting from the
cluster analysis are to be in the nature of universals, it is important that
one-to-one relations between these coefficients be established, although, of
course, these coefficients cannot be linear functions of each other; other-
wise, there would be little point in preferring one over the other. One
would at least hope that monotonicity of the similarity function is retained.
In fact, however, it can be easi.y demonstrated that the various similarity
functions so far employed in numerical taxonomy are not jointly monotonic.
Decisions, therefore, have to be taken upon the choice of coefficients, based
partly on the model of the type of similarity which it is desired to portray
and partly on the mathematical properties of the coefficients.
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Another important consideration of a classification is stressed by
Williams and Dale (1965). It is not necessarily true that a given similarity
function used to set up a classification at the lower hierarchic level will
decrease (or increase) monotonically as we ascend the hicrarchy. an example
of this is the Spearman's sums of variables method which frequently leads to
reversals in the value of the correlation coefficient when clusters join,
as noted by Sokal and Michener (1958). Furthermore, in certain types of
approaches the consequential nested hierarchies are not retained and several
members of a subset at a low hierarchic level may split up to become
members of different sets at a higher hierarchic level. JSuch relationships
have been observed, among others, by Rubin (1966) in his optimal taxonomy
program.

One decision that must be made is whether a similarity index is to be
constructed which will indicate what is most similar to the human observer
or whether such an index can measure what might be described as the
intrinsic similarity between two objects based on their component parts,
this latter similarity not necessarily congruent with the one apparent to
the observer.

Clustering methods

The three main clustering methods employed in biology have been the
methods described as linkage methods by Sokal and sneath (1963). In all of
these methods the criterion for joining is gradually lowered from an initial.
high similarity value at which all OTJU's are represented by a disjoint
partition (single CTU's in a subset) to low similarity values at which the
classification is represented by a conjoint partition (all OTU's are in the
same taxon). Single linkage described by sneath (1957) permits a single
linkage between an OIU and a cluster or between two clusters to establish a
new, more inclusive cluster. While two clusters may be linked by the single
link.age technique on the basis of a single bond, many of the members of the
two clusters may be quite far removed from each other. To overcome this
difficulty, Sneath has recommended recalculating mean similarity values
both within and between groups (see sokal and Sneath, 1963, page 181).
Wirth, Estabrook and Rogers (1966) use graph theoretizal techniques and
representation to carry out what is essentially a single linkage method.
Clustering by complete linkage requires that a given OTU or a cluster
joining another cluster at a certain similarity coefficient S, must have
relations at that level or above with every member of the clu%ter to be
joined. This yields compact and conservative clusters compared to the long,
strung-out classifications of single linkage. The average linkage method
calcul ates average similarities of clusters with prospective joiners and
since its initial development by 3okal and Michener (1958) classifications
based on it and on its various modifications have demonstrated higher
cophenetic correlations with the original similarity coefficients than
classifications based on other clustering methods.

Lockhart and Hartman (1963) have developed a technique for successively
subdividing large numbers of bacterial species into groups by monothetic
criteria. Their results were, in effect, similar to those obtained by




—

3.06
polythetic methods. The method by Camin and Sokal (1965) for clustering
OTU*s in preparation for cladistic analysis is another modified method.
Several studies are now available comparing different methods of clustering
(see Lange, Stenhouse and Offler, 1965; Williams, Lambert and Lance, 1966;
and Sokal and Michener, 1967). Without discussing these studies in detail,
we can summarize them by stating that different similarity coefficients as
well as different clustering operatiocns yield appreciably different
phenograms from the same data. Jokal and Michener (1967) conclude that
“As to clustering procedures all the different methods tried produce
somewhat different results. . . .

“It is bacoming clear that the procedures for clustering OTU's will
need considercble cerutiny and improvement if the aim of achieving stability
in classification is to be recalized. £ach of the methods of clustering
so far tends to bizs the resulting clusters in certain ways. Thus, for
example, the v:ighted pair-group method with arithmetic averages assumes
that OTU's occur in nested, dendritic clusters. It will best cluster OTU's
from a similaricty matrix which does in fact have such phenetic relation-
ships and it will tend to impose dendritic relationships upon data that are
not markedly dendritic. The degree to which the phenogram reflects the
similarity matrix (cophenetic correlation) must indicate the degree to
which the clustering method represents the underlying structure among the
OTU's. It is therefore important to investigate this structure by a variety
o7 techniques end to ascertain the nature of the phenetic constellations
of OTU's in different taxonomic groups. Given an understanding of the
racnctic structure of a taxonomic group, it should be possible to recommend
an apprecpriate clustering method for it. No one clustering method is likely
to serve well in every instance. To give an extreme example, members of a
continuous cline clearly would not be appropriately clustered by any of the
aver~ge linkage methods. -

A major unresolved problem of cluster analysis in biology is the fact
that few, if any, clustering methods have been devised which do not in some
way bias the resulting classification. The average linkage method will
attempt to zive best results with hyperspheroidal clusters separated by
substantial gaps, single linkage does well with strung-out data, and so
forth. Lloreover, these clustering methods tend to bias the resulting
structures in the direction implied by the clustering procedure. It is,
therefore, of ciasiderable importance to try to establish general clustering
procecurves vhcrz algorithm would vary depending on the scatter and distribution
of the OTU's ~c be clustered. Thus, if the OTU's are in fact spheroidally
clusterad. t!e averag=s linkage procedure might well be used. If, on the other
hand, morc cownle: chapas such as hypeserpentines, hyperdumbells, hyper-
doughnuts, ¢. even hyperfisurs-de-lys are closer to a representation of the
essential distribu-ion of the points in hyperspace, then the clustering
progran chould adjust itself to such patterns. Such self-adjusting programs
are stil! not extensively developed, but it seems to me that we shall not
be representing noture faithfully, nor learn much about the forces that have
resulted in the phenetic patterns being observed, unless we produce programs
of this sort. Rohlf (1967) has developed a clustering procedure which
departs from the conventional hyperspheroid by allowing hyperellipsoid
clusters, reaching out farther in some directions away from the center than
in others

"3
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To avoid the distortions necessary by the two-dimensional representation
of phenograms, numerical taxonomists have recently turned increasingly to
other means of representation of taxonomic relationships. Among the most
popular is the three-dimensional plotting of OTU's either as models or in
two-dimensional perspectives. In such plots, the dimensions usually represent
the largest three eigenvectors from the character correlations and are thus
linear combinations of the characters. It has been our experience that the
first three factors usually extract 5070 per cent of the overall variance.
However, the cophenetic correlations (see below) between distances in the
resulting three-space and the original similarity matrix are always above
0.90. JSuch representation leaves, of course, the actual categorization
unresolved, and methods will have to be developed for handling such problems.
Mcst recently Rohlf (1967) has developed a method for representing taxa in
stereograms which give the illusion of three-dimensional projection when
examined with stereoscopic glasses,

Some cther considerations

An important question related to choice of characters is how many and
which characters to chose to establish a stable natural classification.
Numerical taxonomists have maintained that as the number of characters
employed increases an asymptote of information is reached, and that equal
increments in numbers of characters employed will provide decreasing
perturbations of the taxonomy. This seems obvious from a statistical point
of view if we can conceive of the characters as randomly selected from an
infinite population of possible characteristics measuring similarity among
a given pair of OTU's. GLxperiments are under way to test this hypothesis,
and we are not yet in a position to render ftinal judgment upon it. This
line of argument leads, however, to a position where each sample of characters
in a taxonomic study is considered equivalent to every other sample of
characters, both from the point of view of importance (the assumption of
equal weighting of characters in expressing similarity) as well as from the
point of view of providing equivalent information about similarities. This
latter point is important, because it assumes that regardless of what sets
of characters we chose, be these external or internal morphological characters
as well as biochemical or physiological characters, we should be able to
obtain identical taxonomies. Investigations of this hypothesis of non-
specificity by Rohlf (1963) and kichener and Sokal (1966) have shown that
different sets of characters will yield similar but not identical
classifications, measures of the replicability of the classification
yielding cophenetic correlations between 0.42 and 0.85.

Results from these studies as well as from another study in which
independent investigators reclassified identical sets of objects lead to the
recognition of what Rohlf has called the uncertainty principle in taxonomy.
This simply states that it is impossible to reclassify by conventional or
numerical means the same set of organisms and cbtain comparable results
beyond a certain degree of replicability. The resemblance among successive
classifications may be very great (cophenetic correlations on the order of
0.85). On the other hand, the uncertainty may be considerably greater. Our
experience in this field has not yet been sufficient to indicate between
which bounds this uncertainty may lie,
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On what criterion can a classification be judged? In the early days of
numerical taxonomy, the success of a numerical classification was generally
Jjudged by the similarity of the outcome to those classifications established
by conventional means. As the subject developed, there seemed nc inherent
reason why the traditional, somewhat intuitive, classifications should be
considered as the final arbiter, and attempts were made to develop internally
sufficient criteria for the goodness of a classification. Two main approaches
have been followed. JSokal and Rohlf (1962) have used the method of coplienetic
correlation which consists of correlating the original similarity matrix with
so-called cophenetic values which are the values of similarity implied by the
structure of a given classificatory phenogram. Phenograms are two-dimensional
representations of taxonomic structure in terms of trees with the axis
parallel to the stem of the tree representing phenetic similarity. Because
phenograms collapse multidimensional relationships into two dimensions, there
is appreciable distortion of the original relationships as shown in the
similarity matrix. The goodness of a classification can now be measured as
magnitude of the correlation between a phenogram and the original similarity
matrix. It is, of course, desired that the phenogram represent as much as
possible the phenetic similarity as shown in the similarity matrix. Of two
taxonomic representations based on the same similarity matrix, that with the
higher cophenetic correlation is to be preferred. A method recently
developed by Rohlf (1967) permits the moving of some of the branches by a
trial-and-error basis into positions yielding higher cophenetic correlations.
However, this procedure is not yet practical for very large matrices,
except on exceedingly fast computers.,

W

Rubin (1966) has approached the subject from the general point of view
of establishing a stability function for a given classification, which is
to be a measure of the homogeneity within groups and the inhomogeneity among
groups at a given hierarchic level. Once such a function can be defined,
one obviously wishes to maximize it, that is, one wishes to arrange the OTU's
within a classification in such a way that the function becomes maximized.
Since any given classificatory procedure will not result in maximization of
the function, rearrangement of the OTU's among the classes to yield an
improved classification can be attempted by a variety of algorithms. Rubin's
hill-climbing algorithm proceeds to follow up improvements of his stability
criterion. In fact, once such a criterion for stability or goodness of a
classification is accepted, then almost any randomly chosen classification i
of objecis can be successively improved by a series of iterative steps
yielding successively higher criteria,

Of special interest are some types of self-adjusting clustering methods
which have been described in the literature. These include conceptually
simple, but computationally complex methods such as curves derived from
scattered points which represent the essential trends of these points
(Sneath, 1966). Other techniques seek by some method of cluster analysis
to classify a series of OTU's and subsequently, using each OTU as an improve-
ment of the previous classification, allocating it to previously established
classes unless it would seriously disagree with the estatlished classificatory
scheme (Ornstein, 1965). This scheme is essentially a “learning" classification
program improving its performance for a given set of data after having
initially classified a certain number,
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A Mutual Devclopment of Theory and Method in
Objective Analysis of Personality Structure

Louis L. McQuitty

Hichigan State University

In September of 1965 | summarized my approaches up to that time under
the title "A Mutual Devclopment of Some Typological Theories and Pattern-
Analytic Methodd''(McQuitty, 1967).

| wish now to revicw more recent developments in my approaches. These
are a continuation of thc carlier approaches and are introduced here by
summarizing my position in both theory and methods as of the close of my

carlier review paper.

A Bricf Reviow

General

Hy general appruach is to develop methods of analysis out of theories
of personality structurc. Applications of methods to data serve as hypotheses
for testing theory. They lead to the rovision of theory and the development
of new methods. Through this approach, | attempt to develop both better
thcory and improved methods.

My theoretical position as of September 1965 was as follows:

"(1) Cvery person is an 'imperfect' type as distinct from a 'pure’
type; only 'imperfect' types cxist in reality, and 'pure' types
exist only in theory.

(2) There are fewer 'pure' types than ‘imperfect' types; each 'pure'
type is represented in reality by two or more 'imperfect' types.

(3) The characteristics of 'pure' types are approached but never
quite realized by classifying 'imperfect' types into internally-
consistent categories, and determining their common characteristics.
The validity of representation of a 'pure' type generally increases
as the number of 'imperfect' types rcpresenting it increases.

(4) ‘'Hierarchical' types include all of the types realized in
classifying 'imperfect' types into larger and larger, internally-
consistent categories; they are the types intermediate between
those of reality and theory, 'imperfect' and 'pure' " (McQuitty, 1966a).

A catcgory of persons is said to exemplify a statistical type if everyone
in the category is more like cvery other person in thc category than he is
like any person in any other category.

in converting the theory of types to a method of analysis, persons are
described by patterns of characteristics which they possess. An index is
computed showing the degrec of relationship of every person to every other
person in terms of common characteristics and the results are assembied in a
matrix. The matrix reports an index of similarity of every person to every

other person.
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In accordance with the definition of types, the matrix is scarched for
internally-consistent submatrices. A submatrix of two persons is internally
consistent if Individual i is most !'%e Individual j and j is in turn most
like i. Internally-consistent submaL ices of higheT order are defined analogously.

Internally-consistent submatrices of any size can be isolated by the methods h*
of Reciprocal Pairs or Rank Order Typal Analysis, as described elsewhere (McQuitty, iﬂ
1964 and 1966a).

Each internally-consistent submatrix defines a hierarchical type. Each
hicrarchical typc has the characteristics which arc ~ommor to its members. Each
hicrarchical type is assumed to be a better represcntative of a purc type than is 3
any one of the imperfect types with which it is compared.

The imperfect types of the internally-consistent submatrix are replaced
in the original matrix by the hicrarchical type, and the analysis proceeds in this
fashion until all persons are classified into onc of two major hierarchical types
as shown in Figurc 1.

Insert Fiqure 1 about here

An lllustration

An example, using Hicrarchical Analysis by Reciprocal Pairs, will help clarify
the general approach. The method was applied to a matrix of agreement scores between
industrial companies which had been analyzed many times in terms of other pattern
analytic methods. The agrecement scorcs for thesc companies are shown in Table 1.

Insert Table 1 about here

Variables A and B rcpresent two construction companies, C and D trucking companies,

E and F grain processing and metal products respectively, and G and H garment

companies with female ecmployees only; the other six companies employed male employees

only. The companies werc assessed in terms of 32 variables. Each variable was !
dichotomized at the median and two companics agreed on a variable if they were both

cither above or below the median, but not if onc was above and the other below the

median. The agreement score (Zubin, 1938) is the number of items on which the two I
companics agree.

The reciprocal pairs of Table | are underlined. They are for Pairs AB, CD,
EF, and GH. Company A, for cxamplec, has Company B most like it, and Company B in
turn has Company A most like it, thus fulfilling the requirecments of reciprocity
as uscd here.

Companies A and B have in common 29 of the 32 characteristics on which they
were assessed.  These two companies arce collapsed into a single hierarchical type AB
and arc characterized by their 29 common characteristics. In a similar fashion
memocrs of thc other three reciprocal pairs are collapsed into three Hierarchical Types,
CD, EF, and GH, described by 26, 21, and 24, conmon characteristics respectively.

The agreement score of every hicrarchical type with every other hierarchical
type is computed and the results are reported in Table 2, Table 2 is analyzed in

Insert Table 2 about here

the same fashion as Table 1. Results of thc analysis of the two tables are shown
in Figure 1.
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Purifying the Data

Hicrarchical Classification by Reciprocal Pairs attempts to purify the data in
rclation to types as thc analysis procceds (McQuitty, 1966a). Lower level types are
assumcd to be more imperfecct than higher level types. Consequently, when any two
imperfect types such as E and F of Figurce 1| arc combined into a single higher type,
EF, this latter typc is assumcd to possess only the characteristics which the two
imperfect types, E and F, have in common.,

The abovc assumption was applied to the agrecement scores of Table 1 and produced
the classification reported in Figure |.

That Hicrarchical Classification by Reciprocal Pairs docs in fact somet imes
purify the data can be illustrated by comparing the results from it with analogous
results from Rank Order Typal Analysis.

Rank Order Typal Analysis makes no cffort to purify data as it proceeds.

The first step in Rank Order Typal Aralysis is to convert the data of Table I,
for cxample, into ranks within columns, where the highest rank of cach column is

assumed to be the entry o for the reliability of cach person with himself,

The ranks within columns of the data of Table | arc shown in Table 3. This

Iinsert Tablc 3 about here

latter table shows in Column C, for cxamplic, that C is assumed to be most like C and
is therefore assigned a rank of 1. The other ranks are assigned in terms of the
rclative size of the agrcement scores in Table |. Company D has the largest agrec-
ment scorc with C (except for C with itsclf) and is thereforc assigned a rank of 2.
Other ranks arc assigned in an analogous fashion.

A Rank Order Analysis of Table 3, as rcported carlicr (McQuitty, 1963) produces
the results shown in Figurc 2.
Insert Fiqure 2 about herc

. ‘nation of Table 3 shows that Company E is most like F and in turn has
F most 1 .. The two companics form a type as shown in Figure 2. The analogous
result is for Companics G and H,

The classifications differ, however, from thosc obtained with Hierarchical
Classification by Reciprocal Pairs. Companics E, F, G, and H do not form a typec
in Rank Order Typal Analysis but they do form a typc in Hierarchical Classification
by Reciprocal Pairs.

The difference in the two approaches is cmphasized by comparing Table 2 with
Table 3.

Using Rank Order Typal Analysis, Tablc 3 shows that Companics E, F, G, and H
do not form an intcrnally-consistent category in bcing like onc another. If they
did, there would be no rank larger than four, the number of cases in the submatrix
EFGH by EFGH.

On the other hand, when the four companics E, F, G, and H arc first classified
into two hicrarchical typcs, EF and GH, and arc thereby purified in the method of
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Hicrarchical Classification by Reciprocal Pairs, they then yield an internally-
consistent pair of hicrarchical types as shown in Table 2; this justifies their
classification into a hicrarchical type, EFGH.

In this cxample, Hicrarchical Classification purifizd the data as it proceeded
in the analysis.

Same Limitations of Hierarchical
Classification by Reciprocal Pairs

Although Hicrarchical Classification has many advantages as outlined clsewhere
(McQuitty, 1964, 1965, 1966a, 1966b, 1967) it has certain limitations,

The initial classification begins at the bottom of the hicrarchical system
and depends primarily on only a few of all of the indices of association in a matrix.
Histakes might occur carly in the analysis as a result of using only a few relatively
unrcliable indices and might have serious conscquences for the subsequent classifica-
tions.

Two Approaches toward a Solution

There are two possible attacks on these problems. One approach is to attempt
to incrcasc the rcliability and validity of the few indices on which the classifica-
tion decisions dcpend.

Another attack on the problem is to attempt to develop a method which starts
at the top of the hicrarchical system, uses all indices,and builds downward. Such
an approach might divide the original matrix into two submatrices and then continuc
by dividing the successive submatrices until a structure such as rcpresented in
Figure 1 is built from the top down.

A Joint Solution

Gencral Description

}
In attempting first to solve only the first problem, viz., to increase the |
validity of the few indices on which the classifications depend, | discovered an {
approach which solves both this problem and the onc of using all indices in each |
decision. The new method divides the large matrix into submatrices and then divides {
successively each submatrix using in cach case all of the indices of the matrix or $
submatrix on which thc opcrations arc performed. Each time before making a division, 1
the method takes steps designed to increasc the reliability and validity of all indices. |
¥
Detailed Description i
The method is now described in more detail in the order in which it was
developed,
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Incrcasing the Validity of Indices. 1in attempting to increase thc
reliability and vatidity of the ry: in an N by N matrix of indices bctween
.cople, the corrclation was compuied between corrcsponding cntries of the
columns i and j. This approach gave an index of the extent to which i and
j varied jointTy in relation to the other N-2 variables of the matrix. In
other words, the relationship between i and j is cstimated by computing the
extent to which they are jointly like N-2 other variables. The new index
is called an intercolumnar correlation, and is decsignated |,

In testing the validity of the intercolumnar correclations, as comparcd

with agreement scores, intercolumnar scores werce computed for the agreement
scores of Table 1.

The Pearsonian Cocfficient was used in computing the intercolumnar
corrclations between columns of agreement scores,

In testing the validity of the intcrcolumnar corrclations, they were
pattern analyzed and compared with previous pattern analyses of agreement
scores. Rank Order Typal Analysis of intcrcolumnar coefficients gave the
same results as Hicrarchical Analysis by Reciprocal Pairs.

The computation of intercolumnar correlations from agreement scores
purified the data in a fashion somewhat similar to Hierarchical Classifica-
tion by Reciprocal Pairs; the two approaches produced identical classifica-
tions.

Based on both other pattern analytic analyses of the data and known
characteristics of thce companies, the Rank Order Typal Analysis of the
intcrcolumnar cocfficients produced a more valid picture of the structurc
than did the Rank Order Typal Analysis of the agreement scores.

Sceking the Nature of the Improvement. To seeck the naturc of the error
being corrected by (a) intercolumnar corrclations and (b) Hierarchical
Classification by Reciprocal Pairs secemed worthwhile.

L.o
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As a first step in this direction, Pcarsonian Coefficients between the
several companies were computed on the basis of the original 32 scales for
the cight companies, to yield the matrix shown in Table 4.

Insert Table 4 about here

This table was converted to ranks within columns and produced the same
results exactly as did the ranks within columns of the intercolumnar correlation
of agreement scores. The ranks for both approaches are shown in Table 5.

Insert Table 5 about hcre

An inspection of this table shows that a Rank Order Typal Analysis of
it will yield the same classification as obtained by (a) Hierarchical
Classification by Reciprocal Pairs when applied to the agrecment scores and
(b) Rank Order Typal Analysis of Intercolumnar Correlations of Agreecment
Scores (Figure 1).

In summary, both (a) the computation of intercolumnar correlations,
and (b) Hierarchical Classification by Reciprocal Pairs corrected errors
introduced when the data were dichotomized and agreement scores computed
to represent the data.

The above results support the hypothesis that intercolumnar correlations
of agreement scores between people are morc valid for the isolation of types
than are the agrecment scores themselves.

A Statistical Method Generated by a Hypothesis

The Hypothesis

The above hypothesis was used to generate another hypothesis. If the
first intercolumnar correlations of original indices of a matrix enhance the
emergence of types then possibly the next and subsequent computations of
intercolumnar correlations would facilitate still farther the appearance
of types if they are present but hidden in the original indices. It is
therefore hypothesized for further study that iteration of intercolumnar
correlations gcnerates the emergence of types in a matrix of interassociations
between people if types arc present but hidden in the original matrix.

Testing the Hypothesis

First Jest. The same sct of data was used in testing this hypothesis. The
standing of the eight companies on the 32 scales was used in liecu of dichotomized

e gy
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data. Thc Pearsonian Coefficient of corrclation for cvery company with cvery cther
company was computed. The results are reported in Table k.

The intercolumnar Pcarsonian Cocfficicent of corrclation was then computed for
every column with cvery other column of Table &, to yicld the first intercolumnar
matrix. The process was rcpecated on the first and subsequent intercolumnar matrices
until in the fifth matrix all entries became cither plus onc or minus onc as shown

in Table 6.

Insert Table 6 about here

Table 6 reflects two types, ABCD and EFGH, each defined by a submatrix in
which all entriecs arc plus onc.

The above procedure was applicd to variables of cach submatrix, using in cach
case the original cntrics of corrclation reported in Table 4. Again cach submatrix
was divided into two smallcr submatrices of plus onc entries. The process isolated
Types AB and CD in the third intercolumnar table of Submatrix ABCD and Types EF and
GH in the fourth intercolumnar table of Submatrix EFGH.

The original corrclations and the threc submatrices of intercolumnar correla-
tions for Variables A, B, C, and D arc shown in Tablc 7.

Insert Table 7 about here

The above lterative Intercolumnar Corrclational Analysis produced the same
types as did both (a) the Hicrarchical Classification by Reciprocal Pairs and (b)
the Rank Order Typal Analysis of the first intercolumnar corrclations from agrecc-
ment scores. The results for the three analyses arc shown in Figure 1.

Second Test. As a morc crucial test of the ability of lterative Intercolumnar
Corrclational Analysis to yield types if operative in the data, the method was
applied to a sct of data which carlier proved relatively resistant to pattcern-
analytic methods. The data are particularly difficult to pattern-analyze because
they include many tics in crucial agreecment scores.

""The data were generated by requesting a subject to react to the pictures of
20 art objects, by using adjectives which might describe them (L0 adjectives were
used). For cach art object the subject went through the entire list of adjectives
beforec proceeding to the next object. The subject responded by saying, in cffect,
that the adjective is descriptive of the object; that it is not descriptive; or that

she could not decide whether or not it is descriptive. 1f the subject's initial
responsc to a picturc was positive, she then endorsed one of three alternative
answers: (1) 'l like the characteristic described by this adjective,' (2) 'l do
not like it,' (3) 'l can't decidc whether or not | like it.'

“"An agreement scorc (Zubin, 1938) was computed for cvery object with every
other object. Supposc that there were six adjectives and two objects and that the
subject reported the following rcactions:

Adjectives ] 2 3 L 5 6
Objcct A Yes, Like Yes, Dislike Yes, 7 Mo Ho Yes,Dislike
Object B Yes, Like ? Yes, ? Yes, Like No Yes,Dislike




B ity

licQuitty 4.08

The agreement score between A and B for these six adjcctives would be four, the
agrcement being on Items 1, 3, 5, and 6 only.

"Similar computations across all :0 adjectives and among all 20 objects
yiclded the 20 x 20 matrix of agreement scores shown in'' Table 8 (McQuitty, Price,
and Clark, 1967).

Insert Table 8 about here

Table 9 reports the first matrix of intercolumnar correlations and Table 10
reports the fifth matrix of intercolumnar correlations, viz., the first table in
which all entrics were cither plus or minus one, to yicld Types CFIMPANQEKS and
JTRGBOHDL.

Insert Tables 9 and 10 about hero

Figure 3 shown the results from the compleie analysis of the data by !terative
Intercolumnar Corrclational Analysis. These results show that the current method can

Inscrt Fiqure 3 about here

analyze with case onc sct of data which has proven difficult for most mcthods because
the data involves ticed vulues crucial for scveral required decisions.,

General Evaluation. Every classificatory decision in the iterative method is
basced on all of the indices of the matrix being analyzed as compared with primarily
only one index in the rcciprocal pairs method. It is, thereforc, hypothesized to be
both morec reliablc and valid than the latter method. These points nced further
study.

A Mathematical Proof

There is a more sophisticated approach to substantiating the hypothesis that
Iterative Intercolumnar Corrclational Analysis will isolate types if operative in
the data, viz., to prove it mathematically.

The Generation of Plus Onc Intercolumnar Correlations. |In the development of
the proof, a type is defined as a catcgory of pcople of such a nature that everyonc
in the category has a group of common characteristics, and anyonc not in the category
docs not possess all of these characteristics.

Assume now that we have a matrix of intecrassociations between pecople based on §
test item responscs which assess typal membership with validity better than chance, [
Assume also that any variance in the responscs to the test which is not attributable
to typal membership is governed by chance alone.

Let:
1) i and j be any two individuals of the same type.
2) Xps Xpu X3 === X be any N individuals with no one of them specified in

any way as to typal membership.

The coefficients of correlation between these variables are indicated in
Table 11.

Insert Table 11 about here

|
|
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Let:
M be_infinitely large, so large that chance variation is ignored.
3) T S R S S LUV L SV S SO
| % “d 37 il N
1 =i . . . .
L) Let 1., = the intercolumnar corrclation between i and j, i.c., the
correlation between corresponding entries of columns i and j
of Tablie 11.
If the entrics for Columns i and j of Table 11 werc known, the intercolumnar

cocfficient could be computed by substituting the entrics of Columns i and j in a
rcqular formula for computing the Pcarsonian r.

Analogously, the symbols of Columns i and j can bc substituted in a raw score
formula for computing r. This new formula is then the intercolumnar cocfficient
1 = H . . o " . .
lij' This new formula can be cimplificd by substituting cither the Fove for the
=)
corresponding r, ., or the r_, . for thc corresponding r , . (from Equation 3).
x's j x's j x's i
. =1 - - - -
5} In the first casc I.. =], except whenr ., =r . =r  --= =7
. ! 2 3 N

and in the latter casc except for cquality among all ;x'f
>

The above conditions would occur if and only if cither all x's belong to the
same types or all x's had nothing in common with cither i or j. The proof is developed
in detail clsewhere (McQuitty, =% ),

The proof mcans that lterative Intercolumnar Correlational Analysis can isolate
the types rcflected in a matrix of intcrassociation between pcople provided the
assumptions out of which the proof devcloped arc satisficd. \VWhether or not they are
satisfied by the data is indicated by applying the method to the data. |If thc types
arc isolated, a scarch for thc common characteristics of the members of cach type
will determine whether or not the assumptions have been satisfied, A creoss valida-
tional study is required to investigate the stability of the types.

The Gencration of inus One Intercolunnar Correlations. Another proof must be
added to the above developments if the isclated types arc to be casily recognized.
The additional proof must show that itcration of indices for variables not in the
same typc will not move them to plus onc as a limit,

Let:

Individuals w and v be any two individuals of '‘opposite'' types. Two types
arc "'opposite' if they have no common characteristics; cach type has its own
characteristics and lacks all of the characteristics of the other type. In data
wherc absent characteristics arc relatively mcaningless from the point of view of
the thecory being appiicd, a morc appropriate term would be independent rather than

"opposite'' types.
In this casc:

6) r = -7 por = -r ior = -r -——r -

RO P
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As beforc, by substituting in a raw scorc formula for the computation of the
Pcarsonian Cocfficient and simplifying, the result shows that the intercolumnar
correlation for two individuals of 'opposite' types (over Il other individuals not
all of the same typc) cquals minus onc.

Ty e A A T e

The above proofs show that two individuals of the same type will yield a plus
onc and two individuals of "opposite' types will yicld a minus onc intcrcolumnar
corrclation when computed over any N individuals of more than onc typc.

The Generation of Intercolumnar r's (¢ +1 5 -1, Any two individuals, not of
the same type and not of 'oppositc'' types will yicld an intercolumnar corrclation
of less than plus onc and greater than minus onc when computed over any M individuals.
This is becausc data of this kind cannot satisfy cither Equation 3 or 6; the first of
these cquations must be satisfied if the intcrcolumnar corrclation is to be plus one
and the sccond cquation must be satisfied if it is to be minus onc.

The above developments show that the intercolumnar corrclation between any tvio
individuals is less than plus onc and grcater than minus onc, if cemputed over other
individuals all of the same type, and also when cemputed over individuals of different
types, except when the two individuals arc cither of the samc or opposite types.

When the two individuals arc of the same typc, the intercolumnar correlation is plus
onc, and it is minus onc when they arc of opposite types.

The Reverse Prcofs

The reference article (McQuitty, *+%) shows also that the proofs can be
reversed to show:

1. If the intercolumnar correclation between two individuals i and j is plus
one, then they belong to the same type. - B

2. If the intercolumnar corrclation between two individuals x and y is minus
onc, then they belong to ''opposite'' types, where "'opposite"is defined to {
mean that cach type has charactecristics of its own and cach lacks all the
characteristics possessed by the other; there is no overlap of the typal
characteristics.

3. If the intercolumnar correlation between two individuals, m and n is less
than plus one and greater than minus onc, then m and n havc not been
proven to be members of cither a single type or of 'opposite'' types.

The above developments show that itcrative intercolumnar analysis can be used
to isolate types, as aircady illustrated in this .paper with rcal data.

Further claborations of Intcrcolumnar Corrclational Analysis arc rcported
clsewhere (McQuitty, =@t and it ),

ey

Suggested Advantages of the Method

Suggested advantages of the methed arc: (1) it is rapid, simple to program
for a computer, and can be applicd to large scts of data when clectronic computers
arc used; (2) the method uses all available, pertinent data; (3) the analysis
proceeds by first dividing a matrix of associations between pecople (or other
objects) into major submatrices and then redividing these and subsequent submatrices
into smaller and smaller submatrices until all types are defined by submatrices;
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(4) the method implicitly hypothesizes internally consistent types in data and
cither substantiates or fails to substantiate the hypothesis; (5) the raw data is
required to be internally consistent within only broad chance limits; (6) the method
yiclds a simple structure (if the hypothesis of internally consistent types is
substantiated) where simple structurc is defined to mean correlations of plus onc
bectween all members of cvery type, and less than plus onc down to and including minus
one betucen types.

Limitations of the tiethod

Even lterative Intercolumnar Corrclational Analysis, with all of its suggested
advantages, docs not solve all of the problems in the i1solation of types.

Onc particularly difficult problem iz the fact that indices of association
between people vary with the test items used in asscssing them. Consequently, the
types into which pecople classify vary with the test items uscd in asscssing the
pcople.

The Problem of the Single Responsce by the Single Subjcct

In an effort to solve this probicm, | have addressed mysclf first to a
simpler and morc fundamcntal problem, the problem of interpreting a single response
by a single subject.

"Onc of the problems of interpreting a responsce to an item of a test is that it
can be assigned various mcanings depending on both who gives it and the other
responscs (to other items) with which it occurs.

"A singlc responsc with variable meanings can be found to have stability in
psychological space if it can be assigned to a combination of responses which has
stability. The responsc can, however, still have a kind of variablility, for it
might be assigned to scveral combinations of responses, and cach of them might
have stability.

"In other words, | attempt to account for thc variability of mcaning of a
rcsponse by assigning it to scveral combinations of responses, cach of which has
stability in thcorctical psychological spacc.

"The term psychological space is uscd to cmphasize the possibility that
identical responscs (objcctively) might prove to have various psychological meanings.

Inter~ and Intra-Individual Differential Validity

"Elscwhere, | have uscd the term differential validity to refer to the
possibility that a responsc might assess different attributes in different persons

(McQuitty, 1959).

"Differential validity is involved (as illustrated in Figurc &) when a  given
Response i is endorsed along with Responses j, Kk, and | by onc category of subjects,

Inscrt Fiqurce 1 about here

A, to indicate Type X and the same objcctive Response, i, is cndorsed along with
Responses r, s, and 1 by another category of subjects, B, to indicate Type Y. In
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the first casc, endorscment of Responsc i indicates Type X and in the latter case,
Response i indicates Type Y.

"The present paper refines further the concept of differential validity by
introducing two forms of it, inter- and intra-individual.

L

"Inter-differcential validity is now used to mcan what we intended originally
by differential validity, as summarized above.

‘e recognize now the possibility that a response may be applied in a typological
theory to assist in assessing various attributes in the same individual, depending
upon the other combination of rcsponses with which it is interpreted.

"In introducing intra-differential validity, let us suppose (as illustrated in
Figure 4) that a third category of subjects, C, is formed by combining thc members of
cach Categorics A and B; they arc portrayed by the common Responses i and 1," and

they indicate Type Z.

"A type (such as X, Y, or Z) is defined by all of the common ways in which the
members of the type behave. Consequently, cach Type X, Y, and Z, would differ from
cach of the other two types.

"From a typological point of view (which classifics people in terms of combina-
tions of responses), Response i with Responses j, k, and I, indicé ¢s Type X; i with
I, s, and 1 indicatcs Type VY, and i with-1 only indicatcs Typc'Z. Responsc i would
have various meanings within the same individual depending on the combination of ‘other
responscs with which it is interprcted. This is what we mecan by intra-differential
validity, a singlc response assessing various attributes in the same individual
depending on the other responses with which it is interpreted.'!

The Problem of a Set of Responses by a Single Individual

"A set of responses by an individual to the items of a test invites scientific
explanation and understanding in the samc fashion as does the single response to a
single item. A set of responses has additional attractive characteristics; (1) the
set can be used to assist in assigning meaning to individual responses, and (2) the
set of responses can possibly be assigned to sub-sets which have relatively stable
meanings.

"The problem is to devise methods fo- isolating all of the major and meaningful
sub-sets in which the responses of an individual to a theoretically meaningful test
can be assigned.

"In summary, a responsc may possibly have different assessment indicants for
cach major and meaningful combination of responses to which it can bc assigned.

Two Solutions

"Two kinds of pattern analyses (or factor analyses) of the responses by a single
individual can be recognized: (a) individual based, and (b) group based.

Individual Based

"In the first instance, the investigaior gathers data in such a fashion that
he can compute an index of the interrclation of cvery response by a subject to every

e
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other response by that subject, without thc usc of a reference group.

“"The following test items from a study now in progress fulfill the above
requirement and illustrate the kind of data required for one kind of a statistical

analysis of a single individual, viz., an individually based approach:

Question Answer Alternatives

The word angel suggests love yes no i
The word angel suggests hatc yes no ?
The word dvil suggests love yes no ?
The word devi | suggests hate yes no ?

"Other questions of the samc kind follow with only the emotion (love, hate, etc.)
changing as we move from one question to another. Vith this kind of an approach it
is possiblc to compute an index of the cxtent to which an individual responded to
angel in the same way as he did to devil.

"Using many words (in the same fashion as illustrated above for angel and devil)
one can computc a matrix of interassociations between sclected concepts over selected
emotions. The matrix can be pattern analyzed (or factor analyzed) by any one of the
many available methods. Examples of the above approach are found in studies by
Schubert (1965) and McQuitty, Price, and Clark (1967)." (McQuitty, = ).

The above described test and its method of analysis both grew out of a theory
of the nature of both mental illness and mental health. The approach is described
clsewhere (McQuitty, Abcles, and Clark, study in progress).

Group Based

"Assumptions. A series of assumptions suggests and justifies a solution to
the problem of isolating the major patterns of responses of a single individual to the
items of a test, as thesc are reflected in the responses ¢f a group of subj:cts.

'"We assume that every individual is an imperfect rcpresentative of one or more
pure types. If two or morc imperfect representatives of the same pure type are
considered jointly, they give a better picture of the purc type than any onc of
them separately.

"If an individual is representativc of n pure types, then in order to give a
comprehensive, typological picture of the individual, he must be trcated jointly with
at least one other representative of each of thesc purc types.

"If a set of responses by an individual is to be understood from a group-based
typological point of view, then we require a classification of the individual with
onc or more members of cach type represented in the set of responses by the single
individual. The classification is more helpful if it specifies the responses which
classify the individual into cach of the types he represents.

'"Method. The goals implied above can be easily realized by any one of many
pattern-analytic methods (HcQuitty, 1967), provided only that a simple operation
be introduced at the beginning of the analysis.

""Suppose that we wish to study the pattern of responses of Individual A to the
items of Test X. Onc approach is to administer the test to 100 other individuals,
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representing a universe which is meaningful in an cffort to understand Individual A.

"The novel operation required by the approach of this paper is as follows:
Pair the pattern of responses of iIndividual A with those of each of the 100 other
individuals to yicld Pairs: Al, A2, A3 --- A100. Spccify new patterns for each
of the 100 pairs, by taking the common responses of each pair. For example, if the
responses by Individual A and Individual 20 werc as shown in Table IZ', then Pattern
A-20 (for Individuals A and 20 treated jointly) would be + on Items |, - on 2, - on 5,
+onb6, +on 7, and - on 9, with Items 3, &, and 8 omitted becausc Individuals A and
20 disagree un cach of thesc latter three items.

Insert Table 12 about here

Illustration

"In order to illustrate the isolation of major responsc patterns for a single
individual, we have chosen to analyze the coursc selections in psychology by a single
individual in rclation to the course sclections in psychology by the 135 other majors
in that disciplinc, who graduated at Michigan Statc University during the academic years
1961-62 and 1962-63.

"During his four ycars of college, the one subject chosen for analysis (Code #83)
registered in and obtained grades in'' (McQuitty, * ) 17 psychology courses on the
quarter system. In addition to the above courses, the 135 other students majoring
in psychology completed and received grades in one or more of 23 other quarter-length
courses.

""The purpose is to classify the coursec selections by Subject A into their major,
meaningful pattcins, using the course sclections by the other 135 students of the
study as the source of information which cnables us to accomplish the task.

"Individual #83 is first paired with cach of the 135 other individuals of the
study to yield Pairs 83-1, 83-2, 83-3 --- 83-136 (omitting 83-83). Then the courses
sclected jointly by the members of cach pair are determined to yicld patterns 83-1,

83-2, 83-3 --- 83-136 (omitting 83-833).

""An agreement score is computed between every pattern with every other pattern.
For cxample, if Patterrs 83-1 and 83-2 include the course selections shown in
Table 13, then their agrcement score for thesc five courses would be 3, the number

Insert Table 13 about here

of courses which occur in each of the “wo patterns (specifically courses 2, 8 and 16).

""Using the agreement scores, a matrix was preparcd to show thc agreement score
of every pattern with every other pattern,

'"'Single Hierarchical! Analysis by Reciprocal Pairs was applied to pattern analyze
the Matrix (McQuitty, 1966a). Five individuals were chosen at random from the above
group of 136 subjects, and the results from each of them werc analyzed separately
by the above methods.
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Rcsults

"Four of the five individuals anaiyzed yiclded four and only four clusters.
The other individual (Code #83) produced five clusters. We elected to describe
results from this individual in detail because he shows less interrelation with
the other 135 individuals (in terms of the number of clusters): if his results
arc meaningful, then thosce of the others arc likely also to be meaningful.

“The results for Individual 83 are shown in Figurcs 5 - 9 and Tables 1L - 18,
Figure 5 portrays Clusters | and 2. Figures 6 and 7 report Clusters 3 and 4
respectively, and Figurcs 8 and 9 cach report approximately one-half of Cluster 5.

Inscert Fiqures 5 ~ 9 and Tables 1li - 18 about herc

"In the first step of the analysis of the matrix, Individual 6L juined
Individual 130 as shown in Cluster 2, Figurc 5. Individual 5 joincd Individual 39
(Cluster 5, Figure 8) and Individual 21 joincd Individual 125 (Cluster 5, Figure 9).
The members of each pair agrced in having sclected 11 courscs in common, but not
common from pair to pair.

"Since only course sclections used by Individual 83 were included in the
analysis, Individual 83 is included in cach of the above pairs and in every other
combination of individuals as shown by the intersection of lines throughout the
figures.

"Table 4, for example, lists certain courscs (titles and code numbers)
invoived in Cluster 1. The body of the table shows courses which are common to ecach
major intersection point; Courses 2, 5, 8, and 28 wcre selected by Subjects 35, 36,
129, and 48 to yicld Intersection Point A, as shown in Figure 5, and Table 14,
Intersection points involving morec than five courscs (but relatively few students)
were omitted. Courses arc reported in the tables for all of the intersection points
which are labeled by capital letters in the figurcs. The other tables are interpreted
in an analogous fashion,

"In addition to intersection pointy reflecting patterns of course selection,
whenever a series of points is joined by a straight linc paraliel to the base linc,
all subjects of the points thus connccted selected a single pattern of courses.

"Onc individual, Code #68, failed to appcar in the analysis. He took only onc
coursc at Michigan State University i-n common with Individual 83. He transferred to
MSU after having reccived credit in psychology courses elsewherc; the records do
not show the specific MSU courses for which he rececived credit upon transfer. He
was not an appropriate member of a universc in torms of which to study Individual 83.
We left such individuals in the study becausce there were only a few of them and we
wished to indicate that they would -not havc a major effect.

Intcrpretation

“"Clusters 2, 3, and L appear to bc morc meaningful than Clusters 1 and 5.
Cluster 2 portrays a central interest in personality-clinical as related to
psychology in business. Cluster 3 reflects an interest in individual differences
in personality. Cluster & scems to be concerned primarily with understanding the
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dynamics of the developing individual. Cluster 5 scems to be concerned ‘primarily
with the undcrstanding of personality from a more general point of view as contrasted
with a more dynamic, developmental point of view in Cluster 4.

“"Cluster 1 appears to encompass personality from an cxperimental point of view,;
Course 8, lecairning and Hotivation, is an experimental course.

"Individual 83 appears to center his interest in personality or courses
relatcd thercto. This point is further substantiated by referring back to the
couises which the subject did not select; they are less concerned with personality
than arc the courses which he selected.

"'ile conclude that the clusters are in general meaningful, and that the method
has possible values as indicated further by the following development of the method.

Differential Pattern Analysis

""The method can be expanded to do for patterns what item analysis does for items.

ltem analysis selccts the items most highly rclated to a criterion. Analogously,
our method can be expanded to select the combination of patterns which differentiate
in a fashion most similar to an outsidc criterion. The expanded method is called
Differential Pattern Analysis.

"'Suppose, for example, that our problem were to isolate the major patterns
vinich would best differentiate fifty mental patients from fifty normals on a test
of 100 items. In this case, we would procced for each subject (patients and normals),
in the scme fashion as we did above for Subject 83; we would determine the major
patterns for each patient in terms of other patients and for cach normal in terms of
other normals. This step would yield a sct of patterns derived from patients and
another set dcrived from normils.

""Using both paticent patterns and normal patterns, we would compute the agrce-
ment score of every pattern with every other pattern and place them in a matrix.
We would thcn select those patterns uniquely characteristic of cither patients or
normals. A pzattern analysis oi the matrix would facilitate this operation.

"A cross validation would be requircd to determine the ultimate value of the
selected patterns for obtaining the desired differentiation between patients and
normals

Th> Variability of Cateqories into which Peopie Classify

YA further consideration of the above methods emphasizes an important and
fundcmental problain:  The categories of persons with which any given person can
be classified is a function of both the test items in terms of which the person
is assessed and the group of persons with whom he is compared.' (McQuitty, * ),

Summary

To understand a single response by a single individual is a fundamental problem.
This problem emphasizes that we must decide from theory or some other point of view
both (a) with what other responses it it helpful to interpret the given response
and (b) with what other individuals is it helpful to interpret the behavior of the
given individual. The effectiveness of our interpretation of the single response
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by the singlc individual depends on the validity of our choices in sclecting other
responses and other individuals with which to compare those of the singlec individual.

Once thc above decisions have been consummatcd with high validity, then the
motl.-ds of this paper and other similar methods are helpful in isolating meaning-
ful personality structures.

Two cspecially cffective methods of pattern-analysis arc described in this
rzper. Both methods begin with a matrix of interassociations between people (or
other objects). One method secarches for internally consistent submatrices. These
arc usually small, cach consisting of only a few individuals. They are initial
indicators of statistical types, which arc relatively hidden in the data. They
are analyzed in a fashion which clarifics their appearance and develops them into
larger types. Through this procedurc a hierarchical classification of statistical
types is constructed from the bottom up.

By way of contrast, Intercolumnar Correlational Analysis builds the hierarchical
structure from top down. It divides a matrix into two .or more submatrices, at
lcast onc of which represents a statistical type. It continues by dividing and
redividing submatrices until at the bottom every person is rcpresented as an
individual type. This method has the advantage of using all indices of every
matrix or submatrix in making its classifications, while crucial decisions in the
above method are based primarily on only a few indices.

oy o e - —— L ———e —



F
©
e s RO

McQuitty
References
McQuitty, L. L. Pattern nnalysis--A Stetistical Mcthod for the Study of Types. In
Chalmers, V.E., ct al., Labor Manaqement Relations in Jllini City. Vol || 3
Champaign, Illinois: Institute of Labor & Industrial Relations, University of

I1linois, 1954, Chapter 1L, 439-L74,

McQuitty, L. L. Differential Vaiidity in Sonc Pattern Analytic Methods. In Bass,
Bernard, M. and Berg, lrwin A. Chiective Approaches to Personality Assessment.
Van Nostrand Ccrpany, !nc., Princoton, lhicw Jorsey, 1959, Chapter IV, 66-82,

McQuitty, L. L. Rank Order Typal Analysis. kEduc. Psychol. Measmt., 1963, 23, No. |
55-61.

l'cQuitty, L. L. Cepabilities uind Improvemants of Linkage Analysis as a Clustering
Method. Educ. Psychol. Measmt., 1964, 4, nNo. 3, hb1-456.

McQuitty, L. L. A Conjunction of Ranit Ordcr Typal Analysis and ltem Selection,
Educ. Psychoi. Measmt., 1965, 25, No. L, 949-961.

MicQuitty, L. L. Single and Multiple Hicrarchical Classitication by Reciprocal Pairs
and Rank Order Types. Educ. Psychol. Measmt., 1966 (a), 26, No. 2, 253-265.

McQuitty, L. L. Multiple Rank Order Typal Analysis for the lIsolation of Indefenczant
Types. Educ. Psychcl. Measmt., 1966 (b) 26, No. 1, 3-11

McQuitty, L. L. A Mutual Development of Some Typological Theories and Some Pattern-
Analytic Methods, Educ. Psychol. Measmt., 1967, 27, No. |

“McQuitty, L. L. Group Based Pattern Analysis of the Single Individual. Submitted

““McQuitty, L. L., and Clark, J. A. Clusters from lterative, Intercolumnar Corrcla-

for publication to Multivariatc Behavioral Research.

tional Analysis. Submittced vor pubiication to Educ. Psychol. Measmt.

“McQuitty, L. L. A Novel Application of the Coefficicnt of Correlation in the

Isolation of both Typal and Dimcnsional Constructs, Educ. Psychol. Measmt .,
in press.,

~iMcQuitty, L. L. Multiple Clusters, Types, and Dimensions from lterative Inter-

columnar Corrclational Analysis, submitted for publication to Multivariate
Behavioral Reseaich.

o

McQuitty, L. L., Abeles, N., and Clark, J. A. A Scarch for Jdbjective Syndromes of l
Psychopathology, study in progress.

McQuitty, L. L., Clark, J. A., and Price, L. The Problem of Ties in a Pattern
Analytic Method, Educ. Psychol. Measmt., 1967, 27, No. 4

Schubert, G. A. Jackson's Judicial Philosophy: an Exploration in Value Analysis.
Am. Pol. Sci. Rev., 1965, 59, 941-963.

P

Zubin, J. A Technique for Measuring Like-Mindedness, J. of Ab. and Soc. Psychol.
1938, 33, 508-516.

Ao




HcQui tty 4.19

Footnotes

] Throughout this paper, quotations are included which refer to tables and
figures. Whenever necessary, in order to make the code number correspond
to the order in which tables and figures appear in this paper they have
been changed within the quotation.

2 Appreciation is expressed to Multivariate Behavioral Research for
permission to quote from McQuitty, Louis L., Group Based Pattern Anailysis
of the Single Individual, in press (Letter from the Editor, Dr. Desmond
S. Cartwright, to the author, dated 16 February 1967)
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Tahle 1

Agreement Scores between Companies:

A B C D E F G H
A 29 16 16 1 6 117
B 29 17 17 13 6 8 10
c 16 17 26 10 8 9 13
D 16 17 26 10 12 1
E 14 13 10 10 21 1713
F 6 6 8 12 21 19 17
G 118 9 11 7 19 24
W7 10 13 11 13 17 24

*Data from McQuitty, 1954

14
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Table 2

Agreement Scores between Hierarchical Types

AB co EF GH
AB 13 4 5
co 13 4 6
EF 4 Y 10

GH 5 6 10

&
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Agreement Scores of Table | Converted to Ranks within Columns

Table 3

A B c D E F G H
A 1 2 b 4 4 7% 5% 8
B 2 ] 3 3 5% 7% 8 7
c 3 3% 1 2 756 7 b
D 3k 3% 2 | %5 53 6
E 5 5 6 8 1 2 L Lk
F 8 8 8 5 2 1 3 3
G 6 7 6z 3 3 1 2
H 7 6 5 6t 5% 4 2 i

(57 SN
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Pearsonian Coefficients of Correlation beti:2en

Based on Raw Scores

the Companies

A

A +1,0000
8 +0.8:30
€ -0.0590
D -0.1410
E -0.3260
F -0.4880
G -0.4880

H '0-53'0

+0.8530
+1.0000
-0.1170
-0,0030
-C.4360
-0.5230
-0.5380

-0.4170

-0,0590
-0.1170
+1,0000
+0.5640
-0.2060
-0.4520
-0,30190

-0.242C

-0.1410
-0.0030
+0,5640
+1,0000
-0.3960
-0.2660
-0.2340

-0.2920

-0.3260
-0.4360
-0.2060
-0.3960
=-1.0000
+0,4600
-0,0150

'050“50

-0.4650
-0.5230
-0.4520
-0,2660
+0.4600
+1.0000
+0,1810

=0.0850

-0.48€80
-0.5380
-0.3010
-0.2940
-0.0150
+0.1810
+1,0000

+0. 610

-0.5310
-0.4170
-0.2420
-0.2920
-0.0450
+0,0850
+0.4610

+1,0000
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Table §

The Pearsonian Coefficients of Table 4 Converted

to Ranks within Columns

A B c 0 E F G H
A } 2 3 b 6 7 7 8
B 2 1 b 3 8 8 8 7
c 3 L ! 2 5 6 6 5
) b 3 2 ] 7 5 5 6
€ 5 6 5 8 ! 2 L L
F 7 7 8 5 2 ] 3 3
G 7 8 7 3 3 1 2
H 8 5 6 6 L b 2 ]

e

o M S,



McQuitty

Fifth Intercolumnar Matrix of Table 4

Table 6

A B c D 3 F G H
" IS TS TS S IS R RS
"I IES E Y IS B BRSNS
S IS H'S TS IS S R IS
"3 'S 'S 'S B IS RS
=1 <1 =1 =1 41 41 <+ <+l
*2 Y RS BEETS BRE ) BR 3 B 3 B 3
=1 =1 =1 el 4] 41 4] #]
=1 =1 =1 =1 41 41 4 4]
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i
Table 7
The Emergence of Types AB and CD
A B c D A B c D
A +1,0000 +0.8530 -0.0590 -0.1410 A +1.0000 +0.9696 -0.9122 -0.9587-
B +0.8530 +1.0000 -0.1170 -0.0030 B +0,9696 +1.0000 -0,9650 -0.8885
C -0.0530 -0,1170 +1.,0000 +0.5640 € -0.9122 -0,9650 +1,0000 +0.7632
D -0.1410 -0.0030 +0.5640 +1.0000 D -0,9587 -0.5885 +0.7632 +1.0090
Original Correlations First Intercolumnar
Matrix !
!
1
A B c D A 8 c D
- |
A +1,0000 +0.9987 -0.9936 -0.9970 A +1,0000 +1,0000 -1,0000 -1,0000
B +0.9987 +1.0000 -0,9979 -0.9920 8 +1,0000 +1,0000 -1.,0000 -1.0000 |
€ -0.9936 -0.9979 +1.0000 +0.9819 ¢ -1.0000 -1,0000 +1,0000 +0.9999
D -0.9970 -0.9920 +0.9819 +1.0000 D -1.0000 -1,0000 +0.9999 +1.0000
Second Intercolumnar Third Intercolumnar
Matrix Matrix




Table 8

R b i

R

LT v

McQu' tty

.

Ag aent cores between Ubjects
A B € DO E F G H I J K L M N O P Q R 3 T
20 29 20 25 24 20 13 29 20 23 18 28 28 24 30 28 16 22 20
20 20 25 17 15 26 20 5 25 13 26 20 20 27 21 25 20 18 25
29 20 19 26 3% 23 13 33 20 30 18 27 31 26 3% 32 19 30 22
20 25 19 22 18 25 20 18 22 18 27 20 19 25 19 22 21 19 25
25 17 26 22 24 17 23 23 16 28 20 18 23 20 21 24 W 26 W
24 15 3 18 24 20 12 33 17 32 5 29 29 23 30 28 16 32 20
20 26 23 25 17 20 4 19 30 18 26 18 22 25 23 26 24 16 28
13 20 13 20 23 12 4 12 15 16 18 13 11 21 11 13 15 18 12
29 15 33 18 23 33 19 12 20 29 15 30 28 26 33 25 17 29 2]
25 T 22 16 17 30 15 20 i 20 21 21 28 22 24 27 15 31
23 13 30 18 28 32 18 16 29 14 16 25 24 21 29 22 13 31 16
18 26 18 27 20 15 26 18 15 20 16 15 17 23 15 19 21 18 21
28 20 27 20 18 29 18 13 30 21 25 15 27 26 30 26 17 23 23
28 20 3) 19 23 29 22 N 28 21 24 7 27 2b 30 27 19 23 22
0 24 27 26 25 20 23 25 21 26 28 21 23 26 24 25 24 22 24 27
P 30 21 3% 19 21 30 23 11 33 22 29 15 30 30 25 28 17 26 23
Q 28 25 32 22 24 28 26 13 25 24 22 19 26 27 24 28 18 22 22
R 16 20 ! 20 14 16 24 1S 17 27 13 21 17 19 22 17 18 14 30
S 22 18 30 19 26 32 16 18 29 15 31 18 23 23 24 26 22 14 16
T 20 25 22 25 4 20 28 12 21 31 16 21 23 22 27 23 .2 30 3

L1}
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Table 9 s
First Matrix of Ir~*c.columnar Correlations of Tabla 8 1
A B c b E F G H | J K L M N 0 P Q R S T

A +1.00 -0.25 +0.87 -0.42 +0.40 +0.85 -0.04 -0.29 +0.85 -0.08 +0.74 -0.47 +0.87 +0.93 +0.23 +0.90 +0.84 -0.19 +0.69 -0.02

B8 -0.25 +1.00 -0.45 +0.84 -0.48 -0.39 +0.76 +0.13 -0.31 +0.73 -0.42 +0.74 -0.31 -0.29 +0.5] -0.40 -0.10 +0.75 -0.65 +0.60

C +0.87 -0.45 +1,00 -0.5! +0.51 +0.95 -0.23 -0.35 +0.94 -0.19 +0.85 -0.57 +0.88 +0.92 +0.01 4+0.93 +0.76 -0.40 +0.79 -0.16

D -0.42 +0.84 -0.51 +1.00 -0.62 -0.58 +0.63 +0.41 -0.56 +0.63 -0.61 +0.92 -0.51 -0.41 +0.22 -0.48 -0.26 +0.65 -0.61 +0.42

E +0.40 -0.48 +0.51 -0.62 +1.00 +0.60 -0.49 -0.00 +0.52 -0.66 +0.73 -0.47 +0.47 +0.35 -0.36 +0.46 +0.22 -0.61 +0.77 -0.50

F +0.85 -0.39 +0.95 -0.58 +0.60 +1.00 -0.32 -0.28 +0.95 -0.26 +0.92 -0.52 +0.81 +0.85 +0.05 4+0.90 +0.64 -0.39 +0.87 -0.24
-0.04 +0.76 -0.23 +0.63 -0.49 -0.32 +1.00 +0.01 -0.21 +0.86 -0.%49 +0.55 +0.06 -0.01 +0.61 -0.12 +0.16 +0.84 -0.36 +0.85 m
-0.29 +0.13 -0.35 +0.41 -0.00 -0.28 +0.01 +1.00 -0.33 -0.10 -0.25 +0.56 -0.45 -0.29 -0.42 -0.34 -0.25 -0.08 -0.19 +0.00 .
+0.85 -0.31 +0.94 -0.56 +0.52 +0.95 -0.21 -0.33 +1.00 -0.25 +0.87 -0.54 +0.90 +0.92 +0.07 +0.94 +0.74 -0.33 +0.81 -0.14 m
-0.08 +0.73 -0.19 4+0.63 -0.66 -0.26 +0.86 -0.10 -0.25 +1.00 -0.39 +0.57 -0.04 -0.01 +0.63 -0.10 +0.09 +0.89 -0.45 +0.93 i
+0.74 -0.42 +0.85 -0.61 +0.73 +0.52 -0.49 -0.25 +0.87 -0.39 +1.00 -0.58 +2.68 +0.74 -0.12 +0.73 +0.58 -0.46 +0.95 -0.38 ‘
-0.47 +0.74 -0.57 +0.92 -0.47 -0.52 +0.55 +0.56 -0.54 +0.57 -0.58 +1.00 -0.41 -0.43 +0.17 -0.38 -0.18 +0.53 -0.60 +0.45 |
4+0.87 -0.31 +0.88 -0.51 +0.47 +0.81 +0.06 -0.45 +0.90 -0.04 +0.68 -0.41 +1.00 +0.91 +0.33 +0.93 +0.76 -0.13 +0.68 +0.03
+0.93 -0.29 +0.92 -0.41 +0.35 +0.85 -0.01 -0.29 +0.92 -0.01 +0.74 -0.43 40.91 +1.00 +0.27 +0.95 +0.90 -0.19 +0.69 +0.06

0 +0.23 +0.51 +0.01 MQ.NN -0.36 +0.05 +0.61 -0.42 +0.07 40.63 -0.12 +0.17 +0.33 +0.27 +1.00 +0.30 +0.44 +0.61 -0.23 +0.67

P +0.90 -0.40 +0.93 -0.48 +0.46 +0.90 -0.12 -0.34 +0.94 -0.10 +0.73 -0.38 +0.93 +0.95 +0.30 +1.00 +0.83 -0.17 +0.70 -0.01 .

Q +0.84 -0.10 +0.76 -0.26 +0.22 +0.64 +0.16 -0.25 +0.74 +0.09 +0.58 -0.18 +0.76 +0.90 +0.44 +0.83 +1.00 +0.02 +0.52 +0.22

R -0.19 +0.75 -0.40 +0.65 -0.61 -0.39 +0.84 -0.08 -0.33 +0.89 -0.46 +0.53 -0.13 -0.19 +0.61 -0.17 +0.02 +1.00 -0.51 +0.89

S +0.69 -0.65 +0.79 -0.61 +0.77 +0.87 -0.36 -0.19 +0.81 -0.45 +0.95 -0.60 +0.68 +0.69 -0.23 +0.70 +0.52 -0.51 +1.00 -0.38

T -0.02 +0.60 -0.16 +0.42 -0.50 -0.24 +0.85 +0.00 -0.14 +0.93 -0.38 +0.'5 +0.N3 +0.06 +0.67 -0.0! +0.22 .89 -0.38 +1.C9
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rifth Matiix 7 Irntercolumnor Correlaticr.s of Table 8

A 8 c D E F G H I J K L K N 0 P Q R S T

o

”w x> O v

MaOultty

+1.0 -1,0 +1.0 -1.0 +1.0 +1.0 -1.0 -1.,0 +1.0 -1.0 +1.0 -1.0 +1.0 +1.,0 -:.0 +1.0 +1.0 -1.0 +1.0 -1.0
-1.0 +#1.0 -1.0 +1.0 -1.0 -1.0 +#1,0 +1.0 -1.0 +1.,0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0
+1.0 -1.0 +1.0 -1.0 +1.0 +1.,0 -1.0 -1.0 +1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1.0
-1.0 +1.0 -1.0 +#1.0 -1.0 -1.,0 +1.0 +1.0 -1.0 +1.0 -1.0 #1.0 -1.0 -1.0 #1.0 -1.0 -1.0 +1.0 -1.0 +1.0
+1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 -1.0 +1.C -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +i.0 +1.0 -1.0 +1.0 -1.0
+1.0 -1.0 +1.0 -1.0 +#1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0 -1.0 +1.0 +1,C -1.0 +1.0 +1.0 -1.0 +1.0 -1.0
-1.0 +1.0 -1.0 #1.0 -1.0 -1.0 +1.0 +i.C -1,0 +1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0

-1.0 +1.0 -1.0 +1.0 -1.0 -1.0 +1.0 +1,0 -1.0 +1.0 -1.0 +1.0 -1.,0 -1.0 +1.0 ~1.0 -1.0 +1.0 -1.0 +1.0

+1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1,0 +1.0 +i.0 -1.0 +1.0 -1.0
-1.0 +1.0 -1.0 +1.0 -1.0 -1.C +1.0 +#1.0 -1.0 +#1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0
+.0 -1.0 +1.0 -1.0 +i1.0 +1.0 -1.0 -1.0 +1.,0 -1.0 +#1.,0 -1.0 +1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1.0
-1.0 41,0 -1.0 +#1.0 -1.0 -1.,0 +1.0 +1.0 -1.0 +1.0 -1.0 +#1.,0 -1.0 -1.0 #1.0 -1.0 -1.0 +1.0 -1.0 +1.0
+1.0 -1,0 +1.0 -1.0 +1,0 +1.,0 -1.0 -1.0 +1.0 -1.0 +1,0 -1,0 +1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1,0
+1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 -7.0 +1.0 -1.0 +1.,0 -1.0 +1.0 +1.0 -1.0 +1.,0 +1.0 -1,0 +1.0 ~1.0
-1.0 41.0 -1.0 +1.0 -1.0 -1.0 +#1.0 +1.0 -1.0 +1.,0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +_.d
+1.0 -1.0 #1.0 -1.0 #1.,0 +1.0 -1.0 -1,0 +1.0 -1.0 +1.0 -1.0 +1,0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1.0
+1.0 -1.0 +#1.0 -1.0 +#1.0 +#1.,0 -1.0 -1.0 +1.0 -1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1.,0
~1.0 #1.0 -1.0 #1.0 -1.0 -1.0 +1.0 +1.0 -1.0 +1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 -1.0 +1.0 -1.0 +1.0
+1.0 -1.0 +1.0 -1.0 41,0 #1.,0 -1.,0 -1,0 +1.0 -1.0 +1.,0 -1.0 +1,0 +1.0 -1.0 +1,0 +1.0 -1.C +1.0 -1.0

-1.0 41,0 -1.0 1.0 -1.0 -1.0 #1.0 41,0 -1.0 +1,0 -1.0 +'.C* -1,0 -1.0 +#1,0 -1.0¢ -1.0 +}1,0 -1.0 1.0

—— —_——— - ———— - R w - eme - o—— - - —— -
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Table 1]

A Portion of a Hypothetical N by N Matrix of
Correlation Coefficients between People

i J X Xy f=====- XN
Both in the (1 bix Fix
same type l 2
j r -
jx] rsz
Each in b 3 -
any type l #rx]l r
Y
x - -
2y{r r
' xzi X, Y
[}
[]
]
]
]
*N
% p , for example, denotes the mean of all r 'si,
Xli — X'l

s TRl
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Table 12

The Derivation of Pattern A-20 from those

of Individuals A and 20

Items ] 2 3 b 5 6 7 8 9
Individual A + - + - - + + = c
Individual 20 + - - + - + + + -
Pattern A-20 + - = + + -

it
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Table 13

Hypothetical Data Illustrating the Computation of

Agreement Scores between Patterns

Code 2 3 7 8 16
Pattern 83-1 yes yes  no yes  yes
Pattern 83-2 yes no vyes yes yes
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Table 14

Common Course Selection in Cluster 1, Figure 5

Intersection Points
A B

2 5
5 8
8 28
28

Courses in Cluster |, Figure 5:

Personality, Experimental

2-General 8-Learning & Motivation
5-Personality 28-Abnormal

4

SR

1o g
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Table 15

Common Course Selection in Cluster 2, Figure 5

intersection Points

c D E F G H

2 3 L 6 4 6

3 L 5 5 8

[ 5 6 6 20 {

5 6 28 |

6 l
Courses in Cluster 2, Figure 5; ‘

Personality-Clinical, as Related to Business

2-General 6-Business & Personnel
3-Principles of Behavior 8-Learning & Motivation
L-Elem. Quan. Problems 28-Abnormal
S5-Personality 29-Survey of Clinical




McQuitty

AR T SRRl 0 IO

Table 16

Common Course Selection in Cluster 3, Figure §

Intersection Points

| J K L M N 0 P
2 2 27 3 3 27 B 27
15 27 28 6 6 b 29
27 28 8 27 27
28 27 28 29
29 28

Courses in Cluster 3, Figure 6:
Individual Differences in Personality

2-Generai

3-Principles of Behavior
L-Elem. Quan. Problems
6-Business & Personnel

8-Learning & Motivation
15-Infancy & Preschool
27-Tests & Measurement
28-Abnormal

29-Survey of Clinical




24 Gk

k.
8

McQuitty

Table 17

Common Course Selection in Cluster 4, Figure j

Intersection Points
Q R S T U v W X Y

3 3 15 3 15 15 € 15 b

3 15 258 15 16 15 28 13

15 25 16 28 16 15

"5 28 28 28
30

Courses in Cluster 4, Figure 7:
Dynamics of the Developing Individual

3-Principles of Behavior
L-Elem. Quan, Problenms
6-Business & Personnel
8-Learning & Motivation
13-Social Mo ements

15-Infancy & Preschool
16-Middle Childhood
25-Modern Viewpoints
28-Abnormal

30-Cynamic Theories

£

Zar SRy WA

et BRI

SIN

N
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McQuity
Tab!e 3
Common Cour.~ Seleciirn inr Cluster , Figeses 8 °F 9
B - Intersect{;h_boT:;;.~ -‘-
~ [0 CC OO EE FF 6G B4 li JJ Kk LL 'M NN
3 3 3 3 2 3 2 Z 2 i 3 3 > 3 3
L 8 8 8 3 3 3 3 5 5 28 L I 5
oo 23 4 5 5 5 28 15 28 15 13
o6 28 5 15 23 8 28 28
o 15 28 28 29
28
C.ovses in Clust. 5, Fiw-e 8 67 (orsonatiry-iencral
Z-Ger o a 13=-focial Hoverant
3=rinciples of Bk vior 15-.1 “ancv & Fresctooi

L-Eiem, Quan. Proklers

5-Personality

8-Learning & dotivation «8-Abro

16-Micd.Te L. idhood
23-Hunan Learrning

h

2G-Surve R iRt

i




HeQuir

o

Hierarchical Types co

Imperfect Types A

8 c 0 3 F G H

Fig. 1 Types of Companies in Terms of Some Union-Management
Characteristics
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Fig. 2

A B c D E F G//A\h

Hierarchical Classifica
Rank Order Typal Analys

tion of Companies by
I's of Agreement Scores
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Fig. 3 A Typology of Certain Silverware Patterns

Numbers at intersection points report number of iterations required to yield
a matrix of plus and minus ones only

= —
Bﬂ.u . . P. .l,l.l.rlr.nr.jil
Starting Point; all varlables ~ﬂ
0 h__.ﬁ are in a single matrix i
L
c
o
= 8
- 6
85 |
€& 12 7
a -—
O .c 3
2] 5
Q
5 16 5 _
ES
“ o 20 6
“ a
] 4
c 8 5 v
.MG 24 3
E wn )
2 5
0
e 28 1 !
[ VI ]
e 19 |
st 32 I _
Y
38
v — wm
=
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Catecory #

Responses i, j,k, & 1=iyp2 2
Subjects .

Sibjecis

/> Lot gk s} fesponses | and 1=7,; . .

~atngory U Responses i, r,s, & 1->Type Y//
Subjects

Fig. &4 Ilustrating ivo Kinds ot Cifferantial Validity
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Number of Courses Taken by the Clusters of Students

10

11

Code Numbers 35 36 129 48 mo 112 m 53 rb 71 80 46 106 i 86 99 18 66 130 101 30 20 33 mm.
of Students
Lletters refer to intersection points where five or fewer courses were taken in common,

Cluster No. 1 - Personality- Cluster No, 2 - Personality-Clinical,
Experimenctal as Related to Business

Fig. 5 Hierarchical Classification by Reciprocal Pairs on Students Using the Responses of
Student No. 83
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Number of Courses Taken by the Clusters of Students

10

11

I

L /11

McQuitty

@2 gwmom

Code Numbers 4 17 63 88 74 57 132 75 95 102 11 43 |20 Lo

of Students 6 37 64 73 91 136 23 27 62 59 58 120 65 15
Letters refer to intersection Cluster No. 3 - Individual Differences in Personality
points where five or fewer courses

were taken in common

Fig. 6 Hicrarchical Classification bv Recinrocal "»irs o~ Stuserts Using trn- Pasuonse cf
St “ent No. 83
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Numbcr of Courses Taken by the Clusters of Students

Code Numbers 2 54 134 19 97 12 22 126 5] 32 72 104 115
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Cluster No. 4 - The Dynamics of the Developing Individual
Letters refer to intersection points where five or fewer courses were taken in common

Fig. 7 Hierarchical Classification by Reciprocal Pairs on Students Using the Responses of
Student No. 83
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Principles of Behavioral Taxonomy and the Msthemstical
Basis of the Taxonowe Computer Program
Rasymond B. Cattell
University of Illinois
and Malcolm A, Coulter

Netional Institute for Personnel Research
Johannesburg, Union of South Africa

1. Two Concepts of Type: Homostat and Segregate

Placing people in types is an ancient pastime; but one still far from
being fully understood in respect of both conceptual aims and methods of
enalysis. PFor example, the reciprocal relation of typing to the description
and prediction by attributes and dimensions, discussed in the earlier Q-
technique controversies (Burt, 1937; Cattell, 1951; Stephenson, 1936), yet
remeins to be properly worked out. 7To this day, the conceptual basis for
types has remained crude compared to that developed clearly for attributes
(by surface and source traits (Cattell, 1946), as defined in modern statistical
models (Burt, 1950; Horst, 1965; Thurstone, 1947; Tucker, 1964)).

Elsevhere (Cattell, 1957), a list has been given of the rank and riotous
verbal usages of "type'. Such use as in Jung (1923), end meny others who
define types asg the arbitrarily cut extremes of any bipolar continuous dimen-
sion, we shall set sside as more aptly handled by direct measurements on bi-
polar source traits. What we wish to designate as a type is the formal entity
central to much psychological and biological clessification, embodied in the
last by the concept of s taxon, e¢.g., species, genus, family, etc. (In
psychology, we need -not neceasarily sdopt the biologist's further concern with
“dendrograms," i.e., the arrangement in classificatory hierarchies.) Types
appear in psychology as groupings by occupational skill, complexes of attitude
in political groups, pathological syndromes, and by certain genetically deter-
mined patterns of behaviour.

Psychometrics hes, in its mein developments, ignored this granulation of
its populations in favor of s simplified world of homogeneous normel distribu-
tions of characteristics and linear relations between them. Over the normal
renges of behaviour, the spproximstion has been good enough to permit the
effective prediction of individual difference by means of broad personality
factors. But as resesrch broadens, the realities of wmore complex natural
distributions demend to be considered. Considerations of efficiency require
that our models begin more explicitly to encompass types, and the non-lineesr
relations and pattern effects which go with them.

We shall, therefore, begin with the central, if initially over-simplified,
definition of & type as the most representative pattern in a group of individuals
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located by a high relative frequency -- a mode -- in the distridution of perecns
in multidimgnsional space. This definition will be made more stringmti as we
proceed. The principle possibilities are illustrated for one and two dimensions

by Figure 1)
(Insert Pigure 1 here)

Pigure 1 is intended to uring out that: (1) non-norwmal, multimodal
groupings can easily exist in a wultivariate distribution sven when the distri-
bution projected on any one of tlLe dimensions is virtually normal; (2) all .
modes are relative as to density, so that) as at A;, A3 By, By Cyy Oyy and
D, D2 in Mgure 1, one can have "types within typee"; and t}) tb} thare are
really two distinct possible definitions of typs, one hinging on (a) high muSwal
similarity of members) i.e., sll coming within a circumscribed distance of one
another as illusirated by those lying in the dotted circles 1) 2, 3, and &, and
(b) Porming part of a group in which, though scae members may extend to remote
distances from others, each is less remote from ancther member of that group
than from individuals outside the group, e.g., as shown by the types B and C,
Thus, persons in the regions A, C;, and B, constitute two types, 1 and 2,
agoording to definition 2:;, whereas they fall into three types, A, C}, and By,
acocording to definition (b).

A definition with Buclidean or Boolean rigour for these two conoepts will
be given later, but on the temporarily adequate basis already given, we shall
refer to them respectively by the term homostat, meaning "a set of people
standing at closely similar positions in space", and segregute, implying "a sed
consisting of people continuously related through other people in the set and
isolated from those outside, but not necessarily similar in position, i.e.,
not of high homogeneity". Readers may find it convenient, as ve have in our
own laboratory discussions, to designate them "stat" and "ait" respectively.

A glance at past psyclological work on types e.g., MoQuitty's pattern
analysis (1963), that of Nunually (1962), Oversll (196‘05, and of ourselves with
the pattern similarity ocoefficient (1949, 1950, 1952), shows that attention has
hitherto been operationally directed sxclusively to homostats, despite the oone-
cept of segregates having sometimes been obviously present in the writer's mind.

2. The Most Promising Model, From a Socientific Standpoint

The main aims in research on types are: (1) To produce a methodology
for operationally locating and identifying segregates and homostats. (2) To
develop mathematico-statistical formulae, based on improved models of type, for
utilizing test results for predictive purposes and for investigating laws vhich
may arise from the peculiar nature of types.

Briefly to anticipate what this cecond step may comprise, we would point
out that Aristotelian classification permits predioctions of the kind: "This is
a dog; therefore it may bite"; or "This is a schisophrenic; therefore the
prospect of remissions is not high." In other words, a classification by
vaiiables of one kind may permit prediction on othsrs not included in the imme-
diate observations. As will be brought out later, the use of types need not
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stop with this Aristotelean, categorical formulstion. It will lead rather to
the recognition that in numerical data, the relation of a "test" to a "criterion”
may be very different within species from that obtaining between species. Thus,
the relation of two variables could be nci-linear across all individuals in the
total genus, yet exactly linesar within each species. The use of distinct in-
snd between-type dimensions instead simply of a single set of broad dimensions
across a genus demands that before date is fed to the computer, one has to con-
sult an encyclopedia (to recognize, by appropriate properties, each individusl's
belonging to a particular species). The reward, however, of this classificatory
labour is likely to be a more accurate prediction from the individual's scores,
or the discovery of clearer laws for the segregated types, obscured in the mix-
ture of species in the genus.

As we proceed to more precise concepts for both discovering and using
types, it is necessary (since particular exemplifications in, for example,
goclogy, psychology, astronomy, mineralogy are likely to differ) to define the
breadth of our approach, Our aim is to be comprehensive (our association with
Sokal and Sneath (1963) and Zades (1964) in applications to entomology has been
encouraging and enlightening in this respect) and we beliesve that the psycholo-
gist, before he devotes his ingenuity to statistics, would do well to take a
philosophical psuse, for he needs to develop a plausible scientific (not merely
a statistical) model of types, based on speculation as to how and why they arise.
Briefly, our theory is that types arise from three causes: (1) Adaptive Success,
beceuse of specisl value in the combination (survival value in biology, utility
of human artefacts), (2) Combinations Required by Natural Law, where a pattern
repeats itself modally because it is required by a perticular combination of
natural lavs, e.g., crystalline forms, cloud types, solar systems, and (3) Bio-
social Gravitation. This supposes that once the beginnings of a type exist
there will be 2 tendency by imitation for individuals to gravitate towards its
controid. This occurs socially in fashions and fads and biologically in species
formstion, (Sewall Wright's '"genetic drift" has relations to the latter.)
Obviously, psychology has types of all three kinds: the skill and personality
patterns of different occupations are exammles of functional adaptations; the
behaviour pattern of delirium tremens or Huntington's chorea have no adaptive
velue and occur simply as inevitable patterns from laws of neurological break-
down, etc., cultural and racial types relate to the third souzce.

All three sources indicated by this theory of type origins would result
in some combinations of parsmeters being represented by high (modal) frequencies
vhile other zones (combinations) in the coordinste system, which theoretically
might be filled, remain empty of individuals. Parenthetically, it will be men-
tioned that in functional adaptations dependent on either evolution or humsn
invention, the additional possibility must be considered that some zones are
unoccupied not because they necessarily represent a n-n-functional combination,
but because for some reason they cannot be, or have not yet been reached. 1In
biology, the intermediate mutational steps necessary to reaching some advan-
tageous end pattern may be chemically unstable or biologically lethal. The
giraffe's neck had time to grow gradually as his forelegs grew, so that he
achieved the advantages of height without losing his capacity to drink; but
other useful biological combinations might be too much of a "tour de force."
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The matrix of scientific necessities out of which types are borm will
presumsbly be indicated in some degree by the varying textures, dendrogreme
(hierarchies) and cluster sizes emerging, as discussed in Section 8 below,
However, both for adaptive types and natural law types, there is reason to
expect that: (1) there will arise an unusually high frequency of cases in
which some particulsr range of scores on parsmeter x is associsted with »
special range on parameter y, because this is functionally useful and is pre-
served snd multiplied. Secondsry pairs of optimum ranges will generally also
exist, but apart from these modes, instances of individuals with other cowbi-
nations will be rare; (2) smong individusls at thcse modes some entirely new
orgens and therefore dimensions may appear which are not present in the generel
"population" (and, therefore, the distribution of these for the general popu-
lation would have an extensive positive skew. For example, among the types on
the tes table, only teapots distribute on the '"length of spout" varisble);

(3) & class vhich we may call "across species’ variables may be practically
normslly distributed over memb-trs of the whole genus despite meny ''species type"
segregations, while the class of "within species' variables will, as stated, be
badly skewed. These type concepts thus imply the recognition of thrce classses
of variables, with greatest relevance, respectively within species, between
species, and across the vwhole populstion of the genus; and (4) by reason of
informstion in these varisbles, one will in genersl expect to have to complete
the description of type segregation and distribution by reference to "higher
order' structures, briefly indicated here by the terms textures and hierarchies.

Some slowness in coming to grips with the necessary concepts in this

field must probably be ascribed to certain hebits of mind, which favour simpli-
fied mathematical abstractions even when they fail to describe and do homour to
the intrinsic irregularity of the dats., Analyticsl geometers sre not easily at
home with topologists, and here even topologists themselves are being forced to
face the intractable specificity of detail elsewhere faced only by topographers.
The problem is very close to that of describing the actual cloud masses ot o
given moment in an n-dimensional sky. Even when this goal is acaitted, most
people begin by thinking oI discrete cululus clouds neatly spaced in s summer )
sky, but are forced at the end to come to terms with the ultimate in irreguler
mtsses -- an October storm-wrack. Those who develop geometrical models and
statistical procedures have no alternative but to brace themselves for this
degree of complexity if they wish to describe the variety of human beings in @
society or what actually happens in biological evolution,

3. Two Alternative Principles for Locating Stats

Anyone who has followed the history of psychologists' attempts to handle
the type concept, with Q-sort, D, discriminant functions, Holzinger's B g
cosfficient latent class analysis, etc., must admit thet little of theoretical :
or practical psychological importance has yet emerged, and he may juctifiably
wonder whether the tools and concepts have been adequste. For example, psychia-
trist's syndrome groupings, despite some application of correlation methods by
Degan (1952), Huffman (see Cattell), Lorr (1962), Wittenborn (1951), and others
continue to take their authority from subjective clinicel impressions, while in
social psychology and related aress, it is hard to point to sny theory which
has arisen from a statistically adequate demonstration of types.
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Elsevhere (Cattell: 1951, 1952a), appeals have been made for, recognition
that in classifying individusls by resemdlance methods: (1) Q-sort” is vitiated

1Q-oort, principally propagated by Rogers (1951), is a rank corrslation version
of vhat may be called a Q-bar (3-) technique. It is important olearly to dis-
tinguish Q-technique (sometimes called Ql-technique) which stops at f{inding
oorrelation clusters, from true Q-technique, which is a full factor analytic
technique (the transpose of R-technique) aimed at obtaining dimensions. Sinoe
Q-technique depends on the correlation occefficient, one cannot, for the above
reasons, agree with its otherwvise careful and precise use in the extensive
taxonomic work of Sokal and Sneath (1963). Types are not factors. Q-technique,
on ths other hand, yields types and will do so without throwiag away important
evidence if it uses r_instead of r. Inocidentally, for bdrevity we shall refer
$0 the square ntr:l.x,’\dth the same people at top and side, which is a common
beginning of all the above resemdblance methods of typing, as & "Q matrix.”

80 long as variables rather than factors are used, and without a principle for
sampling variables. For indices of resemblance are ocompletely unstable and
meaninglees wvithout either resolving variables into factors or taking thea in

e stratified sample; (2) use of the correlation coefficient gives misleading
result:, for it throws awvay indispensadle information, recording only the shape
similarity of tvo profiles vithout reference o level or acoentustion (Cattell,
1951); (3) Bolsinger's B coefficient (Holsinger and Harman, 1941) disregards the
difference detveen nuclear and phenomanal cluster structure wvhioch is discussed
dolov; (&) lutent clase (sometimes called latent "structure") (lLasarsfeld, 1960),
though a statistically oclearly developed method, does not meet the need for a
paremstric treataent of the assignment of individuals to olasses; (5) the multi-
ple disoriminait function is not a means of finding types, but only of giving
eauphasis, rigidity, und spparent precision to groupings initially discovered by
other and usually more sudjective methods.

Faced with these inadequecies of present type ooncepts and search methods,
one recognizes the possidle need for a radical re-orientation. This is reached
first by reaMsing that the idea of type hides tvo very distirct ooncipts --
entities vhich wve oall stats and aits -- and, seocondly, by recognising two
distinot methodologiocal approaches to locating these in nature. The implioit
definition of a stat (or "homostat") above can be sharpened now to a set of
individuale within vhioch the mutual resemblance of all pairs exceeds a certain
value, significantly higher than that obtaining between pairs in the population
at randoa. Although a segregate (or "ait") is different, we shall find that
the stat is & necessary oconoept in reaching it, so the location of stats ie
first treated here and the operational definition of aites is deferred.

To locate a stat, one of two droadly different approaches are open to
uz, as {follows:

(1) The Inter-1d Relation Method. This starts with people (or other

individual patterns)® as reference points in a space defined by coordinates
oorresponding to the factors, etc., by vhich individuals are measured.

— T .
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23ome general term is badly needed for the individuals vho provide us with the
dimensions (in fector analysis) or types ultimately extracted. Although the
peychologist ocmmonly thinks of people, these entities (each defined as a
pattern), even in psychology, must also include such things as groups, proe
oesses, culture patterns, etc. Since a set of firmly defined and inter-related
terma for all elements :‘n the basic data relation matrix has been adopted in
the new Handbook of Multivariate Experimental Paychology (Cattell, 1966), I am
proposing to use here consistently the term id for any and all entities of this
kind. That is to say, a Q-matrix is defined as bordered by ids and having in
its cells scalar quantities expressing the relation between ids. Incidentally,
this usage of id is so remote from the other usage in psychology, if psycho-
analysis is to be so, that no comparison can exist.

It calculates the distance of each person from every other, locating first the
dense "plexuses" of people, and secondarily, the position of the centroids of
such groups. Most simply, s square matrix (a "Q matrix") is set up bordered
by the same set of people on the two sides. Into the cells are entered the
quantities which express the similarities of the members of the pairs defined
each by a row and a colurm. Methods can then be developed to find the clusters
of people constituting stats, and later, aits.

(2) The Density-in-Space or "Cartet Count" Method. Here, one begins
with ids placed in position in a coordinate system by a matrix of scores on
the coordinates. Convenient intervals are then taken on these coordinates to
define “cartets" -- which, in a two-dimensional map, would be squares fixed
by boundaries of latitude and of longitude. A computer program oan then be
written to count the number of ids in each such square ("hyper-cube" or, most
generally, "cartet," if we may suggest such a term (after Desoartes)) for such
a rectangular subspace in a lattice of Cartesian products. Pixing a "signifi-
cantly high density” count by relation to the average total density, one could
first set agside stats, and, by secondary process discussed below, aits. Some
experiments would be necessary regarding the size of the component subsets of
Cartesian products in order to best bring out the modal groupings in relation
to the general texture of the domain.

One must recognize from the beginning, however, that the "ocartet-count"
method will soon reach a number of cartets to be counted that could be onerous
even for an electronic computer. The difficulty is illustrated by the fact
that with only 16 dimensions, and intervals restricted to just 6 in number
(3 plus and 3 minus) subtending each one standard score, for each coordinate
the total number of hypercubes {gu-totl) which would have to have their con-
tents exanined by counting is 616 = 2,830,000,000,000 (approx.). On the other
hand, the number of resemblance entries to be examined in a Q-matrix, by the
inter-id method ((1) above), also increases exponentially and is fairly for-
midable with four or five hundred people. Typing procedures, with any adequate
sample of ids, are necessarily and characteristically going to be demanding of
computer time. In practice, with the cartet oount approach, one might often
be content to use only two coarse score intervals per coordinate scale, but in
8 16 element profile (vhich is probably fairly typical of psychological needs),
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the ocudbe count would still have to eover 216 = 240,000 counts.

In this article, we shall concentrate on the inter-id approach eince the
cartet count procedure is obvious. Here, one needs first to find a sujtabdle
index of resemblance detween any two ids, presuming each to de already measured
on a profile of dimensions. For this, and allied purposes, the profile siai-
larity index, r,, has been developed (Cattell, 1949) as being free of the drav-

backs of r, of anodis' D (1936), and of some other at times pepular indices.
The profile similarity coefficient, rp, has the formula:
) 2‘ - \L;.dz
T, = (1)
Ay + 542

vhere k is the number of profile elements; each d is the &ifference, in
standard soores, o!‘ the two people concerned, on any one profile element, and

ll‘il the median X° value for k degrees of freedom. At k=20, k,=19.337, s0
that above, say, 20 profile elements there is not much argument for using k,

inetead of a simple k in the first part of the numerator and denominator.

The former will exactly divide the possible rp's into equal numbers of positive
and negative values, but the former will give a zero sum of negative and posi-
tive rp's. The advantages of this ry over the Mahalanobis (1936) distance
function, D, are:

(1) T™at it gives comparable values from study to study in comparing two
ids, regardless of the different metrics and numbers of profile elements. This
it does because (a) all coordinate values are in standard score, not different
units for each, and (b) the formula allows for differences in the number of
coordinates (profile elements) in evaluating the "distance." Moreover, it
behaves very similarly to the {amiliar correlation coefficient, registering O
vhere the relation between twn people is no better than chance, +1.0 when they
are perfectly alike, and -1.0 wvhere they are as unlike as possible. By oon-
trast, one never knows wvhat the meaning of a particular D value is without an
elaborate consideration of additional circumstantial facts or the making of
additional calculations.

(2) Since different investigations in the same domain often differ some-
vhat in the number of dimensions they employ, both of the above features (1(a)
and 1(b)) help in surveys uttempting to integrate conclusions about types.

(3) A significance test has been worked out by Horn (1961) for rp and
other properties are under investigation. This and other developments of the
index promise reasonable prospects of programs making it negotiable in further
areas.

On the other hand, unlike D, rp does not have simple Buclidean distance
properties. The relation of r, to D (when the latter is put in standard scores
form) is shown in Figure 2. Ig will be seen that in the central range, it is
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spproximately linear and the relation is still closer to linearity for the
special rp derivative, ry,, proposed belov. However, non-Ruclidesn spaces,

if ptop.rgy understood, can be as usefully menipuleted as RBuclidesn and the
temptation of convenience offered by the use of familiar space must be rejected
if the Buclidesn representation, D, does not also give the greater psychologi-
cal convenience, e.g., in vocational selection, etc,, which is provided by the
use of r_.,

P
(Insert Pigure 2 here)

With this crystallizetion of an acceptable means by which the similarity
of ids, i.e., of people, stimulus situstions, groups, processes,” etc.,

3P¢nnthetica11y, to ward off any incorrect sssumption of formsl nsrrowness in
our approach, let it be noted that the whole trestment of similerity by attri-
butes as nroposed here includes application to processes as well as structures.
A psychiatrist, for example, may say that his assignment of an individusl to
the syndrome type '"schizophrenia" includes observations on the course of onset
itself, and the notion of a melign outcome. Such process attributes can, of
course, be included along with structured, "immediste" messures in the desig-
nation of a specific profile of msasures. (When r, is used thus to locste
types of processes rather than types of persons, certain time sequence infor-
metion, distinguishing a configuratier :.attell, 1957, p, 396) from e profile,
must be included.) The procedure can also be used for grouping processes a8s
such, as discussed in detail elsevhere (Cattell, 1966).

measured cen be measured, using s profile of dimensions, let us turn to the
next problem. This concerns the use of such an index in the id-relation
procedure for finding types.

4. Defining Stats in (a) General Purpose Dimensions
and (b) Specisl Criterion Punctions

It is pert of the conceptusl inadequacy of the spproaches hitherto msde
by scientists to the type concept - even in some of the best technical work,
as of that by McQuitty (1961) or Soksl and Snesth (1963) -- that operations
have been set up to find & homostat without recognizing that it will not have
any uniqueness of center snd boundary, for such uniqueness is characteristic
only of & segregate, This arbitrariness and subjectivity of the stat, not
only in width but also in position and even with sn exact index of similerity,
can be most quickly realized by & two dimensional example, as in Pigure 1.

The investigator has to begin with soms choice of similarity level as
"significant" or '"outstanding'; and though a rationsle is given below for
computing & finally objective boundary value for r_., the limit of belonging
must initially be arbitrary sand tentative. Doﬂ.nig; a stat by the property
that every individual in it must resemble every other above this limit means
that in Figure 1 (neglecting the slight departure of rp from sn Euclidesn
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distance) all people within a circle of diameter equal to rp are in the seme
stat, If the rp limit is well chosen, the majority of such circles drawn over
much of the graph will each enclose less than two people. Only where there

is & dense modal accumulation will more than two people, i.e., a type, be
"lassoed" as, for example, at 1, 2, 3, and 4,

However, we must note (a) that sometimes, as at 2, individuals in two
distinct aits will be caught in one stat, and (b) that, as in 3 and 4, two
correctly defined stats will nevertheless overlap. In fact, there could be
a whole series of stats in a dense «xea, each including many ids and different
only in the inclusion of one differint person from its neighboring stat. This
cen readily be seen if we imagine, say, 50 persons evenly following in the
given coordinate space in a long row, with a circle diameter chosen to include,
sey, 3 persons at a time and finishing with 48 3-stats.

Purthermore, when we pursue in Section 6 below, the operational steps
for loceting stats from Q matrices filled with similarity indices, i.e., for
going from the algebraic to the geometrical view here briefly invoked, it
will be found that the psychologist needs two distinct concents of stats,
which are there named and defined as nuclear and phenomenal stats. Never-
theless, despite these complications and uncertainties of ultimate inference,
the recording of stats has both direct value in itself and ancillery value
aleo in providing a basis for proceeding to aits. With this foretaste of the
problem of discovering stats, to which we shall return, we must pause a
moment to solve a prior problem, one which stands squarely in the way of our
progrcss, namely, an uncertainty about the very m2aning of similarity. Por
in spite of the apparent precision of our r, coefficient of profile similarity,
it will become apparent that we cannot use it in all situations we might
encounter until we have corrected it to less restrictive assumptions. In
fact, we must pause briefly in this section to make some almost philosophicel
inquiries about the purpose and setting of its use.

The design of r, has cleared it of giving accidental and unknown
weights to different profile comstituents, but it has left it with the
rigid assumption that all dimensions receive exactly equal nominal weight -~
and this mey not fit all purposes.

As vas pointed out in the original logic for rp (Cattell, 1949) both
the philosopher and the man in the street have alwayl been haunted by @
distinction between the character of the object in itself ('das Ding an sich"
of Kant) end what it does or is useful for, (Perhaps even Hume's "primary"
and "secondary,' or the theologian's ''grace" and 'works" might be related to
this distinction,) Certainly in the operation of psychological prediction,
ve constantly and confidently make a distinction between traits or 'predictors'
and predicted performances or 'criteria.' Viewing this from the standpoint
of type distributions, it is easy to see that the modal groupings we would
get on certain criferia will differ from those we would get on the total
profile of traits. By the same token, for a barber, a brush, a comb, and a
pair of scissors belong in the same class, while a screwdriver and s bottle
opener do not. But by the urgent drinker, the bottle opener, the screv-
driver and the scissors are seen ss promising members of s class to which
brush and comb do not belong.
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The present writers, in basic personality research, do not accent the
psychometrist's differentiation of test and criterion as hsving any fundamental
status. But the difference between the total personality profile of behaviour
extracted traits and s single 'criterion' (or any other) performsnce is resl
enough, The latter is always some quite specific msthematical function of the
former. On such # specific function, the modal stats (or aits) will be
peculiar, to that derived variable, i.e., different from the distribution on
other functions or in the k-dimensional trait profile space. This is the
msthemstical expression of the statement that "all clessificetions are sub-
jective, depending on the purpose of the classifier.” Indeed, it is the
general profile classification which now begins to look doubtful sand subjective
compared to that on the concrete criterion snd we find ourselver ssking,

'What do we mean when we talk sbout 'the thing in itself'?" By what right,
for example, did we start by giving equal weight to measures on the k dimen-
sions of the profile in the r, calculation. The fact that our initiel concept
of shape comes from the physical world (Newtonian, at that) fools us in the
wider contact, for we are naturally accustomed to giving equal weight to
height, length, and breadth meassures. What the psychologist really has to
deal vwith is a severe case of Einstein's world, with dimensions variously and
severely contractible.

The only firm basis for a system of weights for dimensions, #s pointed
out by Burt (1937), by the present writer (1946, 1957) and by Kaiser and
Caffrey (1965), is a concept of a nopulation or universe of behavioural
variables, from which the dimensions derive. A rigourous and operational
basis for dimension weights in the personality realm has long been available
in Cattell's personality sphere concept (Cattell, 1946; Cattell and Warburton,
1967). Employing equal weights for the k elemsnts of the profile used in T
is therefore justified only if one has demonstrated that thase dimensions
approach a certain relation to the personality sphere. That relation is that
the squared loadings of each factor over the personality sphere of variables
sum to the same value as for all other factors (or, since in practice one
must work with a random or a stratified, that they approach equality within
the limits of error). At the present stage of knowledge, about primary
personality factors, it seems quite unlikely that they will show such equalitcy.
Consequently, we shall undertake in the following section to generalize the
coefficient of profile similarity, r_, to meet the need for unequsl weighting,
as well as to add other needed flexigiliticl.

3. Varieties Vithin the Family of Profile Similarity Coefficients

From the precedinz section, it becomes evident that the cormonly
used profile similerity coefficient, T, is really one of a special cese:
one of meny possible formulae within a family of coefficients. There could,
for example, be weights and polynomial expressions for calculating similarity
(or "'distance") with respect to all kinds of relations to criteria and
particulsr combinations of criteria., The ordinsry r, is a special case from
these in operating with a linear combination of squared differences which
gives equal weight to all dimensions. Furthermore, its quadratic form
specifically assumes a non-linear, parabolic relation of individual traits
to criteria., This means that in evaluating the extent to which an individusl
belongs to 8 clinical syndrome "type' (or to take another exsmple, his
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"sdjustment” to the idesl, stable profile of those in a given occupation), it
(a) penslizes equally for under and overshooting the criterion value and
(d) does so in terme of the square of the deviastion involved.

Obviously, modifications could be made in the similarity formuls to fit
all kinds of sssumptions about the reletion of trait to performance, which
could be expressed in various polynomials relating profile factor scores to
the criterion. Indeed, one instance of modifying the rp index which may be
briefly mentioned, because it is actually more consistent with the widely
peychologically used linesr factor specificetion equation than is rp, is vhat
we shall distinguish as the coefficient of linesr similarity, r,. In this,
the signe of the d's, standard score differences of two persons on the
succession of factors, are preserved in the addition and the coefficient will
indicate not only the degree of similarity of two persons, but also which
is positive (higher) relstive to the other. It is defined by where there

2kNb -) bd
ooy

r.Pll’z ] ' —
2k) b + ) bd

axe k profile elements, the b's are the factor weights and the d's the
differences on the factors, person p elways being subracted from person Pp-

The expression, r_, will preserve consistency with the familiar linear
specification equation, but the similerities thus calculated will lose any
relation to an Euclidesan distence. Yet another member of the profile similarity
femily, and one which succeeds in approaching Euclidean distance properties
even better than r_ (see Figure Zz is wvhat we msy call the coefficient of
nearness, r, dcflgcd as follows:

- ———

2
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‘Strtctly the expected value of\/zdz is \/ﬁ (1 - 1/4k + 1/32k2 £ k3

128
+ ... ); but \/Zk is a close enough approximstion if k is not too small.

The greater conformity of r, to Euclidean space (i.e., to s generalized
D) is shown in the graphs of Figure 2, Like all members of the r_ family, r,
has # numerically immediste meaning 2s s similarity coefficient iR that 1t
yields O when the relationship i{s an sverage, random value; it reaches +1.0
for exact likeness; and spproaches -1.0 for maximum dissimilarity,
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What recommends it less than rp is that its distribution skews more, approach-
ing 1.0 very slowly. At a 5 sigmes difference on every element it 1s still
only approximstely -0.6. This slowness to approach -1.0 may express a
necesssry truth namely that in sny ordinary biological or social population
extreme opposites are much more rare than individusls who closely resesble
each others. This inference, as well as certain other properties of r, and

T, warn us that in averaging and in other manipuletions of pattern similarity
coefficients we need to watch certain pitfalls., Since there has been practi-
cally no reported experience with r,, vhereas r, has been apprecisbly tried
out, our further discussion vwill keep to the lagtcr, considering the further
1ssues of weighting and obliquity only in regard to the generalized r  formula.

Published uses of r, to date have used the specific, non-generalized
form, vhich has two mein assamptions: (1) that the factor measurements are
orthogonal, and (2) that the elements (factors) are to be given equal weight,
Yet most known personality and ability source traits steand obliquely to one
another so that assigning nominal weights to items would not give equel
statistical weights. /And often we wish to give them known unequal weights,
which, incidentally, imnlies also that we are giving certain weights to the
higher strata (Cattell, 1965) factors arising from the oblique factors.

Probably it would be correct to say that most psychologists implicitly
assume in comparing nersonalities that they want to give equal weight to esch
and every behaviour in real life, i.e., to consider the realm of crite.’'ion
nerformance as the basis for perspective. If so, they should recognize that
to achieve this goal it will nevertheless be necessary to give unequal weights
to the factors., Unequal weights are necessary because in predicting variasbles
constituting a stratified ssmpling of the universe of behaviour we are likely
to find some factors more "{mportant'" than others. A precise expression
(granted an available defined total population of verisbles) for the differing
imporcance of individual factors can be obtained from estimetes of the mean
variance contribution of each factor across the population of variasbles, i.e.,
by the root average squar¢d sums of the factor loadings for the given factor
(the "latent root' in the orthogonsl case) as follows:

v g“ix'-_l' x| (4)

where bjx is the ioading of variable x on factor J.
Other rationales for weighting may be proposed, but regardless of their

nature ve shall need a generslized r, for sny obliquity and any weight. Let
us begin with the essential form behind equation (1), namely,

T s ’
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wvhere dzxy is the squared distance apart of two people, x end y, in a k
dimsnsional Buclideen space and E | is the expected distance for k dimensions,
But dzxy can no longer be simply jsk 2 (or, in matrix notation,
)1 x - gy
:'d(,y) 24(xy). For we must now take into account the correlations, Teyf)
between the source traits (factors) § and 1, and others, which we mey =
write ss the ususl matrix R¢, and we Lust also include the weights sssigned
to the factors, which we will write into the k by k diagonal matrix Dy, Then:

dz (xy) = l'd(xy) Dzﬂ R¢ Dzﬂ Zd(xy) \6)
The expected value of dz(xy) is no longer 2k, but is:
1
E z trace (DZL'DwReDwLD) (D)

vhere D is the diagonal metrix of latent roots of .d(xy) z'd( ) and L the
metrix of the associated lateut roots. xy

1f one wishes to revert to the special case so far employed -~ the

orthogonal, equsl weight r_  -- it is easily done by inserting r = 0O and
% = 1 in the above. The cgwuting convenience of the orthogonal approxi-
mation we have been using (acceptable when only minor obliquities exist)
is thus very substantisl and attractive; for the user of the oblique formuls
is compelled to_work out afresh for each case the complex exprecsion

'( v Rg Dzv Z(xy). To employ the simple (orthogonal) approximstion,
on ! e other hand, it suffices only to enter a nomog-sph with the individual

d® value (Table in Cattell and Eber, 1956)., However, with the help of a
computer program, based on (7), the use of the exact oblique formuls, even
vith quite lerge numbers of individusl cases, presents no real problem,

The formula for the profi}e nearness coefficient -- (3) sbove, using

d's without signs, instesd of d° -- when correspondingly adapted to specific
source trait obliquities and weightings becomes:

Ek - (2'd(xy) Dz‘, R¢ Dzu zd(xy))% (8)

2 2
E, + (2 D z )1
k™ gty Pv Dy 2400375
Here, to & first aspproximation:

By : (trace (D} L 02 R, D% L D))} (9

The distribution and significence limits for T, corresponding to
those obteined for r, (Horn, 1961) remain to be worked out, so the further
steps and applications we now propose to follow are best considered to

employ Ty
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6. THE OPERATIONAL DEFINITION OF PHENOMENAL AND NUCLEAR
CLUSTERS (OR CLIQUES) IN AN INCIDENCE MATRIX

With the above trestment of the problem of calculating similarity
(s reciprocal function of distance) ss such, for any two ids, we are ready
for the operations in finding types. In the first step from this similarity
value, be it ry, r,, D or any other consistent concept -- toward classifying
people in types one must introduce a2 limiting value -=- arbitrary or natural --
in order to shift from a quantitative or psrametric to a qualitstive or
categorical treatment. At some point one must end by speaking of people ss
"in" or "out" of a type, though degrees of belonging mey also be used later.

Although we must never lose sight of the metric origin cf the cutting
point, and the way in which ite choice cen affect the grouping, yet we now
propose to convert the Q mstrix of rp's into sn "incidence ratrix", Therein,
if a certain limiting positive r, velue is exceeded in the original Q metrix
a unity is entered, to designate a linkage, whereas if r, is not positive, or
is below this significance & zero is entered in the cell to show that the two
people are unrelated. There will thus be no go;ative values, but only 0's
and positive unities in the incidence matrix.

sThio is perhaps the place to point out tha&t the reciprocity of R- end Q-
technique practices breaks down in one important respect: one can mesningfully
reflect tests hut not people. Consequently, one cannot mesningfully reflect
p coefficients signs (to make them positive) by reflecting one of the tvo
people. It is true thst conceptuslly we may do so, and that we recognize a
specisl logicel affinity of opposites, as when we tslk in one bresth of angels
snd devils, and theology insists that Lucifer had to be a fallen angel. But
what is the oprosite of a chair? Opposites tec existiig objects mey be
methematically conceivable, by logical fist, but not consistent or conceivable
in scientific pronerties. Certainly for most objects opposites simply do not
exist in any actusl world of deta. So, like D'Artegnon, we may assert "Le
disble est mort'" without becoming stheists! In short, in the whole process

of wmapping similars we are not required to consider opposites, snd certainly
we are not permitted to mske reflections in Q-matrix id entries, Parenthe-
tically, with correlations of persons, reflecting even a test upsets the
inter-person similarity value, as pointed out by Cattell (1952a) in the esrly
discussions of Q-technique, and illustrated pointedly in a recent paper by
Howard and Diesenhaus (1965).

Once the abstraction of the incidence matrix is reached, vith "links"
teking the place of similarity velues, both the scientific model and the
computer program we are developing for it take on brosder reference and
utility. In most respects they 2pply both to the personality and cultursl
psychologist's (as well as the biologist's) need to find types and to the
sociologists need for an objective basis for loceting cliques and communica-
tion networks (Cattell, 1963). These aims formally express themselves in
finding what we have called stats (not segregates). Within stats themselves,
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however, two distinct sub=onncepts are now needed: phenomenal clusters

(or stats) and nuclear clusters (or stats). A phenomenal cluster (henceforth
p-cluster for short) ooiresponds to what is perhaps the simplest operational
definition of a homostat as a homogeneous set of ids. It is defined as a set
of ids each of which is linked to every other (and which does not exclude any
other id similarly linked to the set). Spatially this means that all fall
wvithin a hypersphere of diameter fixed by the similarity coefficient level
acoepted as a link. The word "phenomenal" is used because such a cluster is
directly obvious and given in the data relations, whereas a nuclear cluster
(henceforth n-cluster) as we shall see in a moment, has a less direct defini-
tion, because it requires an extra operation of abstraction.

Obviously the number and the nature of the p-clusters found in given
data will alter with the id from which gearch is started and with the cutting
puint on r, vhich is used as a simjilarity limit, i.e., tranolates as a link
in the inocidence matrix. Different groupings will appear as the limit is
dropped, just as the sand bars in an estuary change shape with the tide.

Jome typologists both in psychology and hiology, have been frankly arbitrary,
setting some value rrom +0.5 to +0.8 as a iimit according to "Jjudgement",
Since arbitrariness of this degree is unsatisfactory, two possibilities of
objectivity need to be considered. First, one may shift the decision to a
decision on the number of types one expects to find, which is the inverse

of the average size of a type, in terms of percentage of the total population
included. (If cne visualizes a two-space filled with adjoining circles, now
large, nov small, he will see what the alternatives mean.) This remains on
e completely arbitrary basis, but it is one which can be referred more directly
to the goals of systematics in the given field than can the r, value per se.
Secondly, one can take a cutting point dictated by the distribution of the
distances in the ids themselves in the sample. For example, in a sample of
100 a oritical distance might be chosen such that most ids will stand as
isolates. (Or, in general, most clusters will contain only 1 per cent of
the population.) This recognizes the relativity of types, e.g., that a
hundred people shoulder to shoulder counts as a crowd in Tires Square or
Picadilly, but six people within sight of one another indicates a group if
found in the Saaara. In the last resort this encounters the same arbitrary
decision as the first method: "What fraction of your population do you want
to include in types?" However, it does suggest an initial objective operationm,
namely, to take as the cut off point the mean of the positive r_'s in the
matrix, or to take the mean of the r,'s from random normal devigtes for k
profile elements. This latter, incigentally, will not be exactly zero, but
it will make roughly half the links significant. Table 1 shows values thus
generated, to illustrate their dependence on the number of elements.

(Insert Table 1 here)

Table 1 answers the question sometimes raised: "If we take n times as
sdny people randomly distributed in the same space will not the average
distance of each pcrson from every other be correspondingly reduced?"

Here Mahalanobis' D wiil bYe more susceptible to sampling, but r, scarcely at
all, as Table 1 shows, for although there will be an increase in the total

number of similar people there will be a corresponding increase of those who
are dissimilar, i.e., mutually correlating O to -1.0. However, for a given
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liait of admission by r. to a2 homostat more people will, of course, be included
in absolute terms, if the nopulation structure remsins the same, with a large
then 2 small ssmple. Sampling lews for stets and sits remsin to be worked

out, but to a close approximstion multiplying the sample size by n will
multiply the number in sny given diameter of stat by n. Consequently all

type structure statements should at some stage be converted to percentages

snd further snalysis pursued on that basis.

Granted an agreed critical cutting point on r,, leading to & linkage
Q-matrix, by what systematic operations can one derive the p-clusters?
A Boolean algorithm for this purpose will be described in the next section,
but here we have still to complete the conceptusl distinction of phenomensl
end nuclesr clusters and so 7For the moment we shall take a small exsmple in
Figure 3 in which the phenomensl cluster is obvious from Table 2. In fact
three instances of p-clusters are illustrated topologically in Figure 3,
nemely, abe fg; abcdh; sabcdeld.

(Insert Figure 3 here)

It will be noticed, however, that the first two peclusters overlap with
respect to ids & and b. That is to say, a and b are linked in all necessary
vays for a p-cluster with e, f and g on the one hand and ¢, d and h on the
other; but ¢, d and h are not linked with £, g and e. The term nuclesr
clusters, or n-cluster is therefore given to a, b, If one now considers the
third p-cluster (No. 2) in Figure 3(i), he will note that the nuclear cluster
concept can get complicated, to the extent that 'orders' of nuclear clusters
must be introduced, sccording to the number of p-cluster overlaps imvolved.
Thus c sand d are in a two p-cluster n-cluster, but a and b are sustained by
a three p-cluster overlap. An n-cluster finishes by being more than the
definition of a simple stat: it is a stat with additionsl 'structural’
properties.

(Insert Table 2 here)

As instances (i) and (ii) in Pigure 3 suggest, the structural varieties
of n-clusters sccording to the associated foru of relation of p-clusters cen
be very diverse. And since the descriontion of a population sample in terms
of p-clusters alone may vary (as pointed out, by our tides and sandbanks
analogy, showing groupings to alter according to the cut off level on rp),
the n-cluster description will also change with the critical cut-off value,
Consequently, to approach an adequate description of a domein it is desirable
to present groupings at each of several, say, three standard levels (for
which experience suggests Tp = 0.2, 0.5 and 0.8), as a cartographer presents
contour lines only at standard levels. For convenience these levels may need
adjusting to the parametric properties of the given data as in our analogy
of the Sahars and Times Square. On the other hand, if certein standsrd r,
levels could be agreed upon in type research generally, it would advan-
tageously permit comparisons of various domeains for what in our introduction
we briefly called textire. Texture can now be given more specifically the
weaning of the number of p-clusters, of various percentage sizes, at various
cutting levels, plus the n-cluster sizes at various numbers of p-cluster

.Y
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overlaps, ctc., With tais gilance at the rumber of surmarizing statements
required, cur intreductory stateme:nt cbout the inapproprictencss of hoping
for a simple, sinzle, boiled-dewn mathematical statcment when mapping clouds
in k-dimensionns will be more self evident: we are dealing with topography.

7. THE BONLFALN C.USTL SE.TCH ALGORITHM FOR FINDING STATS

Let us now consider the lo;ical end computational requirements in
proceedirs from a 3iven incidence ratrix, as in Tablc 2, to a statement
about stats (as n- and =- clusters) cici as is surmarized visually in
Figure 2, It is tb*s g~cp whica wtll provide the baeils of the Taxonome
computer program, Uor I .cixg :lustary in correlation watrices, Cattell
(1952; or‘giqally prop-sc. the Jrifyi;q ink&ge method algorithm, but
subsequent use showec the need for en additional step, and we now call the
revised m2thcd =he B~olear elvcter ararch method,

{

t111 beerins vith the roofying lirkage meth ! ~rich proceeds from
the orizina! Q mat. i liniceso=ith Qo oo the basic watrlx, to distinguish
it frou subseguent <acivetlves, dnalogeesly to V., Y1, Vi, etc., in factor
analysis). !llerein cr2 w-rls sequantially tn“ough the given links for one
person alter orc:ther, i,e., columa b colwrn or row by row in Table 2, at
each step dele:ing euy ide act directly linked to those found in the earlier
columns. It will be fourd that in this conparativelv simnle example the
ramifying linkac> ni:thod a‘Oﬂ* lezds :cliably to the clucters shown in
Figure 2, Illowevar, for the salie of illustrating certain higher derivativea
we shall tuvrn to a acw Lut still small example presented by Table 3, to
fillustrate the need for the full Noolean procers., Beginnirg with the inci-
dence matrix zmong ten ids in Oy, the process (and tke subsequent computer
program first scane coluim 1 erd thus notes the set of persons related to
person 1, namely, perscus 5 and 7. It proceeds nmext to column 5 and notes
that person 5 is related to nerson 7; so 1, 5 and 7 form a cluster,

Ib-

(Incert Table 3 here)

Incidentally, in setting up the Qo matrix a triangular form is
sufficient, {or if ids { and j are related, then the ({,j) and the (Jj,1)
elements of Qo are 1, but computationally it is more convenicnt to use the
vhole matrix, recognizing, “owever, that this may result in our finding the
seme cluster twice,

From Qo our aim is to produce & matrix G; (for "grouping matrix')
giving ean initial statemert of existing clusters according to the ramifying
linkage method. As we encounter each link in column 1 we must decide 1if the
id (person) concerned is also linked directly with other persons having
links in that column. To decide this we must see !f for every entry of
unity above hi-- there exists a corresponding entry of vnity in his row
(or equivalently, column) of Q,. (The method as originally described by
Cattell required comparicson with all unit entries below the one being
considered, a logically equivalent procedure though ~lightly less efficient
for computing.) So, in Q, of Table 3, we see that 5 is linked to 1, then
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going down the column to the next unit entry we find that 7 also belongs to
the group since vhen we look slong the 7 row there {s one unity in columm 3,
i.e,, 8 1ink of the two persons already included in the group. Columm I,
for a contingent group, is therefore sterted in metrix G;.

Going next to column 2 of Qo we find persons 2 and 6 form s group, from
co usn 3 that 3 and 7 form & group, and these are entered in Gj as columns II
III. Column 4 contains a ltnglc unity and need not be considered, Work-
1n. down column 5 we incluce 1 and 5, but on examining person 6 we find a
ﬁ in the firat column of row 6, so 6 does not belong in the group and the
unity corresponding to ponon 6 1n G) is changed to zero., 7 is related to 1
and 5, and 90 1s included., However, the group now found is identical to
group 1 and so we do not include it in G}, Similarly, we work through columns
6 to 10, finding in all the five distinct groups listed in Table 3 as the
columns of G,

6. 1Two points must be noted about the ramifying linrgo method, Pirstly,
some of the clusters initially found may be subsets of other cluteﬂ. This
presents no problem, Secondly, due to the sequential niture of the procedure,
not all clusters mey initislly be found, at least where certain unususl com-
figuratio=1 exist. (This is the reason for the next step from the G} matrix.)
Thus in Table 3(s) the group consisting of persons 5, 6 and 7 is not found,
We do not include phenomenal clusters of only one person, which ¢correspond

to & column with only a diagonsl element that is non-sero, e.g., tolumns 4
and 8 of Table 3, Qo.

Actually, the ramifying linksge method is best regsrded ass & first
step, in the way that taking out a first factor came to be regarded as omnly
the first step in a multiple factor analysis. Indeed, the formsl similerity
to factor analytic steps is appreciable, for our procedure is to set down a
first phenomenal cluster matrix, Gy, from the remifying linkage "extraction"
process, and make therefrom a product mstrix, Q;, which, subtracted from Q,,
leaves 2 first residusl, Q2. Thus, step 2 in ‘l'cblo 3 1.:

QQ = 6 oG'l , (10)

wvhere the prime denotes a transpose and the period denotes Boolesn netrix
multiplication, i.e., s metrix multiplication with erithmstic addition and
multiplication replaced by logical addition ('or') and multiplication ('and'),

If G) should contain all peclusters, then we must have

since a link (other than a diagonal one) in Qo indicates that two persons
are related, and so they must appear together in at least one phenomenal

i .raar-'dluﬂm
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cluster. The operation G} * G'; simply determines which persons appear
together in phenomensl clusters. Table 3(2) gives Q; for the example.
Zero's in 7] corresponding to unities in Qo have been denoted by x's,
indicating that in this case not all phenomensl clusters have been found.
Now the new "residusl" incidence matrix, Qz, is formed from the x's of Q,
plus any element in their columns (a) that wes unity in Q,, end (b) for
wvhich there is also an x in its row of Qj. Such an element might form @
phenomenal cluster with the x's and so needs to be included. Table 3(3)
gives the 2 for the exsmple. Using the ramifying linkage method we now
find additionsl phenomsnsl clusters -- in this case one, No. VI =~ which
wve include with those aiready found to form Gj,

Then,
Q : G2 ° €' (11)
and
Q ::Q

if all phenomsnal clusters have been found, We proceed in this way until

we find 8 G, such thet Q, = Qn-1, except possibly for soms disgonal
elements. In the example, Table 3, Q3 : Q, except for the (4,4) and (8,8)
elements, so G, contains all the phenomenal clusters in Q,.

8. PROCEEDING FROM STATS TO AITS,
TO DENDROGRAMS AND TO TEXTURES

By adding a simple search and counting procedure which will list the
overlaps among the p-clusters for the algorithm just described, the find-
ings up to this stage can be systematically recorded, as briefly indicated
sbove., They will finally appear as a print-out of (a) p-clusters and
(d) n-clusters. To be comprehensive of possibly needed information these
l1ists will in detail comprise:

(1) Por p-clusters: (1) a listing of actual id members, (ii) arranged
in order of size from 2 membership upwerd, (iii) attachment of identifying
numbers to clusters, snd (iv) expression of size in percentages of ssme and
calculation of the distribution by cluster frequency, ss shown in Table 4.

(Insert Table ! here)

(2) Por n-clusters: (1) s listing of actusl id members, (1i) ettach-
ment of identifying numbers to cluster, (iii) srrengement in this cese in a
two-ucy table, by size (expressed as percentage) and by number of n-clusters
involved in the overlap, (iv) a distribution sanslysis on both of these, For
the data of Table 2 this is shown in Table 5.

(Insert Table 5 here)

= * S I A s .
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To conplste the general statement at the stat level, these two tadbles
must be repeated for whatever number of cutting levels on T, one feels to be
necessary, probably three as indicated above,

The investigator will want to know how far he can make inferences from
this sample result (our present taxnnome program handles 140 cases) to the
population, It should be noted that stats ave subject to the particularity
of the sacple in two senses, first the ordinary sampling sense and secondly
by the dependence of the center and boundaries of the state upon the id with
which one begins. As to the former, since no theoretical mathematicsl
statistical treatment is yet available investigators had best develop esti-
mates of stardard errors for sa-n'ins by Mow.c Carlo methnds, As to the
latter, vhich will become clearer as we discuss aits, thc problem arises
from the fact that the center and boundary of a stat depends upon the id
vith wvhich we happen to start the process.

The final 1list of stats will cccape anv bias from this source on the
alternative "cartet' procedure, and it vill do so in the id-similarity
procedure here too, because all possible commencement points have been
included., But it does so at the cost of generating a possibly bewildering
number of overlapping states in the p-cluster list above, For the number of
p-clusters, namely ( ! ) where x is the number encircled at the given dis-
tance diameter, could decidedly exceed the original number of ids! Tables &
and 5 are for a small example: with one of moderste size the investigator
msy well ask whether the procedure was intended to produce data reduction!

To use the stat lists the investigetor will need to look at the
distribution and ask what fraction of the population he wents in types. He
sust slso remember that a large cluster really means a dense cluster, since
all p-cluster diameters are the same, Possibly he will want to use the
non-overlepping highest density clusters which cover at least 60 per cent
of the population, Or again he msy want n-clusters simultsneously above a
certain density (size) and & certain p-cluster overlep frequency. Por
example, by rejecting from List 1 (Table 4) all p-clusters with fewer ids
than are shown by the two or three largest orders, one would get just two
types (dotted circles) in A, Figure 4, and two or three at the heart of B.
The decision must depend upon texture, and here texture begins to assume &
definable meaning., It resides in the evidence of the p- end n-clusters in
the stat list (Tables 4 and 5) as to how people sre distributed between
small and large clusters, how much overlap occurs respectively with smsll
and large, and whether any hiersrchical, dendritic structure is apparent.

Let us now turn to locating aits (segregates). We are bound to
begin with stats, yet utilizing this information is like seeking to locate
the objects in a large picture in a darkened room with s flashlight throw-
ing only a small circle of light, The circles -~ the p=cluster stats --
will pick up the object only piecemeal and a method will be necessary to
put the pieces together.

Consider a simplified case as in Figure 4, with people spaced as
shown, yielding two dense segregates A and B on an otherwise ''dilute" field.

prAr PR
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Let us assume search is made with thrve levels of r_  cut off, nsmely, 4+0.8,
40.5 and +0.3 corresponding, in tuo-dimensicnal spage, spproximstely to
circles of the sizes shown. The first will give practically no p-clusters
in the field, since only in the A and B clumps will it span two cases. The
lowest cutting point (+0.3), on the other hand will bring every one of the
ids into one cluster or another, as illustrated by the spen of its circle at
the top left., 1If we followed through with this, as we have with the middle
value circles (0.5), the whole space would be covered with circles repre-
senting p-clusters, though the n-clusters would only appear where the A and
B segretates stand.

(Insert Figuvre 4 here)

At this point the question mizht be raised whether an n-cluster is
not conceptuslly equivalent to an ajit, but the answer must be no, For if
an n-cluster is confined to what is common to p-clusters of a certain size
it cannot itself exceed that size -- and an extended ait will commonly
need to do so. Nevertheless, and incidentally, one sees many instances in
the literature where investigators have adopted stat search procedures
despite their conceptualization of their problem clearly indicating that
they sre looking for eits. It will help to clarify this point to observe
that in Figure 4 the aits are the masses A ard B. In this case it happens
that by confining oneself to the larger state, i.e,, those at the top of
Tables 4 and 5, one finds in this case the heart of these two segregsted
messes. But it will not always be so, as a glance at a chain, as in
Pigure 3(1i) will remind us, There the nuclear clusters are not central.
It must also be remembered that a larger number of people collected in a
stat by the sbove operations is not an indication that it is large (in the
sense of covering large areas of behavior) but only that people are very
dense in the given region -- which is possibly quite small, Alueys it
must be borne in mind that in a very extended ait the last members mey have
negligible, zero or even negative resemblance to the first. For example,
it might be said of a certain religious group X that it has a tremendous
range of values and practices, so that despite continuity and coherence in
the chain of resemblance of members an extreme X mey be more like & member
of another religion, Y, than like members at the other wing of his own
religion. This statement is illustrated by B3 and C{ members being, in
Figure 1, in the same stat, No. 2, but in different aits. Despite this
lack of homogeneity present in the stat the recognition of aits is important
in many asspects of social, educational and clinical psychelogy.

The operation we have devised for objectively locating cegregates
consists of first finding stats and then setting up a stat contiguity metrix,
very similar to the Q matrix of linkage among ids, cxcept that it now
represents linkage (interpreted as a sufficient degree of overlsp) among
p-clusters. Before this Q. (relations among clusters) matrix can be set
up, one must settle, from the evidence on the general texture of the
domain given by the equivalents of Tables 4 and 5 above, on: (1) the
cutting limit of Tp; (2) the densities (numbers of ids in a stat) to be
accepted (clusters of only 2 and 3 persons would normally be rejected as
too unstable); and (3) the amount of overlap to be accepted as evidence
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of linkage (one id might be too subject to sampling variation; an overlap of
2, 3 or more seems more appropriate).

The taxonome program as now set up accepts its instructions on these
limits from values inserted for the particular problem by the experimenter
and then presents a Q. incidence matrix asmong p-clusters. But from that
point on, the search made in Q. is quite different from the Boolean Cluster
Search Algorithm used in Q, for finding stats., Now we are no longer irterested
in mainteining the condition that every member (a member row being itself a
cluster) shall be linked with every other. Instead we are interested in
segregating all the ids (clusters) which are continuously connected with one
another through any intermediate ids maintaining the stipulated degree of
resemblance. The procedure now requires that we go down a column of Q., find
the other ids (in this case clusters) linked to it, and then pursue lli its
connections, and so on for further additions to the family., Thus even the
shape of an octopus would be recognized by this procedure, provided the
tentacles at no point get so thin as te preclude visible overlap -- by the
stat size which means 'visibility". This we may call continuous connectedness
snalysis., The further issues of texture tactics and boundaries presented by
such problems as this last will be discussed in a moment, 5ut flrst the mein
"Segregate Search' procedure will be described,

(Insert Table 6 here)

Agein the program employs Boolean algebra concepts. The investigator
(or, in our progrem, the computer) proceeds systematically from column 1 down
the other columns of an incidence matrix, Q.. This is derived from the dets
of the earlier (individual person) example, summarized in Tables 4 end 5, vie
a pre-incidence matrix, (a), in Teble 6, which gives the numbers involved in
the cluster overlaps. Proceeding down the first column of the Q. mstrix one
accrues the ids in the rows corresponding to the incidence signs. At each
such id one runs across the row and accumulates new coluzas where incidence
signs occur, following these likewise across rows which are not null. Thus
in Table 6(b), columns 1, 2 and 3 begin to form a segregate but the inter-
section of this with 4, 5 and 6 is null. Starting again with 4 one finishes
with 4, 5 and 6. Illustrated in Boolean terms, if the columns were as in
(a) the Booleon product would be zero, and we should proceed no further.
In (b) on the other hand, it is not null, so we proceed to Boolean addition
to form the new segregate, shown in the last column of Table 7.

(Insert Table 7 here)

Obviously, the detail in the picture of segregates will, as in a photo-
graph depend on the size of the grain, A glance at Figure 5 will show that
if the smallest circle (r, = 0.8) were used the isthmus between the two parts
of the dumbell shaped A lggregate would not appear; chough, on the other hand,
a gain would result from certain fringe persons around A and B being dropped
who perhaps could be said not really to belong.

It mey be asked why the search for aits is not carried out by aspplying
vaht we have called the continuous conncetedness analysis (Table 7) directly

TR R
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to resemblances of individusls in the msnner that the Boolesn Cluster Search
has been used for metrix Qo (Table 3), or Table 2. Our answer is that s
single individusl is altogether too slender a datum, in view of ssmpling error,
upon which to rest connectedness. Thus, at the cluster search stage the
elimination of smaller, e.g,, two-man, clusters from List 1 (Table &) is
likely to tike care of sampling error "artefacts" in the original dete,
whereas it would be difficult to eliminate one man threads in the continuous
connectedness analysis. Accordingly it has seemed better to locate stats and
then use these as units in recognizing the continuous connectedness sought

ifn eits. However, more could be said, and certainly more needs to be done in
the wey of experiment upon the effects of adjusting the size of stat dismeter
to the texture of the domsin, when seeking aits,

9. TRIAL OF TAXONOME ON REAL DATA AND PLAS!!OnCS

A Jescription of the technical flow chart of the computer program built
ty us on the sbove principles is set out elsewhere (Cattell and Coulter.
This journel. »p. ). 1t is to be hoped that others, in experimenting with
its use, will develop ways of finding the best parameters in the program
suitsble for various textures and kinds of data. Here we report only on two
sufficiently diverse practical examples to show that Taxonome works to a
ressonable degree. A trisl of the algorithm, but by desk computer, was made
by Csttell (1950) soon after devising r,, on an example of general interest,
nsmely, the clessifying of national culture patterns into types of 'civili-
gations," to check on Toynbee's speculations. Using & twelve factor profile
for each of 69 countries Cattell obtained some ten phenomenal clusters
centering on two nuclear clusters. Four of the former are set out in Table 8
for illustration.

(Insert Table 8 here)

It will be seen that these blindly statistically obtained stats make
sense in terms of the usual socio-historico-anthropologicsl evaluations.
Thus encoursged, we proceeded (albeit with too many interruptions) to the
present taxonome, which is now being tried by us on a number of plasmodes.
(Plasmodes hrve been defined (Cattell, 1966) as arrangements of specific
numerical velues to fit a msthematico-theoretical model. They sre useful
for gaining new insights into the working of a model and for trying out
computer programs intended to snalyze data according to such a model.)

While waiting to complete studies on strategically chosen plasmodes we
decided to try a nursery model, using as data 29 vessels from 'Jane's
Fighting Ships" (1964-65) representing four distinct types of craft --
sircraft csrriers (5), destroyers (4), submarines (10) and frigates (10).
Twelve measures were used in the profile of each, for the p calculations:
(1) displacement; (2) length; (3) beam; armsment in number of, (4) light,

(5) medium, (6) heavy and (7) very heavy guns, (8) the complement,
(9) weximum speed, (10) submersibiliry, (11) continuity of deck constructiom,
snd (12) whether no, some or many aircraft were carried.

(Insert Table 9 here)
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The incidence matrix (7able 9(a)) suggests to the eye that the breek-
down into four classes will be reasonably good, but the ectusl p-cluster
output (Table 9(b)) indicates 9 clusters. Three of these are clesrly the
destroyers, submarines and frigstes, but the aircrsft carriers have broken
into 3 p-clusters which, later, however, yield a single zuclear cluster.

Purther, more complete applications, which cannot be described in this
introductory paper, sre being reported elsevhere.

P o
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10. SUMMARY

(1) The most useful genersl concept of a type requires that it be
defined as the central profile in a high, '"modal" frequency (unususlly high
density) of individuals in a multi-dimensionsl distribution,

(2) Two sub-concepts can be operationally distinguished within the
notion of type so defined: (a) the stat (for homustat) -- a homogeneous
group in which each member stands at less than a given distance (the same
for all) from all other members, and (b) the ait (“cr segregate) -- a
continuous but not homogeneous group in which each mer'~r is nearer to at
least one other member than he is to ids outside the group.

(3) State (homostats) and aits (segregates) cen be found by either
"inter-id relation' or '"density in space' (cartet count) methods, the former
being pursued here. This requires s measure of similarity (the opposite of
distance apart in the given space) for every pair of ids (i.e., persons,
groups, processes, etc.). Reasons are given for preferring as a similarity
index the family of profile similarity coefficients (r;, r,, rg, etc.) to the
correlation coefficient, Mahalsnobis' D, or other coefgicients sometimes
proposed for this purpose.

(4) Similarity can be considered either in regard to (a) some specific
criterion performance or averaged group of performances, This leads to
classification of ids by their effects or works, or to (b) general purpose
dimensions, resting on the concept of sampling a personality sphere or a
population of variables. This implies classification according to the
"thing in itself",

(5) In the last resort these need the same mathematical treatment, since
even the "thing in itself' concept implies some weighting in the personality
sphere, Formulae are presented for inter-id similarity indices based on the
principal useful alternative assumptions, e.g., regarding linear and parabolic
relations to criteria, and generslizing the original profile similarity
coefficient rp to any correlations among profile elements and any weights,

(6) The discovery of stats begins with a Q-matrix of rp's among 1ids.
At each of two or three cutting points for r, this is couverted to an
incidence matrix, A Boolean algorithm, baleg or. what was called the
"ramifying linkage method", objectively sorts the data into phenomenal
clusters. An operational distinction has to be mede betwee¢n phenomensl (p~)
clusters and nuclear (n-) clusters which have quite differsnt properties.
The conclusion of the search for stats consists of one lisi: of phenomenal
clusters, by size and specific members, and one list of nuclear clusters,
by size, number of overlapping clusters involved, and specific members.
These lists, which give the "texture'" of the domain, can be voluminous and
require that the investigator select an importance level to reduce the
number of concepts to be handled,

(7) The discovery of aits (segregates) begins with a Q. matrix of over-
lap among phenomenal clusters which is converted to an .cidence 'contiguity"
matrix and operated upon by a Boolean analysis for continuous connections.
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Experiment is needed to find the best rules for size of stats to be used
in seeking aits,

(8) The concepts and principles of analysis have been incorporated
in a computer program (for the IBM 7094 initially) which has been shown to
work on two concrete examples, though experiment on others, adjusting the
parameters optimally, especially to minimize sampling effects, remuins to
be done, Unless a theoretical mathematical-statistical solution is soon
found, Monte Carlo methods should be employed to establish sample inference
limits in this field,

(9) Over and above the finding or particular ststs and aits & search
for types the taxonome method aims to describe the texture of » domein. We
have referred to texture by the analogy of the meteorologist's use of cumulus,
alto-stratus, etc., to describe cloud formations. Segregates can appear as
small or large, even or unevenly spaced, massed or in chains, etc. Opera-
tionally, texture will broadly be defined by compsrisons of structure at
different cutting levels, by the ratio of nuclear to phenomenal clusters, by
the degree of compactness’ of aits, snd by the amount of hierarchical structure

7An index of compactness can be obtained by dividing the total number of ties
(incidence matrix) involved in a segregate by the totsl number possible --
Ny where n is the number of ids involved in the segregate.

3

discernible among them, as in the biologists' dendrograms. The ascertaining
of the last has not been described in detail, but clearly involves a ''second-
stratum' repetition of the type search carried out upon the patterns repre-
senting the central tendencies in the type groupings first found.

(10) The empirical search for types will naturally need to proceed
hand in hand with inductive and deductive theory development on the origins,
interactions and natural history of tynes, A theory of three sources of
type structures is stated and one of them suggests that the use of type
concepts in psychology is likely to become tied to the develorment of non-
linear specification equations.

-
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Table 1, Values from Distribution of Random rp'a Obtained by
Monte Carlo Methods
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Process Sequences in the Boolesn Algoritha for

Phenomenal Cluster Search

Table 3.
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Table 3 Continued

1 2 3 45 6 7 8 9 10

OCQCO0OO0O0O0O0OO0OO0O0O
OCOO0CO0OO0OO0OO0OO0OOO
OCOO0OO0O0OO0OO0O~0O0
OCOO0O™mMm~000
QOO0 =000
QOO0 ~=~O0OO0OO
0OCO0OO0O~0O0O00O0O0O
COO0O0O0OD0DO0OO0O0O0
OCO0OO0O0O0OO0COO0O0OC

OCO0OO0OO0OO0CO0OO0OO0OO0O

123456789m

3)

(c)

1 2 34 5 6 7 8 9 10

1IIIIIIVV VI

COO0OO0OO0OOO
COOO0OOCO~O ™ =
OCO0OO0OO0OO0O0OO XXOO©
MO Omm =t Om~0O
Orm OO mm~OOO
OOOmM~~OOO
©CO0OO0O0OO0COO0OO0COO0O
OO~ OO0OO0O~00O0
CQriOO0O0O~0O0O0O0CO
~OOO~O~00O0

123456789w

OCO0O0OmMm~0O0O0
COOO0OO0OOOO ™
(- N-N-N-N-N-N_N-¥_N-)
OO0~ OO0O0O~00O0
Ot OO0OO~0O0O00CO0O
—OO0OO~MO~O00O0O
123656789.0..

”~~

NS
-~

(d)



Raw
Size

6

5
4
3

Size

N W >

Table 4,

Identifying

Number

(2)
Q)
(4)
(3)
None

Table 5. Account of Nuclear Clusters
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Table 6. Finding Segregates by the Continuous Connectedness Algorithm

(a) Phenomensl Cluster Contiguity Matrix, Q.

Phenomenal

Cluster

ldentifying 1 2 3 &4 5 6

Numbers (6) (5) (5) (&) (3) (3)
1 (6) 6 3 4 0 0 O
2 (5) 3 5 3 0 o0 O
3 (5) 4 3 5 0 o0 O
4 (4) O 0 0 & 2 2
5 (3) o 0o 0 2 3 O
6 (3) o 0 0 2 o0 3

Entries state the count of overlap of persons,

(b) Incidence Mstrix among Phenomenal Clusters

Phenomenal

Cluster R
Idnetifying

Numbers 1 2 3 &4 5 6
1 1 1.1 0 O0 O
2 1 1.1 0 O O
3 1 1.1 0 O O
4 o 0 0 1 1 1
L) o 0 0 1 1 O
6 o 0 0 1 o0 1

Converted to Incidence Matrix for 2 overlap and above.

(c) Segregates Discovered by Segregate Search Algorithm Applied to (b).
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Boolean Algorithm for Continuous Connectedness Sesrch
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p-Cluster Search Stage of Taxonome Illustrated on Jane's Fighting Ships

Table 9,
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Table 9 Continued
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Comparative Cluster Analysis of Variables and lndividuals:
Holzinger Abllities and the MMPI}

Robert C. Tryon
nivereity of California, Berkeley

The lirst objective In comparative cluater anslysis is to
desoribe the gimilarity of the d'mensions discovered in different
Zroups This problem is known as the comparative dimensional
analyola of variables . or "factor-matching". In the donain of
the intellectual abtlities, for «xample, one may discover In a
nfddle-~lase suburban group of chlldren that the 24 Holzinger
Laats of diverce specific abilities (Holzinger and Swineford,
1939) can be accounted for by four "basic" general abllities. or
fastors, Verbal, Space (Form), Speed, and Memory. symbolized as
V, 5, F and M.Are these dimensions identical with thoese found in
a lower-class school of children of factory workera? An ITIPI
exanple: Are the seven general dimensions of Introversion, Body,
Suspislon, Tension, Depression, liesentment and Autism found in a
group of paychiatric patients the same ones discovered in s
group of normals?

This problem has a direct, simple solution when Ppproached
by the logic and procedures of cluster analysis based upon domain
sempling principles and Incorporited procedurally in the BC TRY
Computer tystem of cluster and fuactor snalysis (Tryon and Beiley,
1965) . Since dimensional analysis requires as basi: data the
fnlercoprrelations betwesan the vacisbles in the groups, you might
reasonubly ask this questicn: How can one compute the correlations
between variables of different groups of subjects? The answer is
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et 1n comparative dimensional analysis all that is needed are
the factor coel'ticients of tho dimensions within each group
(these boalng roferred to in factur analysis as the "rotated
obliyue factor coefsicients”). These factorial findings within
the differont groups are directly compared across the groups by
the cumparativa cluster analysis programs called COMP1 and COMPZ
n!" the BC TRY System.

The seoond general objective is that of comparing the
typologies of two or more groups of individuals. When, for
example, we score the Factory and the Suburdban subjects on the
four general abilities, V, S, F and M, we can objectively sort
the cnildren in each group into different types based upon the
patterns of thelr scores on V, F, S, and M., These person-clusters
(or profile types) in the two groups can differ in two ways. First,
even though the same kinds of profile types may appear in the two
groups . those that cccur with high frequency in one group may be
rare in the other group., We may refer to this type of typological
aimtlarity across groups as the similarity of their"frejuoncy-
patterns”"on a common typology. Second, the kinds of types in the
two groupa may be different; those that compose ovne group may not
match the types of the other group. In the BC TRY System, the
programs expressly designed to perform the comparative typology
of groups are the components OTYPE, OSTAT and EUCO.

The plan of this paper is as follows: The comparison of the
dimensions of different groups (COMP) and of their typologles (OCOMP) |
will first. be made for the case of the Holzinger study of the i
abiiities of two groups, the Factory and the Suburban children.
Undor exactly cthe same format of analysis you will then find the
COMP and OCOMP analysis of the Patient and the Normal groups in
a study of MMPI item-clusters., Our interest in these two studies 1
is as wmuch substantative as procedural, because they refer to two
important problems in cognitive end personality psychology.

B LA &
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The Study of Abilities: The Holzinger Problem

Comparative dimensional analysis ("matching factors” or COMP analysi=)

The &ip varisbles. «~1n the iolzinger problem, 201 grade achool

eriliran waere g ven 2l separate tests of specific abilitica, Theso
tasts are listad in Table‘l, where you will note that they are
grouped under the five dowains of Spatial, Verbael, Speed, Mowory
and Mathematical, Most of these tests may be recopnired as forms
that are includod today in test batteries of "Intaelligence', such
as, for axample the WISC ana WAIS batteriss from which the Varbsl,
Performance and Full Scale IQs ere determined (Anastasi, 1961,
Chapter 12).

The groups,-~The total group of children, here called the
Tnclusive group, were children from two Chicago grade schools.
The authors (Holzinger and Swineford, 1939, p.6) describe them
as follows: "The children in the Pasteur School came largely from
the homes of workers in near-~by factories. Many of the parents
were foreign-born....using their native language at home... Both
parents ware American-born in 29 per cent of the cases, while in
4,8 per cent, both were foreign-born.” The second school was the
Orant-White school in the suburb of Forest Park, I11. In this
group "....both parsents were American-born in 72 per cent of the
cases while both were foreign-born in only 15 per cent. Almost
100 per cent of the children were born in the suburb in which the
school was located."

The Inclusive Group can therefore be thougnt of as being
composed of two ecological groups. The 156 from the Pasteur
School will be here called the Factory Children, the 145 from the
Grant-White School, the Suburban Children. The data from thie
last Suburban group have heen made famous as a basic data-set 1n

factor analysis history, being known as "The Holzinger- ' .rman
Problom" (Harman, 1960). The Inclusive Group has other subgroup
structures, notsble sex groups ¢nd grade groups. Furthermnore,

the Suburban Children were crganized imto two types of classrooms,
"homogensous groups” and random c lasses.
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Dimensional analysis of thse 2 variables in the Inclusive
Group.-~A direct comparison of ti6 dimensions of the 24 varisbles
In the Faoctory and Suburban Children and of their separate |

typologiral structures can only be made when the definers of their
dimenszions are the same. The first objective, therefore, 1ls to
decide on the number of dimensions on which the subgroup comparisons
are to be made, and on a common set of definmers of each dimension.
A full-cycle key cluster analysis of the 24 variables (Tryon &
Balley, 1965, Table 1, Section B) was performed on the Inclusive
group. from which it was discovered that after four dimensions
were axtracted from the intercorrel-“ions among the 24 tests,
their residuals were trivial., Many different varieties of factor
analysis have been performed on the correlations of the Suburban
Children, all of which also find four salient dimensions (Harman,
1960 .

The defining variables of each of the four dimensions are
shown by auperscripts attached to the names of the variables in

vﬁxggt] Table® 1, Thus, under the Spatial category all four of the spatial
here tests are marked with super "f", indicating that each is a definer

of one dimension, the F dimension, measuring form (or spaca)
perception. Analagously, four "v" tests define the V or Verbel,
four "s" the S or Speed, and five "m" the M or Memory dimensions.
No fifth dimension was required for the mathematics tests.
Dimensions V, 3, F, and M are thus designated as the "basic" |
general dimensions of the 24 abilities, on which the comparative
dimensional and typological analyses of subgroups are performed. |
Details on the dimenslonal analysis of the Inclusive group are
not given here for two reasons: They have been recently published ‘
elsewhere (Tryon, 1966b), and they are so similar to those of tho i
Factory Children which are given below (see Fig.‘l, bottom) that
no useful purpose is served by presenting them.

Dimensional analysis of the 2 variables in the Factory
Children.~-To discover the cluster structure of the tests in the
Factory Children, a full-cycle key-cluster solution of this
group's intercorrelations among the 2l tests was "preset" on the
definers of the four basic dimensions found in the Inclusive Group.
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The results are shown pictorially in Pig.® 1, the bottom apherical
plot, which 18 s direet tracing of the printout of the diagram In
progran 3PAN (SPherical ANalysis) of the BC TRY system., Thne
surface separation of any two testa on thlas sphere ls a Tunctlon
of the correslation betwsen them (technlcally, of their "intaere
domain", or "common-fector correla“ion”). Two Leats that corre=
late unity have superimposed points, two that correlate zero are
90° apart, represented in ?ig.“l by the dlstances between the
three boxes that form the spherical triangle; the boxes represen!
the subset of three independent dimensions derived by factoring
on residuals,

Note in Ptg.“l that the five Verbal tests cluaster Lightly
together at lower left ln Lhe coanfiguration, the lfour Speed Lenta
more loosely et lower right, the four Vorm tests at the top. The
six Momory tests are marked by "A", denoting thet they all
prejoct luco a fourtn dimension which cannot be shown since
it projecte at right angles to the three depicted in Pig.%>1. Note,
however, that the five mathematical teats are depicted in Lhese
three dimensions, and that they are all "dependent” on V., 3, I and
M in the scnse of beilng predictable from the four, a point proved
in a recent papar (Tryon, 1967L).

For readers in whom the thought may lurk that this o lear
cluster structure is due to "pr=jetting” on the defimers of the
Inelusive group, it is regrottable thet space does not permni *
showing the configuration recovered by a purely blind empirical
key~cluster factoring of the Puctory corrvelation matrix. To do
so would, however, be redundant becausc the emplrically-derived
configuration differs only trivially from that shown fn thias
preset solution. The same configuration also results from an
grihodox priwsipal-axes solution plus varimex OF quartiuax
rotation, also available in the BC TRY System. Indeod, the name
configurat ion is necessarily the same for all verieties of
factoring on & given set of dimensions that result In trivisl
resfduela,

Dimensional analysis »f the 2, varliables in the Suburban

Children. --App'ying the same dimensionsl procedure to the
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correlation matrix of the Suburban Children gives, as a result,
the configuration shown in the top SPAN diagram of Figokl. At
lower left in the configuration is the same Verbal cluster as

in the Factory group; at lower right Speed, at the top Space,

and the Memory cluster alsc projects into a fourth dimension;

the mathematical abilitles once again deploy centrally asn
dependent variables predictable from the V, S, F, and M dimensions.
Clearly the cluster structure of the Suburban Children closely
resembles that of the Factory. One obvious difference is that,
though thsa clustar groups are about the same, they are, as groups,
more separat.ed from each other in the Factory than in the Suburban
Children. that is, less correlated with (oblique to) each other.

Comparison of the dimcnsions within each group separately
(CAMP1).-~A metric description of the within-group structures is
provided by a program that computes the correlations between the
ability clusters defined as oblique dimensions, computed by the
CSA (Cluster Structure Analysis) program of the BC TRY Syatem,
The values of these correlations are given in TaleQZ, sactior A,
where you see the correlation matrix of the V, S, F, and M
dimenaions., These correlations are known in factor analysis as the
"correlations between rotated obligque factors"; or their "common
factor correlations". In cluster analysis they are called "inter-
domain"correlations, where each cluster is conceptualized es a
domain score, C;, on many variables collinear with the obssrved
definers of the cluster (Tryon, 1959, equation 24). Thua, the
donmain score, C_, on the Verbal cluster is a hypothetical score
on many variables collinecar with the observed set, VS” Vs V7,
Vg, and Vg, shown in the SPAN diagram. (The term "collinear"
means projecting to the same degree on the same vector from the
origin of the aphere.)

The inter~domain correlations, listed in Table®2 under the
columns headed Too 8re computed from the raw correlation matrix
using the well-known formula for the "correlation of sums". As
you look through the Poc values you find precise metric expres-
sions of the degrue of similarity of the four basic ability-
dimensions, V;, S, F and M, in the Suburban and Factory Children.
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For ocxample, the inter-domain Poc between the Verbal and Speed
diment:ions 13 soen to be .l'3 amd .}2, reupectively; that is, the
two diwensions have almnost exactly the same degree of asimilarity
in the two jrroups. But betwaen the other dimensions you will
find that the rs are generally higher for the Suburban than for
the Factory children, a fact already scen visually in the SPAN
diagrams of Fig ©1., The r., values are thus a metric statement
of similarity that is displayed visually on the spheres.

In the lcwer sections of Table‘E: you will find other
metrioc proporties of the four basic abllity dimensiona. The
"genorality" of oach, given ln section C; 1s the degree to which
csach dimeruion accounts for all the raw inter-rs among the 24
abilitien., In both groups the Vorbal dimension is the most
reneral, but in the Yactory grotp the other three dimensions aro
more specific than in the Suburban., Of special interest to the
typolegical analysis is the reliability coefficient of the raw
acores on the four dimensions, In section D, the rcliability of
V is 9, but of the other three, only of the order .7 or .8.
{The formula for reliabllity is known as alpha, tnough a better
term is the Variance Form (Tryon, 1957).)

Dircct comparative analysis of the dimensions acroas groups
(COMP2).--To this polnt we have nssessed the similarity of the
V, S, F and M dimensions of the Factory and Suburban Children by
the subjective process of cross-referencing their separate configu-
rations in Fig.“1, and by comparing their within-group Toc valuoes
in Table 2, procedures that are indirect and inferential. Can we
directly compare thecir dimensions?

Figo‘°2 Figo"-Z displays the direct comparison achieved by the program
;:’g:t COMP2 of the BC TRY System. In this SPAN diagram, traced from the

printout;, you will note that the Verbal dimensior of the Suburban
Children, labelled V (for the GW school) and that of the Factory
Children, labelled V (for Pasteur) are tightly clustered at lower
lert, meaning that they are quito similar., At lower right are

the two points representing the Speed dimensions of the two
schools; at the top you sce their two Space dimensions, and
extending into the fourth dimension are thelr two Memory
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dimensicns. Thig cluster siructure therefore directly comm res
in one diagram the sim!laerity of the two-dimensional structures
that we only indirectly obnerved above by cross-referencing.
The direct ‘ndex of the sirlilariLy of any two dimensions
across different proups is the "index of similarity" of the two
o mensions (or "factors"), called the cos @ between them. For
two dimensions wlbthin a group cos € is equivalent to the later-
domain correlation, Foor but 1t is estimated not from the raw

correlation matrix. as 1o rogs but from the oblique factor
coefficients of Lhe two dimensions. The proof that cos © between
two dimennions within a group is Tog is given in Table 2, section

A; there you will Cind in the colimns lavslled "Cos &" this index
of simllarity (computed by COMP2) set beside the oo value
(computed by progran GSA). You will find Chat the two indices
are virtually idontical In every case. .

But sinee the nlmilarity index, cos ¥, is computed only
from factor coefficienta, it can be, of course, calculated for
dimensions mcross different groups. These simlilarity values are
given in Table‘ 2. mection B. Thay tell the same story metrically
that 18 shown pictorially in the spherical configuration of
Figo"?_’.. On the upper left to lower right diagonal you see the
index of similarity of V in the Factory and in the Suburban
Children, then of &, ", and M. T7or example, that between the
Verbal dimenslons in the two groups is .%6. between the two
Speeds it is .89, between Forms .92 between Memories .83,

For the technically~-minded reader I include in Appendix A
the logic and formulation of cos & as an index of dimensional
similarity. Briefly, the reasoning by which we designate two
dimensions as identicel is based on the universal logic by which
we conceive any two entities as being the same, namely, that
they show the same pattern of observatlons in relation to a common
set of other "referont entities". TFor example, the Verbal
dimensions in the two groups are virtually identical because
their patterns of factor cocfficients (the observations) on the
constant set of 2l referent abilities are virtually identical.
The index of pattern similarity of any two entities on a common
set of referent entltles la P, called the index of proportionality,

-
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or collinearity. described in detail in Appendix A for the case
of pattern similarity of the factor coefficionts of any two
dimensions. The value of the index of similarity, cos &, of any
two dimenslons in differont groups is a simple quadratic function
of P, as shown in Appondix A.

‘To sum up, we find in Fig,&Z, and from the metric values ia
Table 2 that the four basic dimensions V, S, P, and M in the two
groups are highly simlilar. But in the Factory Children they are
gomewhat more independent of each other than in the Suburban.
iThy? An environmental explanation is that the parents of the
Suburban Children stress acholantic achieveuent, implementing
their ambition by pushing iheir "promiaing" children in all
abilities; letting their less promising chlldren fend for them-
selves. Consintent with this theory, we find that it is
precisely in the Suburban Children that the scholastic institution
of "homeogeneous” classification is employed, namely, the sorting
of shescp and goats into different classrooms. In the Factory
group, children generally are left to fend for themselves.

But there 1s an altornative genctic axplanation: There
probably is more stringent assortative mating on abilities among
Suburban parents. This sort of sexual selection would generate
a higher correlation among all abilities in the Suburban group
than in the Factory, where assortative mating would be more random.
A systematic treatment of such environmental vs. genetic "correla-
tion-producing” agencies in the case of abilities is presecnted
elsewhere (Tryon, 1935, 1939).

Comparative typological analysis in the Holzinger Problem (OCOMP
analysis),

“hen we allocate children having the same patterns of scores
on the basic abilities, V, S, F and M, to O-types, @ we find the
same typological structure of these O-types in the Factory and
Suburban groups?

Similarity of frequency-patterns of the yygo geoups on tche
comon typology of the Inclusive group.--The first of two ways of
deternining the typological similarity of two groups is to discover
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the degree to which they show tho same frequency of cases falling
in the common typology of the Inclusive Group. You will find this
commnon set of O-types in Tablegj under the general heading at
left; "Inolusive typology". (Hou these types are determined will
be described later.) Look at the first type, labelled Hl; con-
sisting of 1} children whose pattern of cluaster scores on baslc
abilities, V, S, I', and M is }8, 36, W), 37. respectively., These
are mean standard Z-scores on a scale whose mean for the 301
children in the Inclusive Group 1s 50, and sigma 10. Underlined
scores of J0 (-1 sigma) or below arc termed "Low" in the column
headed "Deseriptive name", thoase 60 (+1 sigma) or above are
called "high". For this H1l type you will therefore find it
described in the table as "Low Speed and Memory".

As you look down the column of types from H1l through H1S
to the class called Unique you see in the adjacent frequency column
that some typeos have a high frequency, like HG, the Average type,
with 38 children in it, othors with low frequency, like H2, the
Low Verbal and Memory type, with only eight cases in it. Our
logic of typolojsical similarity of the Factory and Suburban
Children is simoly this: If both groups show the same frequency
pattern on these common 16 Inclusive classes, then they Lave the
same typological structure, but to the degree that their
frequencies in these 16 classes differ from each other their
typologies are obviously different.

Before examining the findings, I will briefly review how |
the typoiogy of the Inclusive group is determined, a matter
published in soue detail in a recent paper (Tryon, 1967a). The
zluster gscores of each of the 301 children are first computed by
program FACS (Factor And Cluater Scores) by the BC TRY System. .
Por example, thelr scores on V Verbal are the meau of their
standard scores on the four defining variables of V (listed in
Tableevl)D restandardized on a acale of mean 50, sigma 10. The
program OTYPE inputs the 301 cluster scoros and completely
objectively allocates them to the 16 classes given in Table€3.
The principles of classification, called the Condensation Method,
are quita simple: All 301 scores are located as points in the
clugster score space of the four dimensions defined by the V, S,

bk S
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et M1 e len, ant, wor o0 . fioa tne Poelidoan distences betueen
ther *he poeogent allocnta: ihos  with wpae'l dlst aer betwoan
then, chee i ree la s t!rh nject-cluntar in this npace,
Lt e same Coogpe.  Arcto o p ogram, 08TAL (G jact STATistieca),
Fhom ocopp toa Al gews fesesrae ¢ the adividuals in cach o luster.
voadiacde&3,are st oo dhes an index of homewene:rty, H,

or ty o ouoss of ths lister {For accalls, see Tryon, 1067al).

e onow Yo the gindlavity of the frequoae;-patterns of the
Factors unt ubishan proupe Fr = he 03TAT pir'ntout ment’ oned
AR ARl P04 o nimpie wtta to coumt how me Yy childrea in
coely ceoup el oto ne 1o elss aa, fron wiich the perconage
00400 L o eerce 2 oo0a ia ccmpured. These percantages are
~einted 1o Tehle®3 under tin genoral heading "Pactory vs. Suburban”.
Ihe 1lated walues in the two ecclimns labelled "p." and "p " are
the opitdical frequoney-putterns o the two groups, on the basla
o which their {vpologles! simlli-rity in detercined. The overall
index o oinilarity given just (»low the table, 13 the sano
govoral §.daex of prepoptionziity. P, dlacussed eariier, the
£ wamia rop which 1. prioted kel w the table. It you inspect this
formmle, you «i17 discovar rhat T two groups have axactly =he samne
{ooquensy parterns, 1.e., Pp = r., then the Index -, is unity (1 .00).
But if tnels patierns are ufter)y different, thei ls, if the
Aseurrence of each tyve in one gioup is matched wirh the absence
(p = 0) Ya the cther group, thea the ilmdax, P, 1s zerc. I have
worked out the wnlue of P for the two ecologieal groups of
children below tl'e zable, whers you will find it to be P = .75,
aennting a considorahle amonrt of typological similarity of the
Lwo poupa.

¢ mroater intarest, nowevor, are ithe specific type

di ffarences batweon ihe two groups. These values are listed
ander "Difrf" in Tablo®3, Bezans: the sampling errar of such
diflerencas ean be large. 1% i1 desirable to indicate which of
these -ifferences ie unliko'y to cccur by chance et the strong
confldenca lavel of p<. 201, Forcunatoly, we are woridng with
2uell valuer of per cemt.e which ceep the error dovn. Expra2ssing
the per cents as proportions, p° we note that the mean proportion
in the 16 classes la Ip'/16 = 1,00/16 = ,06. Since most of the
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proportions of the types in voth groups are not tco greatly 2
Aifferent from .06, we will compute the stendard error of a
difference bhotween two true proportions of .06, using the woll-
known formula for this error printed at the bottom of the table,
and worited out for the Ns of the two groups. [t cowmes Lo *.  We
may therefore set a per cen! of 3 as tho lower bound at and above
which any difterence 1s almest surely nou-~chance.

You wiil find all dlifferences above 3 indicated by an (S) for
Suburban or an (7} for Factory, dependling on which group has the
hichest per cent. For example, note that the larpgesst difforsnce
between par cants 1a 12 in type HE, Low Verbal, IFor this difference
Ehe proestosat per cent fruquency in 1, in the Factory groap Next
coméeés nlC, Hi Veroal, moat characteriatic of the Svourbsn jiroup
Thuae two Verbal types therefore represout the greavesi. typological
difference betweer the two groups. If rou look through the other
significant differences you will diascover that. the Suburhan proup
falle more heuvily into Low Memory (H3) «nd Low Speed (H7) whareas
the Factory Children occur more froquently in the Hi Memory (H)
and Hi Spcad (H)1) types. Verbal. Memory and Speed therefore most,
markedly diffsrentiate the typologlcal differcnce: between Factory
anda Suburban childrea.

Since sex differences %in abilitliesarse of universal interest,
I have also presented the data for determining thtie typological
gimilaerity of the Boy vs. Girl subgroups; in the far right columns
of Table(’a° From their columns of per cents in the 16 classes, the
index of similarity for the sex groups, worked out below the table,
is seen to be P = ,85, somewhat higher than for the Factory ani !
Suburban groups., If you examine in detail the significant differ-
ences, you will find that boys more frequently fall into Low Speed,

Low Memory, and Low Verbal types, the girls veing, conversely, in
the Hi types in the abilities, On the other hand, girls fall more
frequently into Low Form (Space) types, boys into Hi Form. This

finding on the Vorbal favoring girla, the Foru (or Spar~a) favoriag

o S

boys has been counflrmed iun mnay studies, but Low Speed and Low

Mewory in boy: i3 a less well known finding.
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Similarivy of eupirically-derived typologies of the groups.--

The abova analysis informa us of differences between Factory and
Subusban Childrea only on the aingle comuou typolosy of the
[ncluslve group. But for fuller inforumation, we neod te discover
enniricelly the Lypology of each group independently of the other,
and to coupare directly thelr two typologles. The procedures for
dolng so ars aveilable in programs of the BC TRY System. On the
196 Factery Children separetely we objectively determine their
typolopy by the OVYPE and OSTAT programs described above. You will
find its 15 classes in Table*hq where under "Factory Children" they
4o listed ac vrpes ¥1 down through Pl to Unique. Their Z-score
pealilo waluee aod deseriptive names ere also given. You will also
rind thelr honopgeneliy, or E coafficients that deseriba how "tight"
gach O-tyne 1s in its Z-scores on the four dimensions. This coel-
ficiont has boen described in detall elsewhere (Tryon, 1955, 1967a)
and witt specilal emphasis in a recent paper on the prodiction of
Youtside" attributes of O-types (Tryon, 1967h). Suffice here to
say that an Il value of 1.00 means that all individuals in an O=-type
have exoscly the sace =corss on each of the four dimensions,
whereas an 1 of ,00 wmeans that the scorcs are as varisble in all
four dimensions as is the full supply of all 301 chilaren.

Tn clmiler feshion the separately worked-out typology of the
Suburoan (hildren 12 given at the right in Tablé‘h, where you will
find the 1% ciasues of these children listed from S1 through S12
to Unique

You csn get a general impression of the typological similarity
ol the two proups by comparing the deseriptive names of the two and
by noting from these names which types are present in both groups
and whish onss are present In one but absent in the other.

We need a more precise comparison of tha differeat typolcgles,
Te achieve siuch precision we projoct all the 26 types of both groups
(Mg ¥ types nlna 12 S types) into the seme unalysls, from which we
get oxact values of the yimilearitics and difforences between them.
The proccedures for doing 80 ara called "EUCO-poalysis” in the BC

TRY 3ysotoen ma logle of the wwiyris fa4 onite simple: ¥ach type

{8 conald . red Lo Le an phaLracy "jndividual® plotied z»¢ e poiat

in the ~lustor <core suace of V, 8, F, avd M where its locus 1s
.- - —— e e —————
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determined by its fowr Z-scoros listed in Tabléhho Program EUCO
somputes the Euclidean distance between each pair of types, and
prints those values in a pair-comparison matrix from which one can
read off precisely the degree of similarity between any two types.

Space limitations do not permit printing this Buclideen ais-
tance matrix here. In its stoad, however, I present a pictorial
representation of the distances between the types in the form of
the SPAN diagram gfven in Fig.Q3. To secure this diagram, the BEUCO
matrix is first transformed to a correlation matrix by correlating
columns of EUCO values, then running this r-matrix through a standard
key cluster analysis, ending in the SPAN diagram of Fig.t3.

The configuration on the SPAN sphere describes the similarities
and differences between the Factory and Suburban O-types. The
circles represent the 1l Factory O-types, the squares the 12
Suburban. I also include in this analysis the 15 Inclusive H-types
frem Table 3. The sizes of the circles and squares and the length
of the underline of the H-types are proportional to the frequency
of each type. Note that the four dimensions, V, S, P, and M are
also plotted, these being secured by inputting model abstract
"individuals" whose four Z-score values are especially selected to
enable one to plot the dimension lines as score axes,

The large super-cluster at left center consists of types all
in the "LOW" region, meaning that generally they have Z-scores
below the mean on all four dimensions. Note, however, that this [
super-cluster breaks off into two general subclustera. The upper
one consists largely of Suburban types S1, S2, S3, fairly well
represented by the Inclusive types Hl, Hl, H3 and H6, whereas the
lower subcluster consists largely of F, or Pactory types, which
with Sij, are well-represented by Inclusive types H2, HS and H7.
From these facts we discern the similarities and differences
between the types in this general region of low scoring, noting
especially that there are real differences in the typologies of the
two groups in this reglon. I leave to the interested reader a
detailed study of the rest of the configuration. The scores of
O-types can be approximated by reading off projections on the four
score axes, bt more acocurately by reading the actual values and
deacriptions given in Tables'3 aud‘l;( Types represented by broken
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circles and squares lie into the fourth dimension.

Generally, & study of the configuration reveals findings
aimilar to those found from the similarity of the frequency-patterns,
namely, that Verbal, Memory and Sreed most markedly differentiate the
Pactory and Suburban groups. For example, note at the top nf the
diaggram that Hl1 Verbal is represented only by a Suburban type, S7.
Low Verbal through the southern hemisphere is heavily dominated by
Factory types,

A Tinal, salient question is this one: How well do the 15
Inclusive O-types reprasentatively sample the 26 different types
in both ecologlcal groups of children? This question is important
because in the practical usége of the typology of abilities, these
would be the types usually used for the classifications of indivi-
duals. The answer is provided by noting whether one or more of the
15 H-types lie in all regions ocoupied by the 26 Factory and
Suburban types. By inspecting the SPAN diagram and by comparing
the F and S types of Tableﬁu with the H types of Tab1963 you will
note that the 15 H-types fairly cover the ground.

The Study of the MMFI

Comparative dimensional analysis (COMP analysis)

The second atudy selected for comparative dimensional and
typological analysis is that of the responses to the items of the
MMPI by lormals vs, Patients,

The item-variables.--The variables are 118 items of the MMPI
drawn from the full item supply of 566 to which the subjects ro~
sponded. The 118 were those shown in a previous study to be the
most salient set (Tryon, 1966b). The method used in the prior
study 1s called the BIGNV procedures of the BC TRY System,; a
method that enables one to perform cluster or factor analyses
unrestricted by the number of variables or number of subjects.

The subjects were the Inclusive Group consisting of the Normal
and the Patient groups,

The groups.--The Normals were 90 Armed Service Officers
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matched for age and education against 220 Patienta. The latter were
outpatients of a VA Mental Hoalth Clinic, consisting of 70 diagnosed
Schizophrenica ell with a hiutory of hogspitalization within the
previous 6 years; and 150 diagnosed Anxieties none with a history of
any hospitalization for paychiatric disorder.

. Dimensional analysis of the 118 item-variables in the
Inzlusive Group.--Recall from the Holzinger study that a comparative
dimsnsional aralysis of two groups, here the Normals and Patients,
can only be performed when the subjscts are measured on the same
diusnsions defined by the same variables, usually those discovered
in 1 dimensional analysis of the Inclusive group. This analysis
rovealed four "basic" MMFI item-clusters: I Introversion, B Body,

S Suspiclion, and T Tension., The defining items of these four
dimensions are those whose item-numbers are listed in Tabldgs.
saction A. T do not present a more detd led description of these

it ems bactuse it would be too voluminous; but a paraphrasingz of them
is given in the previous study (Tryon, 1966b, Table 2), and the
exact contents are given in MMPI booklets, generally availabls to
wost readers, You will note in Table 5 that each item-cluster
consigts of a "Full Form " and a "Short Form". The corperstive
dimensional analysis presented in this section was performed on

the scores of subjects on the Short Forms, and it also includes

the Short I'orm items of the other three "dependent" item-clusters,

D Depression, R Resentment, and A Autism, whosce item~-numbers are
also given in Table 5, section B.

The dimensional analysis of the Inclusive Group from which the
four basic and three dependent dimensions were derived cannot be
presented here because it is fully explicated in the prior publica-
tion. However, the results of it are so similar to those given
below on the Patient Group (See Fﬁg.qhq top diagram), that no point
would be served in giving the findings here. In sum, it was found
that seven dimensions were required to account for the intercorrela-
tions among the 118 items, but that the first three basic dimensiouns,
Introversion, Body, Suspicion, were the most nearly independent
clusters (as th.,é-u shows); only four pools of small residuals
remained in the matrices of the four D, R, A, and T clusters.

i



Pig. Y
rabout
here

617

Since the last of these, T Tension, had the greatest generality
of the remaining four, 1t was decided to add T to I, B, and S as
the final set of basic four dimensions orf the MMPI.

Dimensional analysis of the 118 item-variables in the Patient
Group.-~A full cycle key cluster solition of the intercorrelations
between the 118 items in the Patient group resulted in the cluster
structure depicted in Fig!‘h, top diagram. This factoring process
was "preset" on the four basic dimensions defined by the items of
I, B, S, and T. In the tight cluster at lower left in the configu-
ration the symbols plotted as "I" and enclosed in a broken line are
15 of the 17 Introversion itews that define this cluster. The
remaining two lie nearby in the direction of the two arrows. In
another tight cluster over at lower right are 16 Body, or B, 1tems;
the 17th item was dropped from the analysis because of triviel commu-
nality (g?<°1)o At the top you will find the Suspicion cluster.

The remaining four clusters, Depression, Resentment, Autisa, and
Tension lie within “he framework of the three I, B, 3 clusters.
Clearly the total configuration for the Patient group shows an
excellent cluster structure; it is virtually the same as that

found previously in the total Ipclusive group (Tryon, 1966b, Fig. 1).

Dimensional analysis of the 110 item-variables in the Normal
Group.=--A radically different dimensional structure emerges in the
Normals, shown in the SPAN diagram of Fig.('-h., lower. The dramatioc
change is in the Body cluster which was so sharply evident in the
Patient group. It is absent as a distinct cluster among Normals!
And s0 are the Depression or Autism clusters. But Introversion and
Suspicion do appear as fairly independent item groups. Tension and
Resentment also remain but move into a grand arc bounded by Intro-
Version and Suspicion. It appears as if only Introversion and
Suspicion are the dominant and distinctive dimensious of Normals

in the MMPI itemeclusters.

Comparison of the dimensions within each group separately
(COMP 1).~--Precise numerical statements about the seven item-

b ¢
Table 6 clusters in each of the two groups are given in Table 6, section A
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(analagous to Tabléaa in the Holzinger Problem), and sections C
and D, The relationships betuween the seven domains represented
as dimensions {(or "oblique factors") are given in saction A by the
inter-domain ry, values; thoua for the Patients are above the
lined-off diagonal, those for Normals below. Recall that tkese
"ecorrelutions between oblique factors" are merely abstract metric
descriptions of the complex relationships depicted in the SPAN
diagram, and though they are more precise numerical statements
compared to the verbal statements about the configuration, they are
more difficult to conceptually organize. And they can be misleading.
I must leave to the reader n detailed examination of this complex
table of relationships, suggesting that he cross-reference his study
of it by simultaneously referring to the visual configuration in
Figl L. .
Several obvious points may, however, be mentioned here. 1In
both groups the Introversion and Suspicion dimensions are the most
independent; and Tension is most positively correlated with all
the other dimensions. But the Body dimension is radically different
in the two groups, fairly specific in the Patients but rather general
in the Normals, indeed correlating .90 with Autism! But this
generality of the Body dimension is misleading in the Normal group,
because from the configuration we know that Body is not a cluster-
defined dimension in Normals but a mere sampling of heterogeneous
items from their whole sphere of items. It is an omnibus grab-bag
of items in the Normul, just as is Autism, so their high correlation
is merely due tn both being similar hodgepodges.

Direct comparative analysis of the dimensions across groups

CQMP 2).~--When we project the dimensions of the two groups into the

same COMP2 analysis, we see direotly and clearly the relations among
the dimensions both within dbut especially across the two groups.
They are pictorially displayed in the single SPAN diagram of Fig.ts
(analogous to Pig.’Z of the Holzinger Problem). The s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>