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*1 H
Twelve subjects took part in an experiment involving a contin-

uous information transmission task. Three different code types.

Iand two levels of stimulus redundancy were used; the stimuli were
binary digits and the subject's task was to code the stimuli into

[1. verbal equivalents of letters of the English alphabet. The
results indicate that transmission rate is unaffected over the

range of variables used In this study, i.e., subjects transmit
information at a constant rate under a variety of experimental

conditions.
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FOREORD

The work described in this report was accomplished by members
of the Department of Psychology and the Department of Electrical
Engineering, University of Connecticut, under subcontract to the
SUBIC program (contract NOnr 2512(00)). The Office of Naval Research
is the sponsor and General Dynamics Electric Boat division is the
prime contractor. Lcdr. C. B. Billing, USN, is Project Officer for
ONR; Dr. R. D. Collier, Senior Staff Scientist, is Project Coordinator
for Electric Boat under the -1.rection of Dr. A. J. van Woerkom, Chief
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The SUBIC program encompasses a wide range of research directed
to submarine tactical information processing and attack control
syst ms. This report is one of a series dealing with experimental
investigation of operator information processing carried out by the
University of Connecticut in support of this program.
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~ fTRODUCTION

Since the introduction of information theory constructs into

psychology, psychologists have attempted to measure the maximum

Wrtormation transmission rate, or channel capacity, of the human.
Previous investigators found that the ability of the human to act

as a transmitter of information varies with the experimental
procedure. Three general types of procedures have been used:

(1) the measurement of choice reaction time (CRT) as a function of
the information in the stimulus, (2) continuously executed CRT
tasks, where a new stimulus appears shortly after the response toL. the previous stimulus has been completed, and (3) continuous
transmission tasks, such as typing, reading, etc., where sequences

jof stimuli are continuously available to subjects (S). These
studies led to different estimates of human channel capacity for

I the different experimental situations. They do not answer the

basic question of how the stimulus-response code, that is, the
tasomtobewestmlsand response, affects information

transmission rate. The basic coding theorem of Shannon (1948) in

[information theory states that an optimal code exists for each
communication system. To approach the maximum bit rate, channel
capacity, groups of stimuli must be encoded in some manner for
transmission. Miller (1956) showed that a coding procedure, which

he called "chunking," strongly affected the short term memory or

Information storage capacity of the human. No analogous studies
have been performed on the measurement of human transmission rate.

The purpose of thts study was to investigate the effects of
different coding schemes and amount of stimulus information onLi ~informnation transmission rate in a continuous transmission situa-

tion. Three code types were used. The first was based on the

chunking concept advanced by Miller; each stimulus (4 digits) was
coded into a single verbal response. The second was constructed
to be a nearly optimal code in the information theory sense of
optimal. The final code used a combination of the first two

procedures.
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METHOD

SUBJECTS

Twelve subjects (Ss), nine male and female graduate students
and one faculty member at the University of Connecticut and two
non-students, participated in this experiment. None had practice
with the task prior to the experiment.

STIMULI

The stimuli, shown in Figure 1., were series of binary digits,
zeros an" ones, printed on standard computer paper. Each sheet
cornsisted of a group of four digits with a two-digit space left
between successive stimuli. The grouping by four of binary digits
allows sixteen possible stimuli. These are shown in Table 1 with
associated respcnse codes.

The stimuli were generated on an IW 7040 computer using the
random number generator available on the system subroutine library.

Sampling was with replacement; therefore, any particular stimulus
could occur any number of times dependent only on the input proba-
bilities. Stimulus information was calculated for groups of ten

pages (1600 stimuli or two sessions for one S), and in every
case was found to depart from the theoretical by less than 0.1 bit.

EXPERIMENTAL CONDITIONS

There were six experimental conditions; three code type-,
chunked, mnemonic, and communication, each at two levels of stimulus
redundancy. The codes were all chosen to transform the stimulus
groups of four numerals into verbal responses consisting of the

names of the letters of the English alphabet. These were chosen
because the responses were alivady highly practiced, leaving

only the code to be learned.
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TABLE 1

Stimulus Set, Probabilities Under Both Redundancy

Conditions and Associated Codes

Respon3e Codes*
Stimulus

(0 + 50) (0 + 50) Comuuni- Communi-
Chunked Mhemonic cation (0) cation (50)

0000 A A AAAA A

1000 B BA BAAA B AAA

0100 C 1B ABAA B AAB

0010 D BC AABA B ABA

0001 E BD AAAB B ABB

1100 F CAB BBAA BB AAA

1010 G CAC BABA BE AAB

1001 H CAD BAAB BE ABA

0110 I CBC ABBA BB ABB

0101 J CBD ABAB BB BAA

0011 K CCD AABB BB BAB

',111 L DA ARBB BEB AAA

1011 M DB BABB BBB AAB

1101 N DC BBAB BBB ABA

1110 0 DD BEBA BBB A1B

111 P E BEBB BBB

*Verbal Equivalents of the letters.
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Two different levels of stimulus redundancy (0 and .5) were

used. This was accomilshed by varying the probability that any

particular digit position would contain a zero. Fcr 0 redundancy,

There were no 3equential dependencies in either condition.

The "chunked" code was similar to one proposed by Miller

(1956) to increase storage capacity in short term memory. Each of

the sixteen possible messages of four digits was assigned one of

the letters of the alphabet between A and P inclusive. This en-

coding procedure chunks each stimulus group into a single letter,

that Is, reduces the stimuli from many units with little Informa-

tion per unit to a single unit with much information per unit.

This code and all others are shown in Table 1.

An optimal communication code Is one constructed so that the

average information per symbol on the output is maximal, and is

generally constructed so that Input and output alphabets are the

same size. In order to approach the optimal code for the two

redundancy conditions, it was necessary to construct a saparate

code for each. The communication code for 0 redundancy had

response "A" for 0 and "B" for 1, and was an optimal code in the

communication theory sense. The code for -5 redundancy was con-

structed to achieve maximum loading per symbol on the output.

The mnenonic code is intermediate between the chunked and

the communication code in that it encodes the information in

smaller units with more Jnformation per unit than does the

communication code but to a lesser extent than the chunked code.

The code is mnemonic .n the sense that niznber and position of

the input zeros and ones are directly represented in the output

code. The cod4 was learned perfectly in a single trial by all

Ss. The codes differ with respect to the size of the response

alphabets; Table 2 shows the nuraber of symbols each code used to

reproduce four input symbols.



TABE 2

Number of Symbols in the Stimulus and Number of Symbols
Necessary for Each Code to Reproduce Stimulus

Condition Nuber of Symbols

COE
Redundancy

Level Stimulus Chunked Mnemonic Commun.

0 4.00 1.00 2.25 4.00

.5 4.00 1.00 1.39 2.08

The amount of information transmitted if S makes no errors
is 4.00 bits per stimulus for zero redunancy and 1.88 bits per
stLmulus for .5 redundancy. These values are the same for all
code types since information per stimulus is invariant under the
code transforms.

PROCEDURE

Each S served in twelve experimental sessions; each session
lasting from 20 to 60 minutes. Two Ss were assigned randomly
to each group. In addition, one S served an additional 50 experi-
mental sessions, participating in all experimental conditions.

The first ten sessions for each S consisted of practice on one
of the six experimental conditions. During the first session, Ss
were read instructions specifying the code to be used, the stimulus
probabilities, and the procedure for reading the stimuli. Each
page wL3 read aloud as from a book, that is, left to right and top
to bottom. The S began reading each page at the experimenter's (E)
command, and read at his own rate to the bottom of the page. The
amount of time necessary to read each page was measured to the

5
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nearest second with a stopwatch. The E also had a sheet with

correct responses for each condition and scored all mistakes.

The E told S his time and any mistakes made for each page. Each

session consisted of reading five sheets with 160 stimuli per sheet;

a sheet with S's code was available at all times. After the first

session, Ss were asked at the beginning of each session if there

were any questions about procedure.

The final two sessions each consisted of two parts. In the
first part (response reading), S read aloud five sheetb of re-
sponses, that is, the stimult were the letters of S's code rather
than binary digits (Figure 2). The letters were printed in the

same general format and S read them page by page as during the

practice session. The response reading condition was included to

determine if Ss had reached a maximum reading rate. In the other

part of each of the final two sessions, S read five sheets of

binary digits under the redundancy condition on which he had not
practiced, and following the same procedures as the previous ses-

sions. Appropriate instructions were given before the first test

session, and errors and reading rate were measured as during the

practice sessions.

bJ
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RESULTS AND DISCUON

The basic dependent variable was the amount of time necessary

for S to read aloud 160 stimuli (one page). The average for the

five pages of each session was used to calculate appropriate

transmission rate scores. A record was kept of the number of

errors; the error rate was less than one per cent for all Ss for

all conditions, and was therefore not considered in the calcula-

tion of rates.

INFOD'IATION TRANSMISSION RATE

Figure 3 shows the plot of bits per second versus sessions

for all groups. Analyses of variance were performed on this score

for the final session and over all sessions. Both analyses revealed

no significant effect of either code type or redundancy, although

there was a significant session (practice) effect (df = 9/54,

F = 166.73, p < .01) and a significant session by redundancy

interaction (df = 9/54, F = 3.45, P < .01) due to the fact that

the comunication code for 50 per cent did not reach the same level

as the other groups. That Ss transmit information at a constant

rate was the basic result of the experiment. Transmission rate was

approximately five bits per second, a result consistent with results

of the CRT experiments (Hick, 1952; Hyman, 1953; Crossman, 1956;

Lamb and Kaufman, 1965; Kaufman and Lamb, 1966). The constant
information transmission rate determines the response rate (number

of symbols spoken per second), that is, the response rate level

is such that the transmission rate remains constant. This is so in

spite of the fact that the group with the highest response rate

must emit responses approximately five times faster than the group

with the lowest response rate. The constant information rate also

9
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I. determines the speed at which stimuli will be read; the 50 per cent

redumdancy groups process stimuli approximately twice as fast as

the zero redundancy groups. The codes also differed, as pointed
out above, in the degree to which they approximated an optimal

code. In spite of these differences, all groups maintained a con-
stant transmission rate.

The fact that Ss were transmitting information at a constant
rate has certain implications which were noted briefly above. The

first is that neither the maximal rate at which Ss can emit
responses nor rate at which Ss can read stimuli is the sole
determinant of transmission rate. The second implication is that
the efficiency, in the communication theory senue, of the codes

used does not determine transmission rate. Tests were performed

to determine whether these implications were in fact true.

If the information load per response had little effect, as

in Miller's short term memory work, then the determining factor
should be the rate at which Ss can emit responses. The response

rate, number of symbols spoken per second, was derived by calcu-

lating the average number of synbols per page for each code and

dividing by the average time per page. Two analyses of variance

were performed on this score. The first was on the data for the

final training session. There is a significant effect due to code
type (df = 2/6, 7 - 38.20, p < .01) and a significant interaction

of code type and redundancy (df = 2/6, F - 6.09, p < .05). The

significant interaction reflects the fbct that the score for the

group with communication code and 50 per cent redunancy is below

that for the group with communication code and zero redundancy,

while the scores for the other code types for 50 per cent redundancy

are higher than the corresponding zero redundancy groups. The

second analysis was performed on the scores for all ten practice

11
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sessions. Code type is again the largest eff.ct (df . 2/6, F = 52.01,

p < .005), although redundancy, the code type and the redundar-y

interaction are also significant (p < .05). The redundancy effect

and the interaction are again the result of the communication code

type being relatively lower than the other code types for the

50 per cent redundancy condition. These analyses make it clear

that response rate as such is not determining transmission rate

under these conditions.

A variation of the first implication was that the response

rate was different for the different groups because Ss were reading

the stimuli at a maximum rate, i.e., the stimulus input rate Ii
rather than response output rate was determining S's performance.

Therefore, analyses of variance were performanced on the number of
stimulus groups read per second. The results for the final practice

session indicate a very large effect of redundancy (df = 1/6,
2 F = 292.00, p < .001), and also a significant (df = 2/6, F = 8.67,

P < .05) code type effect and a significant (df = 2/6, F = 6.67, -
p ( .05) interaction. The interaction is again due to the commu-

nication code for 50 per cent redundancy being lower than the

other code types for that redunaancy. The analysis over all ten

practice sessions again shows a large effect (df = 1/6, F = 191.26,

p < .001) due to redundancy and smaller effects due to code type

and the interaction of code type and redundancy.

The results examined above support the first implication com-

pletely. Neither S's response rate (number of symbols sp-ken per

second) nor S's stimulus input rate (number of stimuli read per

second) was constant under the experimental conditions used.

Miller had previously shown that encoding procedures based on the

chunking concept could be used to increase the information proc

essing capabilities of the human in a short term memory situation.

12



Under conditions of the present experiment, however, the degree of
chunking of the S-R code had no effect on S's rate of information

transmission.

The second implication was that efficiency of the code for
information transmission would be the determining factor in the
present situation. A standard measure of code efficiency Is the

number of bits in the output code per symbol into the system.
This is a measurement of "efficiency" in a reverse sense: the
smaller the number, the more efficient the code. It is computed
by calculating the average number of symbols in the output code,

multiplying by the nominal information (logP) of the output code
alphabet size, and dividing by the number of input symbols that
the output code represents. To conceptualize it in another fashion,
the efficiency measure is the number of output bits, on the average,
necessary to reproduce one bit of input. For any particular
information source the lower bound on the code efficiency is the
stimulus information, and if this value Is reached, then the code
is an optimal one.

The hypothesis was that the time rate of the code efficiency
would be constant. Transmission rate (bits per second) would not
be the same for all groups since the codes had different efficiencies,
but if code efficiency is the determining factor, then the bits out
per symbol in measure should be constant with respect tc time. An

analysis of variance was performed on the bits out per symbol in
per second for the final practice session. Code type, redundancy,

and the interaction of code type and redundancy interaction are all
significant (p < .01). Contrary to the operation of theoretical
communication systems, code efficiency did not determine human
behavior under the conditions of this experiment.

13
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LIMITATIONS ON CONSTANT TRANSMISSION RATF

Although Ss in all groups transmitted information at atn approxi-

mately constant rate, the communication code (Figure 3) group for

50 per cent redundancy is lower than the other groups, although not

* - significantly so. That this is a real difference may be seen from

Figure 4 which shows the data for the one S who participated in

all conditions, and from the analysis of variance of this S's data

for the last session for each code type (df = 2/24, F = 20.7,

p < .01). The score of the one S for the communication - 50 per

cent redundancy is lower than that of the other conditions by

approximately the same amount (one bit per second) as for the

group data. Stimulus input rate for this condition is lower than

that for the other 50 per cent redundancy conditions with the same

stimuli. Since the stimuli are the same, stimulus factors cannot

account for differences in information transmission rate. The

response rate (number of symbols per second) is not as high as

that of the communication code type for zero redundancy; therefore

response rate is not limiting information transmission for this

group. However, this is the only group which was required to

reach both a high stimulus input rate (made necessary by the low

information loading of each stimulus for the 50 per cent redundancy

level) and a high response rate (because long response sequences

of up to six letters are made necessary by the code used with an

alphabet size of two). Therefore, although neither input nor output

rate reached the maximm levels obtained by other groups in the

present study, a simultaneous high level of both input and output

may have exceeded S's capacity.

OTHER RESULTS

Information TransmiEsion Rate as a Function of Practice.

Figure 3 also shows that the practice function for all groups

is essentially the same, that is, all groups reached the same final

rate of information transmission at the same rate. This is a most

15
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surprising finding, since there appeared to be wide differences in

the ease of learning the coder. Some groups never referred to the

code sheet available to them after the first session, while other

groups used it for several sessions. Another fact that supports -

J.e Idea that the rate of learning the code did not affect the rate

of increase of the bits per second measure Is that the groups who

had the same code (chumked or mnemonic) but different redundancies

had differential familiarity with elements of the same code. For £
zero redundancy, all elements appeared equally often, while for

50 per cent redundancy, some stimuli appeared very frequently and l

others very rarely. In spite of these differences in familitarity,

these groups havr- the same bit per second for sessions functions.

As for chunking and code efficiency, the rate of information trans-

mission seems to be independent of acquisition factors. The Ss

learned to utilize the information handling capabilities of the

code at a rate dependent not on the difficulty of learning the

code but on the rate of information transmission.

Response Reading Results.

During the final two sessions, Ss were required to read sheets

containing the alphabetic symbols corresponding to the responses.

The response reading sessions were equivalent to the practice

sessions with the exception that encoding did not take place. An

analysis performed on the number of symbols per second for the

second session of response reading showed no differences among

groups ror symbols per second but significant differences in Infor-

mation transmission rate. These results are the reverse of those

for the practice sessions. For response reading, the response

rate was constant and the information transmission rate varied,

while for the practice sessions, the information transmission rate

was constant and response rate varied. The results indicate that

there were no differences among the groups in ability to emit

responses.

14



An interesting point is that Ss reached a maximum information
transmission rate of approximately 14 oits/second for response

reading with 16 letters. If tYe set anid subset argument advanced

by Fitts and Switzer (1962) is valid, then Ss would read from the

entire 26-letter alphabet at a rate of about 17 bits/second.

Results on Transfer Task.

The chunked code, contrary to the original hypothesis, was

not superior to the other codes during the practice sessions.

During the two transfer sessions (binary digit stimuli with other

redundancy), code type had a significant effect on the information

transmission rate (df = 2/6, F = 9.40, p < .05), with the codes

ranked by the degree of chunking in the codes (Figure 3). That

this superiority does not last is indicated by the data from the

one S who participated in all conditions (Figure 4).

117!
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Under the conditions of the present experiment, Ss transmitted

information at a constant rate over a variety of code types and

it. levels of stimulus redundancy. This constant rate for all condi-

tions was achieved in spite of the necessity for some Ss to

maintain a response rate five times that of other groups or a

stimulus input rate twice that of other groups. Only in the group

with both a high input and a high output rate was there any

lowering of the transmission rate, and this lowering was non-

significant for the grouped data. The efficiency, in informational

terms, of the procedure used for encoding does not determine Sis

transmission rate, although greater effort is required in the case

of inefficient codes. It had also been hypothesized that the

psychological "chunking" effect found in the work on short term

memory could be used to increase S's transmission rate. This

hypothesis was clearly not substantiated. Thus, under the condi-

tions of this experiment, S functions as a communication channel

in a very special sense, that is, S is able to transmit informa-

tion at a constant rate under varying conditions.

Previowl continuous transmission tasks have used complexly

1encoded responses as piano playing or typing. The main purpose

of the present experiment was to investigate the effect of different

unfamiliar complex codes for the same input stimuli. No difference

was found, indicating that the types of codes used had no effect on

information transmission. Codes used in previous continuous trano-

mission studies were very highly practiced. Skills such as oral

reading have been practiced over a period of years and hundreds

of thousands of responses, while in the present experiment, each S

19



T11

II

made only 10,000 responses. Hellyer (1963) found that extended

practice increased the rate of information transmission. The one

S who participated in all experimental conditions of the present

experiment gradually increased his rate of transmission a total of

one bit per second over sixty experimental sessions. Although the

results show that practice can increase transmission rate, it -'

does not seem likely that practice alone could increase the rate

in the present situation to the maximum level achieved in the

response conditions.

Another difference between the present study and previous

work has to do with the stimuli which are to be encoded. In the

present experiment, tht stimuli were binary digits, that is, drawn

from an alphabet of size two. For reading the English language, ;']

the alphabet size is 26 letters, with a consequent increase in the

information for each symbol. It is possible that as the informa-

tion loading of the input symbols increases, the rate at which S
can handle the Input symbols is not reduced proportionately to
the increase in loading and, thereforethe information transmission

rate increases. In fact, this seems to be the variable most likely

to influence significantly transmission rate, and work is in

progress to determine the importance of this factor.

The following summarizes briefly the results of the present

study in which the encoding process and the information in the

stimuli were varied.

1. The Ss transmit information at a constant rate regardless

of the efficiency of the code for handling information, the response

symbol rate required to maintain this bit rate, or the stimulus

symbol input rate necessary. Although the codes differed in the

degree of "chunking," this had no effect on Ss rate of transmission.
This is the major finding of the experiment; Ss function as a

communication channel in a very special sense, i.e., they maintain

a constant transmission rate under varying conditions.

20
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2. The rate at which information was transmitted is about
five bits per second, a value which is also obtained in studies

using a CRT task.

3. Some indications of a limit on S's transmission rate are
present in the data, as the one group which had to maintain both
a high. stimulus input rate and a high response rate had a slightly
lower transmission rate than the other groups.

4. When Ss are required to read only the responses and are
I Lnot required to encode from stimuli to responses, the response

rate is constant while the information transmission rate varies.

i: 5. The practice function for the different groups shows that

they all learned to utilize the information transmission capabili-

ties of their particular code at the same rate regardless of the
,; difficulty of learning the code, i.e., the bit per second measure[ Lincreased at the same rate for all groups.

6. When Ss are required to use the codes learned with one
stimulus redundancy on another stimulus redundancy, the groups
differ in transmission rate during the earlier stages of transfer

as a function of code type, with the codes ranked by the degree

of chunking.

12
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ATwelve subjects took part in an experiment involving a con-
tinuous information transmission task. Three different code
types and two levels of stimulus redundancy were used; the
stimuli. were binary digits and the subject's task was to code
the stimuli into verbal equivalents of letters of the English

V alphabet. The results indicate that transmission rate is
unaffected over the range of variables used in this study,
i.e., subjects transmit information at a constant rate under a

L variety of experimental conditions.
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