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DATA ANALYSIS AND INSTRUMENTATION 

EFFECT OF DIGITIZING DETAIL ON SHOCK AND 

FOURIER SPECTRUM COMPUTATION OF FIELD DATA* 

M. Gertel and  R. Holland 
Allied Research Associates, Inc. 

Concord,  Massachusetts 

A preliminary study of the effects on shock and Fourier spectrum dig- 
ital computation accuracy due to varying, shock record duration and the 
degree of analog-to-digital conversion has been conducted.  Three com- 
plex multi-frequency, long-duration shock records representative of 
gunfire shock conditions in armored vehicles were selected for carry- 
ing out this study.   Shock and Fourier spectra were digitally computed 
with a range of analog-to-digital point densities of 900 to 10,000 points/ 
sec and arbitrarily selected time durations of 1 5 to 60 msec for the 
sample shock records.   These results are compared to previously 
computed reference shock and Fourier spectra obtained for the sample 
shock records defined by 16,500 to 20,000 points/sec and 60 msec du- 
ration.   The final results of the investigation are presented as spectral 
plots of the percent variation relative to the- reference.   These plots 
are called the variation spectra and are useful for estimating the maxi- 
mum possible error in shock and Fourier spectra computation due to 
lack of detail in digitizing the shock input.   It is concluded for the pres- 
ent irveetigation that a digital point density of 10,000 points/sec and a 
record duration of 60 msec are minimally adequate for spectral com- 
putations between 10 to 2,010 cps. 

M. Gertel 

INTRODUCTION 

The shock acceleration motions which re- 
sult from a ballistic projectile impact on ar- 
mored steel structures are extremely complex 

and cannut be defined by a simple ana-'He equa- 
tion.  These shock motions can best m > <Jego- 
rized as comprising transient multiple ;* equency 
decaying vibrations of varying intensities. Since 
definition of shock environments is mainly for 
the purpose of determining system responses 
to such motions, it has been found advantageous 
in many fields to define a complex shock motion 
directly in terms of its response effects on 
simple systems with a widf. range of natural 
frequencies.  The shock spectrum accomplishes 
this. Shock spectra have been successfully uti- 
lized [1-6] to define shock environments for 
equipment and structures to withstand earth- 
quakes, underwater mine explosions, and air- 
craft landing impacts. 

Shock and Fourier spectral analyses of 
complex shock environments may be performed 
by either analog or digital computer techniques. 

*This work was performed for Frankford Arsenal under Contract No. DA36-038-AMC-3391{A). 
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However, when iarge quantities oi field data 
must be analyzea. nigh-^peed automatic digital 
computing and plotting methods are preferable 
since the results become immediately available. 

Recursion formulas suitable for efficient 
digital computation of shock and Fourier spec- 
tra for complex mechanical shock transients 
have been presented by O'Hara [7|.  These equa- 
tions have been used successfully with an IBM 
7094 digital computer and General Dynamics 
SC 4020 Computer Plotter for determinations 
of shock and Fourier spectra for highly com- 
plex shock motions typical of armored vehicles 
[8,9|.   It was shown that the digital computation 
of shock and Fourier spectra is extremely pre- 
cise.  The accuracy of the result is only lim- 
ited by the precision with which the original 
shock record is digitized for input to the com- 
puter. 

In preparation for the application of digital 
computer techniques to determine shock and 
Fourier spectra representative of field environ 
mental conditions in military and space vehicles, 
it is essential to establish practical precision 
limits for digitizing the field data.   Presented 
herein is a limited preliminary study of the ef- 
fect on shock and Fourier spectrum digital 
computation accuracy due to varyinp precision 
in defining the shock input.  In particular, this 
study is concerned with: 

1. The effect of varying the incremental 
time spacing or density of analog-to-digital 
conversion, i.e., point density; and 

2. The effect of arbitrary timf or record 
duration cutoff in a complex shock record. 

The study of these effects has been carried 
out on a comparative basis using three complex 
long-duration shock records whose shock and 
Fourier spectra were computed and available 
from a previous investigation {8|.  These pre- 
viously computed spectra are referred to as 
the "reference spectra" for the present study 
and were obtained irom the sample records with 
an analog-to-digital point density of 20,000 
points sec and a record duration of 60 msec. 

The study reported herein has been carried 
out with a range of analop-lo-digital point den- 
sities of 900 to 10.000 points sec and arbitrarily 
selected record durations between 16 and 60 
msec.   The results of this investigation are 
presented iis the form of spectral plots of the 
percent variation relative to the reference 
apectra.   These plots are called the variation 
spectra and are useful for estimating the maxi- 
mum possible error occurring in shock and 

Fourier spectra computations due to lack of 
detail in digitizing the shock input. 

SHOCK AND FOURIER SPECTRAL 
ANALYSES OF SELECTED 
SAMPLE SHOCK RECORDS 

For purposes of carrying out the present 
preliminary study of the effects on shock and 
Fourier spectrum digital computation accuracy 
due to varying precision in defining the shock 
input, three complex long-duration shock rec- 
ords which were previously analyzed [8| were 
selected.  The first sample record is an ideal- 
ized transient acceleration with two decaying 
sinusoidal frequency components. The second 
and third sample records are complex 
multiple-frequency transient accelerations 
recorded during a drop-hammer type shock 
test representative of projectile impact condi- 
tions in an armored vehicle. 

The sample shock records used for this 
study are described in the following subsections 
with presentations of their time histories and 
reference shock and Fourier spectra in the 
Appendix.  The effects on shock and Fourier 
spectral computations for the sample records 
due to varying the analog-to-digilal time incre- 
ment or point density and the reco; i duration 
are presented as variation spectr:.    The varia- 
tion at each frequency in the spectrum is ex- 
pressed as a percentage of the corresponding 
point in the reference spectrum for the sample 
record.  The variation is computed using the 
following simple relation: 

Variation = 100 

Computed Value   -  Reference Value' 
Reference Value 

(1) 

The implications to be drawi  from the variation 
spectra developed here are discussed in the 
final sections of this report. 

Analysis of Sample Shock 
Record No. 1 

The time history of the first shock record 
studied is shown in Fig. A-l of the Appendix. 
The equation of this idealized shock motion is 
indicated on the figure and can be seen to com- 
pi de damped 1' 0- and 300-cps frequency com- 
ponents.  The shock and Fourier spectra for 
this record are reproduced from Ref. 8 as 
Fig. A-2.  These are the reference spectra for 
the ensuing analyses of this shock and, as noted 



TABLE 1 
Sample Comparison of Theoretical and Computer Program Peak Responses for 

Two-Component Decay.ng Sinusoidal Acceleration Shock Input [8j 

Frequt ncy 
Peak Response (in.) 

Diff. (in.) Error (%)    j 
Theoretical               Shock 

Solution               Program 

1C 
30 
80 

100 
120 
200 
280 
300 
350 

1,000 

-1.27048                 -1.2701 
-0.480569               -0.48040 
-0.278056         1     -0.27797 
-0.246923         j     -0.24680 
-0.131544               -0.13153 
-0.Ö457847            -0.045753 
-0.0476972             -0.047644 
-0.0497754       \     -0.049824 
-0.0272114             -0.027133 
-0.00174328     ;     -0.0017374 

1 

+0.0004 
+0.00017 
+0.00009 
+0.00012 
+0.00001 
-0.000011 
+0.000053 
-0.000049 
+0.000073 
+0.0000059 

0.0315        1 
0.0354 
0.0323 
0.0485 
0.00761       j 
0.024 
0.111 
0.0988         j 
0.269           i 
0.339           I 

in Fig. A-2, were computed for a record dura- 
tion of 60 msec and an analog-to-digital point 
density of 16,500 points/sec.  The extremely 
high precision in the digital computation of 
these reference spectra is indicated in Table 1. 

For purposes of comparison with the above 
reference spectrum, undamped niaxi.r.ax shock 
spectra were computed for sample shock record 
No. 1 with the duration fixed at 60 msec and 
digital point densities ol 1500, 1200, and 900 
points/sec.  The results are presented in Fig. 
A-3 as a spectrum of variations with respect to 
the reference. 

In preparation for studying the effects of 
arbitrary shock record duration cutoff, the com- 
puter program was modified to print out the 
time ol occurrence of the peak response for each 
spectral frequency.  A computer run was then 
made < ith the sample record cutoff at 50 msec 
and the   reference" digital point density of 
16.500 points/sec.   Figure A-4 presents the 
results of this run. 

Figure A-4 indicates for this shock motion 
that, except for frequencies below 20 cps and 
near the 100- and 300-cps components, the ma- 
jority of peak responses occur early in the rec- 
ord near the first few major input peaks.  In 
general, it may be assumed that the early peak 
responses will not be affected by cuttinr off the 
shock record any time after they occur.  Re- 
sponse time histories to the 50-msec sample 
input were then computed for groups of frequen- 
cies below 20 cps and near the 100- and 300-cps 
components.  With these response time histories 
and the previous Jata, und mped maximax 
shock spectra "ere con uucted for shock rec- 
ord duratior cutoffs o' 15, 20, 30, 40, and 50 

msec.  The results of this work ?.re presented 
in Fig. A-5 as a spectrum of variations with 
respect to the reference data of Fig. A-2. 

Analysis of Sample Shock 
Record No. 2 

The time history of the second shock rec- 
ord studied is shown in Fig. A-6.  This record 
is oscillograph record No. 00906-1 of the U. S. 
Army Frankford Arsenal Environmental Labo- 
ratory.  The reference undamped and damped 
shock and Fourier spectra for this record are 
reproduced from Ref. 8 as Figs. A-7 and A-8. 
These reference spectra were computed for the 
sample shock record digitized with 20,000 
points/sec and a duration of 60 msec.  The dig- 
ital point density of the sample record was re- 
duced by a factor of two, for three successive 
shock spectrum computer runs with and without 
damping.  The results are presented In Figs. 
A-9 and A-10, respectively, as damped and 
undamped variation spectra with respect to the 
reference spectra of Figs. A-7 and A-8. 

For purposes of observing the effect of 
selecting arbitrary record durations for sample 
record No. 2, undamped and damped shock 
spectrum computer runs were made with the 
reference digital point density of 20,000 points/ 
sec and record durations of 43 and 17 msec. 
These durations respectively cut off the sample 
record at approximately 10 and 20 percent of 
the double amplitude or peak-to-peak accelera- 
tion of the shock record.   The results of these 
runs are presented as variation spectra in 
Figs. A-ll and A-12.  Also superimposed on 
these figures an variation spectra plotted from 
data in Ref. 8 for an 80-msec duration of the 



reference shock record. This duration cor re- 
sponos appraximately to 2 percent of the peak- 
to-peak value of the original record, whereas 
the reference 60-msec duration is appraximately 
S percent. 

Analysis of Sample Shock 
Record No. 3 

The time history of the third shock record 
studied is shown in Fig. A-13. This is oscillo- 
graph record 00908-2 of the U. S. Army Frank- 
ford Arsenal Environmental Laboratory.  The 
reference undamped and damped shock and Fou- 
rier spectra for this record are reproduced 
from Ref. 8 as Figs. A-14 and A-15. As in the 
previous case, these reference spectra were 
computed for the sample shock record digitized 
with 20,000 points/sec and a duration of 60 msec. 
Undamped and damped variation spectra with 
respect to the reference are presented in Figs. 
A-16 and A-17 for digitizing point densities of 
2,500 to 10,000 points/ sec and duration held 
constant at 60 msec. 

Undamped and damped variation spectra 
computed for the sample record with arbitrar- 
ily selected durations of 45 and 23 msec are 
presented in Figs. A-18 and A-19.  As in the 
previous case, these durations respectively 
correspond to cutting off the sample record at 
appraximately 10 and 20 percent of the peak- 
to-peak value of the original record.  The 60- 
msec reference record corresponds to cutting 
off the original record at approximately 5 per- 
cent of its peak-to-peak value. 

Fourier Spectrum Variation for Sample 
Record No. 3 —To complement the determina- 
tions of shock spectrum variations described 
in the previous sections, a similar study was 
conducted with the Fourier Magnitude Spectrum 
for sample shock record No. 3.  The reference 
Fourier spectrum for this work is shown in 
Fig. A-14 and is identical to the undamped re- 
sidual shock spectrum as noted in the figure. 
The Fourier variation spectrum due to reduc- 
ing the digitizing point density from 20,000 to 
10,000 points/sec is presented in Fig. A-20. 
These data are discussed later at greater 
length. 

DISCUSSION OF RESULTS 

The primary emphasis in the present work 
has been to determine the effects of record 
digitizing detail on digital computer shock 
spectrum computations.  Only a small amount 
of consideration has been given to the Fourier 

spectral data obtained during the program; 
however, it is expected that the conclusions 
reached for shock spectral computations should 
be equally applicable for Fourier spectra. 

Several significant observations and trends 
can be detected from the shock and Fourier 
Variation Spectra presented in the Appendix for 
the three complex sample shock records in- 
vestigated. These variation spectra clearly 
confirm the intuitively anticipated result that 
the accuracy of digital computer spectral com- 
putations will decrease with:  (a) reductions in 
the analog-to-digital point density used to de- 
fine the shock record input to the computer, and 
(b) arbitrary reductions in the time duration 
cutoff for a complex long-duration record. In 
general, the present preliminary data suggest 
that a digital point density of 10,000 points/sec 
and a record duration of 60 msec, which corre- 
sponds to approximately 5 percent of the maxi- 
mum peak-to-peak shock amplitude, will pro- 
vide for a nominal spectrum computation 
accuracy within 5 percent from 10 to 1,000 cps 
and within 10 percent up to 2,000 cps. This 
seems minimally adequate for spectral compu- 
tations for most field measurement programs. 
Further, more detailed observations are pre- 
sented in the following paragraphs. 

Effects of Digital Point Density 

The number of points used to describe dig- 
itally a shock acceleration record time history 
has a noticeable effect on digital shock spec- 
trum "response" computations at low as well as 
high frequencies. This is clearly evident in the 
maximax variation spectrum of Fig. A-3, for 
the idealized two-frequency-component shock 
record of Fig. A-l. The low-frequency varia- 
tion was not anticipated, because for almost 
any point density we have a large number of 
points available to define each full cycle of 
low-frequency oscillation whic^ may be present. 
It appears that the low-frequency peak response 
variations are significantly affected because 
these components are responsive to the velocity 
content of the shock.  Digitizing a shock accel- 
eration curve, in effect, replaces the curve 
with straight-line segments, introducing an 
accumulative loss of area of velocity segments 
for the length of the record.  An analysis of the 
velocity change (or area) and peak acceleration 
of the idealized record of Fig. A-l as a function 
of digital point density is presented in Table 2. 
It can be seen that the decreases in velocity 
change as a function of point density of the 
idealized record compare almost exactly with 
the low-frequency variation spectra of Fig. A-3. 
The corresponding variations noted for peak 



TABLE 2 
Effects of Digital Point Density on Velocity Change and 
Peak Acceleration of Idealized Shock Record of Flg. A-2 

Point Density 
(points/sec) 

Velocity Change 
(inVsec) 

Velocity 
Variation 

(%) 

Peak 
Acceleration 

(K) 

Acceleration 
Variation 

(%) 

K 

16,500 
1,500 
1,200 

900 

79.25 
79.22 
75.50 
73.28 
68.23 

0.38 
3.73 
7.53 

13.91 

130 
130 
121 
129 
123 

0 
6.92 
0.77 
5.38 

acceleration in Table 2 seem to be random In 
nature. 

The increasing trend of high-frequency 
spectral computation errors indicated by all 
the variation spectra in the Appendix is to be 
expected for digital shock spectrum computa- 
tion. As described in Refs. 8 and 9, the proce- 
dure for obtaining the shock spectra Involves 
computing a response time history with the 
same number of points used to digitize the 
shock input.  For any given digital point den- 
sity, as the spectrum natural frequency in- 
creases, there will be a corresponding decrease 
in the number of points available to define one 
complete cycle of the response sinusoids. A 
maximum error in defining the peak amplitudes 
of the response sinusoids occurs when the avail- 
able digitizing points equally "straddle" a peak. 
The maximum error E due to digitizing the 
response is as follows [8,9]: 

noc 

E = 100 (l - cos -jj-j % , (2) 

where n is the number of points per cycle of 
response sinusoid. 

The "digitizing error" defined by Eq. (2) is 
plotted in Fig. 1 as a function of the number of 
points n used to digitize one complete cycle of 
any given sinusoid.  Superimposed in Fig. 1 are 
plotted data points which represent the maxi- 
max shock spectrum variations from Fig. A-3 
corresponding to the 100- and 300-cps "tran- 
sient resonance" frequency components.  The 
close agreement between these computed tran- 
sient resonance variation spectra and the error 
function defined by Eq. (2) suggest that this 
function is quite satisfactory for preliminary 
estimates of digitizing requirements. 

It is Important to point out here that the 
amplitude error function of Eq. (2) is applicable 
for both input and response sinusoidal compo- 
nents.  The total error which may result in 

Number of Pomti p«f Cyclt ( n ) 

Fig, 1 - Maximum error in peak re- 
sponse amplitude due to number of 
points defining the response tima 
history 

spectral computation is actually due to a com- 
bination of errors in defining the amplitudes of 
both the input and response sinusoids; this is in 
addition to vhe "velocity loss" error effect on 
low-frequency components noted earlier. To 
prevent a large buildup of response computation 
errors due to insufficient digitizing detail at 



high frequencies, the present computer progra.n 
automatically provides for linear interpolation 
cf the digitized input so that high-frequency re- 
sponse time histories are always defined by at 
least 10 points/cycle. Thus, .?ven though the 
input peak amplitude may be considerably in 
error due to insufficient digitizing, i.e., n < 10, 
the response computation is always accurate to 
within 5 percent as noted by the dashed hori- 
zontal line in Fig. 1. The major error in spec- 
tral computations when the input is defined with 
less than 10 points/cycle is governed primarily 
by the input. 

reference purposes in Fig. 3.   Based on the 
envelope of undamped maxi max variation spec- 
tra in Fig. 2, it may be tentatively concluled 
that an analog-to-digital point density of 10,000 
points/sec will permit spectral computation 
accuracy of within 5 percent up to 1.000 cps 
and within 10 percent up to 2,000 cps.   Essen- 
tially the same conclusions are obtained from 
the digitizing error function of Eq. (2) plotted 
in Fig. 1.  This is further confirmation that 
Eq. (2) can be utilised for estimating digitizing 
requirements as a function of desired accuracy 
in spectral computation. 

Due to the highly complex, multiple- 
frequency nature of sample shock records Nos. 
2 and 3 in Figs. A-6 and A-13, a detailed anal- 
ysis of computation errors due to digitizing was 
not attempted. Rather, envelopes of the maxi- 
max variation spectra as a function of digitizing 
density with and without clamping for both rec- 
ords were prepared and are presented in Figs. 
2 and 3.  It is immediately evident, as can also 
be detected from Fig. 1. that the variations in 
computed spectra increase markedly at high 
frequencies as the digitizing point density de- 
creases. The variation in the damped maxitnax 
shock spectra is considerably less than for the 
undamped case, and this is presented for 

Effect of Shock Record Duration Cutoff 

Examination of the clamped and undamped 
maxitnax variation spectra due to varying time 
duration cutoff in the Appendix indicates that 
significant deviations in spectral computation 
accuracy primarily occur in two regions: 

1. Low-Frequency Region — For the three 
sample shock records studied, significant vari- 
ations occur in the low-frequency region below 
approximately 20 cps for arbitrary shock dura- 
tions of approximately 50 msec and below ap- 
proximately 50 cps (except for Frankford 
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Record 00906-1) for shock durations of approx- 
imately 20 msec.  It may be noted on comparing 
Figs. A-5, A-11, and A-18 that the low-frequency 
variations are considerably greater for the ar- 
bitrarily short-duration highly complex sample 
shock records than for the idealized record. 
The observed low-frequency variations may be 
partially, but not completely, explained by the 
changes .n the velocity content of each shock 
resulting from duration cutoff.  The complete 
explanation of the observed low-frequency vari- 
ations requires further investigation.  However, 
based on the present available limited data, it 
appears that low-frequency variations can be 
expected when the dimensionless frequency 
parameter of the shock is IT S 1, where f is 
frequency in cps, and T is shock record dura- 
tion in seconds. 

2. Resonant Frequency Region — Significant 
spectral variations occur at each major fre- 
quency component of the input shock.  This is 
particularly evident from Fig. A-5 for the 
idealized shock record.  The shock recorr» 
duration determines the number of repetition 
cycles which may occur at any frequency, and 
hence is a major factor in establishlr.g the 
severity of a transient undamped resonance 
condition.  This transient resonance effect is 
apparently negligible in the damped variation 

spectra which are presented for reference pur- 
poses in Figs. A-12 and A-19. 

It appears from the present limited data on 
effects of varying duration that the reference 
shock record length of d0 msec is perhaps the 
safest compromise duration for maximum ac- 
curacy over the largest range of frequencies. 
In Figs. A-11 and A-12, only a small amount of 
positive variation is indicated by increasing the 
record duration cutoff to 80 msec.  Inasmuch 
as the 60-msec record duration corresponds 
approximately to 5 percent of the peak-to-peak 
amplitude of the shock, this can be regarded as 
an alternative criterion for selection of record 
duration in a complex shock. 

Fourier Spectrum 

A large high-frequency variation is shown 
in Fig. A-20 due to computing the magnitude of 
the Fourier spectrum of Record 00908-2 with a 
reduced point density of 10,000 points/sec in- 
stead of 20,000 points/sec.  The greatest vari- 
ations in Fig. A-20 occur at the "notches" or 
frequency voids which are evident in the refer- 
ence Fourier spectrum of Fig. A-14.  At these 
notches the spectrum curves are very steep; 
hence, any minor differences introduced by 



digitizing point density or time duration will 
appear as a large variation. Similar large var- 
iations were evident during visual examinations 
of the Fourier spectrum computer printouts for 
Record 00906-1. 

The significance of these Fourier spectra 
variations cannot be deduced from the present 
results.  It is possible that what presently 
seems to be very large variations may have 
little effect on the application of the Fourier 
spectrum to compute the time history of the 
input and response at any location in a structure 
when the steady-state transfer function at that 
location is known. The inverse transformation 
of the Fourier spectrum to obtain the time his- 
tory of the motion involves an integration 
process; hence, the area under the entire spec- 
trum is just as Important as the magnitude of 
any particular frequency.  Probably the best 
method for evaluating the effect of point density 
and time duration on the Fourier spectrum 
would be to attempt to reconstruct the original 
shock time history record. This was beyond 
the scope of the present limited investigation. 

basis for establishing acceptable limits for 
these parameters. It is evident that for maxi- 
mum computation accuracy, the digital point 
density and shock record duration must be suf- 
ficiently large to define the peak acceleration, 
velocity content, aid repetitive frequency com- 
ponents in the shook.  Based on the analyses of 
three complex shock records, typical of gunfire 
shock conditions which have been Investigated 
here, it is concluded that a digital point density 
of 10,000 points/sec and a record duration of 
60 msec should be adequate for most digital 
computer spectral analyses of field data. The 
record duration of 60 msec corresponds approx- 
imately with an amplitude which is 5 percent of 
the maximum peak-to-peak value for the two 
most complex records studied.  The suggested 
record duration and digitizing density provide, 
in the present cases, a nominal spectrum com- 
putation accuracy of within 5 percent between 
10 to 1,000 cps and within 10 percent from 1,000 
to 2,000 cps. Improved accuracy over an ex- 
tended lower and higher frequency range will be 
achieved by increasing the digital point density 
and record duration. 

CONCLUSIONS 

The results of the digital computer shock 
and Fourier spectral analyses presented herein 
as a function of varying analog-to-digital point 
densities and shoe* record durations provide a 
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Appendix 

SHOCK,  FOURIER, AND VARIATION SPECTRAL DATA 
FOR SELECTED SAMPLE SHOCK RECORDS 
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Fig. A-l - Sample record No. 1: Time history 
for idealized two-component superimposed de- 
caying sinusoidal acceleration shock record, 
frequency components 100 and 300 cps [8] 
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Fig. A-2 - Maximax and residual spectra for the idealized two-component 
decaying sinusoidal acceleration shock record of Fig. A-l, digitizing point 
density 16,500 points/sec, duration of record 60 msec [8] 
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Fig. A-3 - Undamped maximax variation spectra 
due to decreasing digital point density for the 
idealized decaying sinusoidal shock record of 
Fig. A-l 
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Fig. A-4 - Time of occurrence of maximax reBponae for 
the idealized decaying  sinusoidal shock record of Fig. A-1 
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Fig. A-6   -  Sample record No. 2:    Time history 
for Frankiord Arser.al shock record 00906-1 [8] 
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Fig. A-7 - M.iximax and residua! spectra for record 
00906-1: Digitizing point density 20,000 points/?ec, 
duration of record 60 msec [8] 
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Fig. A-8 - Danijifd shock spt-ctra 
for record 00906-1: Digitizing 
point dinsify <0,000 points/sec, 
duration   of   record   60   msec   [8] 

10.000 

FREQUENCY C PS 

Fig. A-9 - Undamped maximax 
variation spectra due to decreas- 
ing digital point density of rec- 
ord 00906-1 

Pftqutncy (cpt) 

13 



fnquKtct (en*) 

Fig. A-IO - Five percent damped maximax variation 
spectra due to decreasing digital point density of 
record 00906-1 
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Fig. A-13 - Sample record No. 3:    Time history 
for Frankford Arsenal   shock record 00908-2 [8] 
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AUTOMATED DIGITAL SHOCK DATA 

REDUCTION SYSTEM* 

Walter B. Murfin 
Sandia Corporatioa 

Albuquerque,  New Mexico 

A method of automatically digitizing, editing, filtering, reducing, com- 
paring, displaying, and storing shock data is described.   The desired 
final display of the shock data is graphical and can be given in two 
forms:   the acceleration-time history and the shock spectrum.   Subsid- 
iary operations include automatic editing of data to eliminate spurious 
or unwanted points, filtering to remove undesired high-frequency com- 
ponents, or computation of Fourier spectra. 

The acceleration-time history is often useful for confirming the validity 
of the data, but gives little insight into possible damaging effects.   It is 
often of dubious value for comparing the severity of dissimilar shock 
environments.   The shock spectrum, on the ether hand, may be of value 
in estimating damaging effects or relative severity of environments and 
for determining "equivalent" laboratory tests.   The spectra are being 
used as the final form of data presentation in the Sandia Environmental 
Data Bank. 

An educational program is described which has been found useful for 
acquainting designers with the utility of the approach.   Certain types of 
pulses which do not lend themselves to the shock spectrum treatment 
are described, and examples are given showing the flow and presenta- 
tion of data from rough "first look" records through final reduction. 
The mathematical methods for computing shock and Fourier spectra 
and for filtering are described in sufficient detail to permit adaption to 
other data systems. 

W. B. Murfin 

Shock tests of systems, structures, and 
components have been increasing in number 
and complexity at Sandia Corporation for sev- 
eral years. Ground impact tests, blast tests, 

and transportation tests are conducted almost 
dally on complete systems.  In addition, exten- 
sive qualification testing of components is car- 
ried out. 

The sheer volume of data collected has be- 
come bewildering.   Improvements in instru- 
mentation and recording techniques have made 
it possible to collect far more data than in 
years past.  Before the Installation of the sys- 
tem described in this report, reduction of this 
mass of data consisted merely of annotating 
osclllograms of the shock records, as shown in 
Fig. 1, which were then delivered to the sys- 
tems or component designer without comment. 
Obviously, there is a very significant possibility 
of human error in such an operation.  The de- 
signer was not only swamped with a tremendous 
volume of data but, unless he happened to be a 

*This work was supported by the United States Atomic Energy Commission. 
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n^ar-expert In the IWds of Instrumentation and 
mechanical shock, was unable to determine what 
records were valid or how to apply the data to 
refinements of design. In addition to these er- 
rors of omission, the annotator could very 
easily make errors in calibrate levels, channel 
identification, etc. 

6. The data should be readily storable, 

7. "Hash" and noise should be removable, 

8. The time lag from test tu final report 
should be minimized, and 

9. Human error should be minimized. 

Fig.  1  - Annotated  oscillogram 

A further defect of the process was the 
crudity in attempting to redefine a field envi- 
ronment in terms of an achievable laboratory 
test.   Many engineers confronted with such a 
situation find it expedient simply to tabulate the 
peaks and durations experienced in field envi- 
ronments, using the maximum value that has 
been recorded as a laboratory test.   Recogniz- 
ing tha.. oscillatory components of the environ- 
ment probably have a damaging effect, the engi- 
neer might arbitrarily increase the level of the 
laboratory test in the hope that unknown factors 
of the field environment would be adequately 
represented. 

In an attempt to regularize the reduction of 
data, the following desiderata were considered: 

1. The final reduction should be graphical 
and should lend Itself to tabulation, 

2. Some means of determining the validity 
of the data is necessary, 

3. The data should be readily applicable to 
design Improvements, 

4. It should be possible to determine a 
realizable laboratory test from the data, 

5. The data must be in a format acceptable 
to designers and dynamiclsts, 

The shock spectrum technique appeared to sat- 
isfy most of these considerations.  Shock spec- 
tra are discussed extensively by Vlgness [1] and 
Rubin [2] ana will not be further explained here. 

Shock spectra can be presented graphically, 
can be easily stored, and are usable for design 
improvements and laboratory test planning. 
However, the validity of 'Jie data cannot be de- 
termined easily from the shock spectrum.  It 
was felt advisable, therefore, to include the 
acceleration-time history along with the shock 
spectrum. 

Analog data reduction was considered first. 
A type of analog shock spectrum computer was 
developed and tested, but was found to have 
many disadvantages, including the following: 

1. Operation of even a simple analog shock 
spectrum computer requires intervention by a 
skilled operator, 

2. Human error can be a problem even 
with great care, and 

3. The plots turned out were less neat 
than desired. 

Digital reduction was next investigated. 
This, It was felt, could materially reduce human 
error.  The cost, unfortunately, would be hi^h, 
but we believed that the advantages of the method 
would outweigh this disadvantage. 

At present, shock, records are kept on mag- 
netic tape in analog form.  These analog tapes 
are then digitized by an Astrodata Model 4101 
analog-to-digital converter.  Only those portions 
of the analog tape containing actual pulses are 
digitized.  A digitizing rate of at least 15 times 
the highest irequency of interest is used; nor- 
mally this is chosen to be at least 15 times the 
cutoff frequency of any low-pars filter used in 
conditioning the analog signal 

All further operations are now carried 
out on the digital tape.    The analog tape is 
retained for 90 days in case any portion 
needs to be redlgltlzed, and Is then available 
for reuse. 

22 



Before any use is made of the digital tape, 
a quick-look oscillogram made from the analog 
tape is scrutinized jointly by a test engineer, a 
dynamicist, and if desired, the design engineer. 
Any records showing indications of cable break- 
age, zero shift, excessive noise, or other glar- 
ing defects are automatically discarded.   A plot 
of the acceleration-time history of such records 
is usually made, but no further reduction is 
carried out. 

The remaining records are now quickly 
checked to decide which ones will be reduced to 
shock spectra.  In general, records from trans- 
ducers placed on components are avoided.  It is 
felt that such pulses should be treated as re- 
sponses rather than inputs.   Exceptions to this 
rule are made in asies where one component is 
mounted on another, or where a component con- 
tains many parts so that the response of the 
component case can be considered an input to 
the parts.  We are always cautious about reduc- 
ing data that appear imperfect or invalid.  Sel- 
dom more than 10 percent of the channels on a 
systems test will be marked for complete 
reduction. 

The digital tape (which contains all the 
pulses and calibrations) is now reduced in a 
CDC 3600 computer.  The flow of information 
is shown in block diagram form in Fig. 2. 

Some of the options available include: 

1. Low-pass filtering to any desired cutoff 
frequency; 

2. Editing to remove unnecessary points; 

3. Plotting of tne acceleration-time history 
before or after filtering and editing, or both; 

4. Removal of spuriouo or questionable 
sections; and 

5. Computation of the shock spectrum, 
which can be plotted or printed, or both. 

An option not yet present because of lack of 
demand is the computation of the Fourier spec- 
trum, but it can be included at any time. 

Plotting is done on a Stromberg Carlson 
SC 4020 high-speed plotter.   Each plot has any 
desireH identification printed on it, as well as 
the total velocity change of the pulse.   Since all 
pulses arc digitized at a very high frequency, 
each pulse contains many unnecessary points. 
Editing; reduces the number of points. 

All the digital points are scanned in turn. 
If the omission of any point would result in an 
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Fig. Z - Digital shock data reduction 

error exceeding some predetermined percent- 
age of full scale, that point is retained.  The 
process is shown diagrammatically in Fig. 3. 

Editing removes much of the "hash" and 
noise, resulting in a cleaner plot.  The effects 
of editing at 1, 2, and 5 percent of the calibrate 
level are shown in Figs. 4, 5, 6, and 7.  The 
associated shock spectra (Figs. 8, 9, 10, and 
11) show that the edits have resulted in only 
very minor deviations in the shock spectra.   A 
standard edit of 1 percent has been selected; 
this has been tried on a wide variety of shock 
pulses and appears to be satisfactory. 

Filtering is accomplished by the digital 
equivalent of an analog filter.  The transfer 
function of the filtering system is shown in Fig. 
12.  The transfer function of the filter is 

G(s) (1) 
( s- 

Such a transfer function is given by 
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mum poDff (3) 

Fig. 3 - Edit criteria 
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Fig. 4 - Puise with  no edit 
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where > is the filtered output,  x is the unfil- 
tered input, and     is the circular cutoff fre- 
quency of the filter.  The equatior is solved 
using Runge-Kutta integration.  The plot of a 
typical filtered pulse Is shown in Fig. 13, which 
may be compared with the original pulse onFig.4. 
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Fig. 7 - Pulse with 5 percent edit 
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The computation of shock spectra is rela- 
tively simple, but somewhat more time consum- 
ing   The input is considered to be piecewise 
linear between the digitized points. 

Consider a single-degree-of-freedom sys- 
tem whose base undergoes an acceleration of 
A^r n.  The equations are developed for an un- 
damped system, because the algebra becomes     5 
somewhat Involved for a damped system. Damp- 
ing is indeed included in the actual computer 
programs.   Because the input is piecewise lin- 
ear, it can be represented by 

A ( t) (3) 

The response y to a displacement input x 
is given by 

y ■     V       Jx , (4a) 

or, in a more useful form for our purposes, 

Ay •     •,AV        X (4b) 

Using the Laplace transform, we have 

Ay( s1 
A.(s)  »   ^J0)  *   sA (0) 

(5) 

This can be solved to give values of Ay and Ay at 
t     t    ♦ '.c 

Ay(t   •      t) (   :   '   .•t0)(l   "   COS     ■ M)    *    ■■'■t 

AV(to) 

—    sin .   -t   »   A( t   )  cos  -   it 

— sin       t (6) 

and 

Av( t • At)       ,( i* .tj   sin  .At   •     (1 -  cos  ."t I 

-     Ay(to)   sin  .    t   ■   Ay(tri)  cos  -At . 

(?) 

The time interval t is chosen to be 1/20 
of the natural period, or less when required to 
maintain piecewise linearity over the interval. 
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Maximum (positive) and minimum (negative) 
response spectra are plotted lor 0, 3, and 10 
percent of critical damping in Figs. 14, 15, ajid 
16.   It is also possible to plot the envelopes of a 
number of spectra.   H desired, the spectrum of 
the relative displacement between the component 
and the base can also be plotted. 

Any frequency limits c; i be chosen. Fre- 
quency steps are logarithmic, so the density of 
frequency points is uniform on a log-log scale. 
We have presently standardized on frequencies 
increasing by intervals of 10 percent. 

Choosing a suitable laboratory test is essen- 
tially a hand operation, but requires very little 
time.  Transparent overlays of normalized ideal 
laboratory pulses (half-sines, triangles, haver- 
sines, etc.) have been plotted on all the log-log 
scales used for spectrum plots.  The overlays 
are shifted on the spectrum plot until the spec- 
trum of the laboratory pulse just envelopes tie 
spectrum of the environmental pulse, as shown 
in Fig. 15.   The spectrum of a 420-g 8.3-msec 
half-sine envelopes the spectrum of the environ- 
mental pulse. 

At the beginning of our program, designers 
were somewhat unwilling to utilize shock spec- 
trum data because of unfamiliarity with the tech- 
nique.  Also, as Fig. 15 indicates, the labora- 
tory test pulse very much exceeds the environ- 
mental pulse in both amplitude and velocity 
change.   This must be explained to the designer. 

Direct assistance is given to design engi- 
neers in applying the method.   The advantages 
and limitations of the technique have been ex- 
plained in short lectures.   As a result, consid- 
erable enthusiasm has been generated In design 
and test organizations. 

One of ehe outgrowths of the automated sys- 
tem has been a reduction In the time lag from 
test to final report.   This Is due largely to the 
elimination of hand annotation of osclllograms. 
The appearance of reports has also been en- 

ced.  Another benefit Is the ease of storage 
ut the Sandla Environmental Data Bank.   Because 
all records have been scrutinized by a knowl- 
edgeable group of engineers and only the most 
significant are chosen for spectrum reduction, 
it can be assumed that nearly all the spectra 
are significant and valid. 
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The automated shock data system has not system, resultii.^ in considerable improvement 
yet been developed into its final format. Changes in the utility of the data, 
and improvements are in process at all times. 
However, the utility of the system has already ACKNOWLEDGMENTS 
shown itself in the relatively short time it has 
been in use.   It is expected that eventually all R. W. Bradshaw developed the data handling 
of Sandia's shock data will be reduced by this programs. A. R. Nord assisted in the shock spec- 

trum program. 
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DISCUSSION 

Mr. Holland (Allied Research Associates): Mr. Murfln: No, it is independent of the 
Is the digital response computed at every digital        digital input frequency. We use 20 points per 
input point? cycle, which gives a maximum error of about 

1 percent according to Gertel's curve. 
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AUTOMATED ANALOG METHOD OF SHOCK ANALYSIS 

F. X. Prendergast 
Bsll   Telephune  Labiiratories 

Whippany, New Jersey 

An automated analug method for determining; the frequency response of 
various second-order systems to shock inputs is described.   The method 
can be used to perform shock spectrum analysis and to study shock re- 
sponse of various types of nonlinear systems. 

The unio,ue features of this method are:    (a) the analog program is de- 
signed to be ustd with a medium-sized analog romputer; (b) automatic 
frequency stepping is accomplished by the use of multipliers in the 
analog of the second-order system, instead of potentiometers; and (c) 
the operating mode of the computer can be slaved to shock pulses, 
either synthesized within the computer or recorded on magnetic taps. 

The paper also describes two methods of plotting frequency response: 
a simplified technique which results in a bar graph presentation, and a 
peak detection and sample-hold technique which results in a point-to- 
point plot.   An x-y plotter can be used as a readout device for either of 
these methods. 

Examples are given which demonstrate the use of the method in obtain- 
ing shock spectra. A study of a typical noi.linear system's response to 
shock inputs is also presented. 

i^% 

F. X. Prendergast 

operator time to change parameters, record 
peak values, and plot results. 

It would be helpful if an automated program 
could be developed to perform these routine 
functions.  Obviously, if an analog facility is 
large enough and is equipped with servo-set 
potentiometers, automation is no problem.   The 
purpose of this paper is to describe an auto- 
mated method for determining the frequency 
response of various second-order systems to 
shock inputs, which can be used with the usual 
assortment of amplifiers, integrators, multi- 
pliers, and comparators. 

INTRODUCTION A STEP TOWARD AUTOMATION 

The analog computer is an excellent tool 
for solving linear and many types of nonlinear 
second-order differential equations.  It is par- 
ticularly suitable for determining system 
response-time histories and rapidly assessing 
the effects of various parameter changes on 
system response.   Conversely, using the analog 
computer to determine frequency response 
functions requires a great deal of tedious 

The automated analog computer method for 
determining the frequency response of various 
systems can be best described by applying it to 
the linear single-degree-of-freedom system 
shown In Fig. 1.  The maxlmax response of this 
system, x, to a shock input y applied at the 
base Is the familiar acceleration shock spec- 
trum.  The differential equation of motion for 
this system is 
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Fig.   I   - Single-i.ppree   of- 
frecdorri   systnn 

(1) 

where     15 '"e undamped natural frequency "•{ 
the systeL  ^nd     is the damping ratio.   This 
can be written in terms of the single variable 
», by making the substitution 

Equation (1) now becomes 

(2) 

(3) 

The usual analog computer program for 
Eq. (3) is shown in Fig. 2.  The analog symbols 
used are from the EAI Handbook |lj.   If this 
program is used to perform a frequency re- 
sponse analysis, the two    potentiometers must 
be adjusted tor each new frequency considered. 
Obviously, then, the first step toward automat- 
ing the system is to replace these potentiome- 
ters with devices that will also perform the po- 
tentiometer function, but can be controlled 
electronically rather than mechanically.  The 
quarter-square multipliers are used for this 
purpose.  The analog program for the slngie- 
degree-of-freedom system, using multipliers 
instead of potentiometers, is snown in Fig. 3. 
As is evident, this program allows the frequency 
parameter to be changed quite easily by supply- 
ing a voltage     to the two multipliers.   The 
program hac additional features which are not 
immediately obvious.  One potentiometer can 
now oupply a voltage which represents    , and 
also control the abscissa of the x-y plotter. 
This dual control allows the frequency to be 
changed by any arbitrary amount without the 
necessity for reading actual potentiometer val- 
ues.   No matter what frequency is chosen, the 
response will appear in the proper position on 
the plotter. 

Fij;. I - Conventiunal analoi; 
cumputer program for single- 
(iegrec-of-freedom system 

<€ .1« 

Fig. 3 - Analog program, single-degree- 
o£-freedorn system with multipliers 

This first step provides a semiautomatic 
program which can be used in cases where the 
setup time for a fully automated system is not 
justified.  Although the need for an operator is 
not eliminated, his task is made much less 
tedious.  This approach is particularly useful 
in cases where the frequency response of a 
system to only one or two types of pulses is 
required. 

The "O" and "R" symbols on each of the 
integrators in Fig. 3 represent operate and re- 
set voltages supplied by the mode control cir- 
cuit which will be described belc*.  In the case 
of integrators 10 and 11, the "O" voltage is 
connected to the operate relays of the integrators 
and the "R" voltage is connected to the reset 
relays of the integrators. 

MODE CONTROL 

The next step in automating the analog pro- 
gram is the provision of a means of cycling the 
operate-reset modes of the computer.  Two 
methods are presented.  The first is to be used 
when the shock pulse is internally generated in 
the computer.   In this method the cycle timing 
can be chosen by the operator and even changed 
during a run to speed up the program.   The only 
requirement is that the operate time is long 
enough to allow the response to reach its peak. 

The second method is used when the input 
pulse is stored on a magnetic tape loop.  The 
cycle time for this case is fixed by the length o£ 
the tape loop.  The only freedom that the oper- 
ator has in operate time is that he can skip a 
cycle if it is necessary to increase the operate 
time. 

Mode Control — Internally Generated 
Pulse 

To control the cycle time of the computer, 
an asymmetric sawtooth is generated using one 
integrator and two comparators as shown in 
Fig. 4.   The output of integrator 15 in Fig. 4 is 
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the required sawtooth shown in Fig. !>.  When 
the slope of the sawtooth is negative, the com- 
parator terminals ar? in the positive position, 
and when the slope of the sawtooth is positive 
the comparator position is negative.   Thus, one 
pair of these comparator terminals can be used 
to supply oper?te and reset voltages to the 
single-degree-of-freedom system.  As inte- 
grator 15 operates continuously, the integrators 
of the single-degree-of-freedom system will 
alternate between the operate and the reset 
modes.   The three potentiometers 30, 31, and 
32 in Fig. 4 are used to control the duration of 
operate and reset times. 

This gate will be discussed later in more detail. 
The trigger pulse is a rectangular pulse which 
is recorded on a separate track just before the 
pulse to be analyzed. The trigger pulse throws 
the contacts of comparator 38 to the negative 
side.   These contacts are locked in this position 
until the output of integrator 15, which is put in 
the operate mode by the comparator, reaches a 
high enough voltage to reverse the process.  The 
wave produced by integrator 15 is shown in Fig. 
7.  The operate-reset modes of the single- 
degree-of-freedom system are slaved to the 
mode of integrator 15. 
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Fig. 4 - Mode  control program, 
internally generated pulse 
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Fig. 6 - Mode  control program, 
tape   recorded pulse 

KOPERATE RESET 

Fig. 5 - Mode control cycle 
waveform, internally gener- 
ated pulse 

Fig. 7 - Mode control cycle 
waveform, tape recorded 
pulse 

Mode Control — Magnetic Tape 
Loop Pulse 

The objective in this case is to generate a 
wave similar to that of Fig. 5, but slaved to a 
slgr^l on a magnetic tape loop.   Figure 6 shows 
the analog program which produces this wave. 
The puise to be analyzed and a trigger pulse 
are fed from the tape loop to th'! computer. 
The forcing function is fed into a sumtäng am- 
plifier where any unwanted dc component can be 
biased out.   II the magnetic tape is noisy, follow- 
ing the pulse, the output of amplifier 42 can be 
fed to a gating device to eliminate the noise. 

FREQUENCY STEPPING CIKCUIT 

Figure 8 shows the computer program for 
the frequency stepping circuit.  Its function is 
to provide a voltage     which represents fre- 
quency in the single-degree-of-freedom system. 
It must provide a constant voltage when the main 
system is in the operate mode, and increase (or 
decrease) this voltage by a prescribed amount 
when the main system is In its reset mode. This 
is accomplished by operating integrator 03 dur- 
ing the main system reset cycle and holding 
integrator 03 during the operate cycle. 

Potentiometer 00 controls the rate of 
change in    .  This rate is positive as shown In 
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Fig. 8, but it could be reversed merely by 
changing the polarity of the reference voltage 
supplied to potentiometer 00.   Potentiometer 
01 provides a means of starting a run at any 
arbitrary initial frequency. 

PULSE GATING 

As mentioned above, it is sometimes nec- 
essary to gate the input pulse when the magnetic 
tape loop has excessive noise following the pulse. 
It is also necessary to provide a similar type of 
gating circuit for computer generated pulses.  For 
Instance, if the pulse to be generated and analyzed 
is a half-sine wave, it is produced by starting a 
sine wave generator, which can be programmed 
on the computer, at the beginning of the operate 
cycle.  A gate is then used to cut off the sine 
wave generator after one-half cycle.   Figure 9 
shows the computer program for gating the input 
pulse.   An input function is fed through the relay 
contacts as shown.  These contacts are opened 
when the output of integrator 21 reaches a pre- 
set negative voltage.   Potentiometer 22 controls 
the length of the gate. 
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FROM FUNCTION 
GENERATOR 

»GATED  FUNCTION 

reset cycle of the second-order system.   Fig- 
ures 11 and 12 are typical of the type of graphs 
produced by this method. 
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Fig. 12 - Maximax shock 
spectrum, unit half-sine 
pulse,   '  =  0 

PLOTTING 

In the system under discussion, it is neces- 
sary to find the maximax response of the single- 
degree-of-freedom system at each frequency, 
and plot this value as a function of frequency. 
One simple technique is to rectify the output 
using the program shown in Fig. 10, and plot 
the rectified signal as a vertical line on an x-y 
plotter    The horizontal position on the graph 
can be controlled by the voltage which repre- 
sents x in the second-order system.   The pen 
of the plotter can be raised and lowered in the 
proper : equence bj slaving it to the operate- 

One disadvantage to this simple plotting 
program involving the low-frequency response 
capability of the plotter is the possibility of pen 
overshoot influencing the peak detection.   Be- 
cause of this limitation, the programs shown in 
Figs. 13 and 14 were added to the system.   The 
program in Fig. 13 is a peak detection circuit 
while that in Fig. 14 is a low-pass sample-hold 
circuit.   The output oi the rectifier is fed through 
the peak detection and the sample-hold circuits, 
and then to the x-y plotter.   Bar graphs similar 
to Figs. 11 and 12 can also be drawn with this 
setup, but now the real-time frequencies of the 
second-order system are not limited by the 
pen response. 
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Fiji-  14 -  Low-pass sample- 
hold program 

By programming the pen to drop for a 
short period of time after the main system has 
been reset, a point-to-point plot such as shown 
Is'er in Figs. 20, 21 and 25 can be drawn.  The 
analog program for this circuit is shown in 
Fip. 15. 

TO f€N CONTROL 

Fig. 15 - Pen control program, 
point-to-point  plot 

OPERATION OF 
PROGRAM 

OVERALL 

Figure 16 shows the complete analog com- 
puter program for the response of a single- 
degree-of-freedom system to a half-sine pulse. 
This specific case is used to show the functions 
of several of the major elements in the program. 

Figure 17 presents a series of graphs which 
show the relationships of these major elements 
with respect to time.   The three complete cycles 
shown represent the operation of the system at 
three different frequencies.  Graph a is the out- 
put of integrator 15 which is the principal ele- 
ment in the mode control and gating circuits. 
Note how the operate and reset modes corre- 
spond to the slope of the asymmetric curve. 
Graph b represents the gated input pulse which 
occurs at the beginning of each operate cycle. 
Graph c represents the output x of the single- 
degree-of-freedom system.   For this example, 
the damping of the system was set at zero. 

Each of the three cycles shows a different re- 
sponse corresponding to the three separate fre- 
quencies of the system.  Graph d shows the 
output of amplifier 38 which is the absolute 
value of the response i.  Graph e is the output 
of the peak detection circuit, amplifier 18. 
Note that this curve holds the peak of the rec- 
tified output until the system has reset.  Graph 
f shows the output of the sample-hold circuit, 
amplifier 06.   Note that it samples the peak 
value of the response during the operate time 
and holds this value during reset time.  Graph 
g shows which part of the output of the sample- 
hold circuit is actually plotted.  The short 
dashed lines of this graph represent the pen 
writing time.   Graph h is a plot of the output of 
amplifier 05 which represents the frequency 

>f the system.  Note that this maintains a con- 
stant value during the system operate time and 
increases during the system reset time. 

The potentiometer functions in Fig. 16 are 
tabulated below: 

Function 

Frequency increment control. 
Initial operating frequency. 
Amplitude of gated forcing 

function. 
Low-pass filter response 

control. 
Same as 07; same setting if no 

gain is required. 
Amplitude of sine-wave forcing 

function. 
Length of pulse gate. 
Same as 18. 
Damping of responding second- 

order system. 
Damping of sinusoidal forcing 

function. 
Frequency of forcing function. 
Same as 27. 
Amplitude of sawtooth wave- 

form. 
Length of operating cycle. 
Length of reset cycle. 
Plotter pen writing time. 

Since the purpose of this paper is to discuss 
automation of an analog program, and not analog 
computer programming itself, only inaccuracies 
introduced by automation will be considered. 
One such inaccuracy Is caused by substituting 
multipliers, which are nonlinear devices, to 
perform the linear function normally done by 
potentiometers.  The degree of inaccuracy can 

Potentiometer 

No. 00 
No. 01 
No. 06 

No. 07 

No. OP 

No. 13 

No. 18 
No. 22 
No. 25 

No. 26 

No. 27 
No. 28 
No. 30 

No. 31 
No. 32 
No. 33 

ACCURACY 
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Fig.  17  -  Typical readouts   of subprograms 
in automated   system 

best be seen by examining the shock spectrum 
of a rectangular pulse as shown in Fig. 11. The 
analytic solution indicates that the spectrum 
should have a constant value of two (or normal- 
ized frequencies higher than 0.5.   The graph in 
Fig. 11 has a slight wavlness to it with an error 
of about 1 or 2 percent.   This is due to the non- 
linearity of the multipliers.   This error can be 
kept to a minimum by properly magnitude scal- 
ing the multipliers. 

The only other inaccuracy introduced in 
the automated program is In the leakage of 

the peak d.tector circuit.   This can be mini- 
mized, and almost eii.ninated, by proper diode 
selection. 

It is felt that the automated program elim- 
inates the chance of human error in reading 
potentiometer settings.   As mentioned previ- 
ously, the conventional method of frequency 
analysis involves the tedious job of setting two 
or three potentiometers for each frequency in 
the desired spectrum. 
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APPUCATION TO SHOCK 
SPECTRUM ANALYSIS 

Throughout the description of the automated 
frequency response system we have been using 
a maximax shock spectrum as an example.   Fig- 
ures 11 and 12, mentioned above to illustrate a 
type of plotting, represent maximax shock spec- 
tra for the classical rectangular and half-sine 
shock pulses.  Figures 18 and 19 are also shock 
spectra of classical pulses.  Figure 18 is the 
spectrum of a terminal sawtooth, and Fig. 1& is 
that of a damped sine wave.   Figure 20 is the 
same spectrum as in Fig. 19, but using the alter- 
nate plotting system.  Figure 21 is an example 
of a shock spectrum of a real pulse analyzed by 
this automated program.  This pulse was re- 
corded during a recent missile firing.  The 
shock spectra of the above-mentioned classical 
pulses agree with those published by Jacobsen 
and Ayre [2]. 

u  n I 2 5 
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Fig. 18 - Maximax shock 
spectrum, unit terminal 
sawtooth,   '  = 0 
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Fig. 20 - Maximax shock 
spectrum, unit damped 
sine pulse, ' = 0, point- 
to-point presentation 
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Fig. 21 - Maximax shock spectrum of 
pulse recorded during recent missile 
firing, ' = 0.03, recorded pulse time- 
scaled 1028:1 

:.    3 

i 
r       | j 

ll  1 
1\ 

I   \J 
\*y— 

U-t- 
B   2 
« Hill  
z o 
K •»   ( «; 
j 

o u ,1 Hi!      J 
2 3 

fPEQ'jENCf-rt 

Fig.  19 - Maximax shock 
spectrum,   unit mped 
;    le pulse, ' = 0, ba graph 
presentation 

Though each of Ihe examples given are for 
maximax spectra, it would be a simple matter 
to plot the residual or even the Fourier spectra 

if desired.  If more than one x-y plotter is 
available, these could be plotted simultaneously. 

APPLICATION TO A 
SYSTEM 

NOK LINEAR 

Up to this point, only the linear single- 
degiee-of-freedom system has been used In 
conjunction with the automated shock response 
program.  To illustrate its use with nonlinear 
systems, we will consider the shock response 
of a bilinear single-degree-of-freedom system. 
This is a system which has different but con- 
stant spring rates, depending on whether the 
spring is in tension or compression about some 
reference axis.   The mathematical model for 
this system is shown in Fig. 22. 

An undamped system is assumed to facili- 
tate the analytic approach (see Appendix) which 
will be used as a check on the computer results. 
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FIK.    ti.    -    Bilinear    single- 
de^rce-uf-freedom system 

An analytic solution for the shock response of 
the bilinear system to a unit rectangular pulse 
is given in the Appendix.   Note that the curve in 
Fig. 25 is in complete agreement with Eqs. 
(A-14) and (A-15). 

The addition of damping to the computer pro- 
gram is obviously a simple step but will nut be 
considered in this analysis. 

The symbols in Fig. 22 represent the usual 
vibration parameters and coordinates.   The sym- 
bol     represents the bilinear characteristic of 
the spring.   It has the following properties: 

when  x    • 0 

0     «hrn   x        0 . 

(4) 

Figure 23 shows the force-displacement char- 
acteristic of the bilinear spring. The equation 
of motion for the mass in Fig. 22 can be writ- 
ten as 

Ml 

DISPLACCMENT 

0 . (5) 

FORCt 

Fij;.Zi  -  Biline.ir spnnj.' 
characteristics 

ffNiS^HBM#Öjpi 

Fig. 2.\ - Analog program, bilinear 
single-degree-of-freedom  system 
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Fig, lb - Maximax response 
spectrum of bilinear single- 
degroe-o f-freedom system 
to a unit rectangular pulse, 

-  1,       =  0 

OTHER APPLICATIONS 

This can be nurmaiized by letting 
also reduced to tho single variable 
ing the substitution x     %   ■ v-. 

-, 1 

k m and 
by mak- 

(6) 

The analog program (or Eq. (6) is shown in 
Fig. 24.   It is the s;>me as that of a linear 
single-degree-of-frccdom system except for 
the half-wave rectifier which represents the 
function.   As shown In Fig. 24, the nonlinear 
parameter     can be set at any value from 0 to 
1.   To illustrate the effect of the nonlineartty 
and the use of the automated program, an ac- 
celeration response spectrum of the hiliaear 
system to a unit rectangular pulse is given in 
Fig. 25.   Fur this case,     was set equal to one. 

Shock response curves of many other types 
of nonlinear systems can be made with this 
automated analog program.   Hard and soft spring 
systems and systems with Coulomb damping and 
velocity square damping are just a few of the 
possibilities.   Almost any nonlinear variation 
of the basic single-degree-of-freedom system 
can be automated. 

The automated program can also be used to 
study the response of multi-degree-of-freedom 
systems to shock inputs, although it is doubtful 
whether it would be worth automating a system 
which is more complicated than two degrees. 
With a little variation in the method described 
above, it can be used in steady-state frequency 
analysis of both linear and nonlinear systems. 
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In fact, the automation technique discussed in 
this paper can be used in almost any situation 
where a repetitive type operation is performed, 
and one or two parameters are changed incre- 
mentally between operations. 

SUMMARY 

This paper has presented a technique for 
automating an analog computer program for 
determining the frequency response of a 
second-order system to shock inputs.   The 
principal feature of the program, which ena- 
bles automation using only a medium-sized 
analog computer, is the substitution of quarter- 
square multipliers for potentiometers in the 
secand-order system.  This permits the fre- 
quency parameter of the system to be varied by 
changing a voltage rather than the mechanical 
shaft of a potentiometer. 

Automated mode control of the computer 
was described for cases in which the input 
pulses are synthesized by the computer, and 
also where they are recorded on magnetic tape. 

Two methods of plotting frequency response 
are also described.  The first is a simplified 
technique which merely plots the rectified out- 
put of the second-order system as a vertical 
line on an x-y plotter.   The second Involves 
peak detection and sample-hold circuitry, but 
enables us to operate at much higher real-time 
frequencies and to plot either bar or point-to- 
point graphs. 

Examples demonstrating the use of the 
program in shock spectrum analysis and in the 
frequency response of nonlinear systems are 
given.   It is also pointed out that this type of 
automation can be used whenever the conven- 
tional programming technique requires many 
potentiometer seUings between operations. 
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Appendix 

ANALYTIC  SOLUTION FOR SHOCK RESPONSE OF 
BILINEAR  SYSTEM TO UNIT RECTANGULAR PULSE 

Consider the equation of motion of the bi- 
linear system shown in Fig. 22: 

2(l ■)x. y (A-l) 

If the forcing function y is a unit rectangular 
pulse of duration •, the solution for the relative 
displacement and absolute acceleration re- 
sponses of the equivalent linear system (      o) 
are 

— (cos  t !) 0 

— I (1 - cos ) COS -t sin ' 11 

(A-2) 

(A-3) 

(A-4) 

and 

( cos I ) ens  t sin t. t.(A-5) 

The maximum positive and negative responses 
are functions of     , or the relation between the 
length of the pulse and the natural frequency of 
the system.  They can be found by examining 
Eqs. (A-4) and (A-5).   Equation (A-4) has a 
maximum positive value of 

r i 
(A-6) 

it is never negative.   Equation (A-5) is essen- 
tially the equation of free vibration with no 
damping.   Therefore, the maximum positive 
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value will equal the maximum negative value 
for   t        .   From Eq. (A-5) the maximum is (A-10) 

«...,      2—-yi IA-7) 

The maximax acceleration is the maximum 
of Eqs. (A-6) and (A-7).   This is found to be 

(A-8) 

Since the bilinear system is piece wise 
linear (or values o( xf, which are either all 
positive or all negative, the above solution for 
the linear case (      o) can be used as an aid in 
finding the response of the bilinear system to 
the rectangular pulse. 

According to Eq. (A-2), the relative dis- 
placement is always negative during the pulse 
time.  Thus the effect of nonlinearity can be 
ignored for this part of the solution.   Equation 
(A-2) is valid for all values of    , the bilinear 
parameter.   To find the response after the 
pulse, we make use of the fact that the system, 
although nonlinear, is in free undamped vibra- 
tion.   By using the conditions of relative dis- 
placement and relative velocity at the end of the 
pulse, we can calculate the relative velocity of 
the system when  x, crosses the zero axis: 

T^-i-Ti   "■   0    (A-1,) 

Comparing the responses during and after the 
pulse, we find that the overall maximum, inde- 
pendent of sign, is the maximum of 

'i l •    »'  - 
(A-12) 

and 

I 2 
{A-13) 

In terms of acceleration, these can be written 
as 

i       2(\ ■     )'   2  s.n (A-14) 

and 

(A-15) 

0) (A-9) 

From this we can calculate the maximum nega- 
tive and positive relative displacements for 

Note that for negative values of    , the response 
spectrum is independent of     and is the same 
as for the linear case, which is illustrated in 
Fig. 11. 

DISCUSSION 

Mr. Fitzgibbon (Mechanics Research, Inc.): 
What would it cost per plot to use this technique 
for volume data production, and how would the 
cost compare with that of a similar job done by 
digital analysis? 

Mr. Prendergast:   i did not mean to leave 
the impression that this is meant (or volume 
work.   I think it is more useful in studies of 

unusual systems, such as nonlinear systems, 
than as a tool for shock spectrum analysis. 
Actually we use digital methods for pure shock 
spectrum analvsis, but where anything unusual 
occurs, for example, for finding the effect of 
filtering on shock pulses and roll-off of ampli- 
fiers, we use this system.   It takes about an 
hour or two to set up and 20 minutes to plot 
about 40 or 50 frequencies.   I do not believe the 
method is applicable to production work. 
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VIBRATION DATA REDUCTION TECHNIQUES 
AS APPLIED TO SATURN Sll VEHICLE 

Joseph D. Wiatht-rstonc 
North Amincan Aviation 

Downey,   California 

J.  D. We_*herstone 

E4TRODUCTION 

The Saturn S-II contract has resulted in 
the largest vibration measurement program in 
the history of North American Aviation.   Long 
before this contract was awarded to the Space 
and Information Systems Division in 1961, it 
was obvious that existing facilities for vibration 
data reduction were inadequate to handle the 
quantity of data that would be produced during 
the testing and development of the vehicle. 

The Saturn S-II is the second stage of Sat- 
urn V, the vehicle designed to send the Apollo 
space capsule to the moon.  The S-II is 33 ft in 
diameter, 82 ft lor.g, and will weigh nearly 
1,000,000 lb fully loaded.  Power is provided by 
five J-2 liquid-hydrogen-fueled rocket engines 
with individual thrusts of 200,000 lb.   Figure 1 
sho\,s a cutaway of the S-II. 

VIBRATION DATA REDUCTION 
FACILITY 

NASA funding for the S-II made it possible 
to employ a complete systems cor.cept in the 
planning of a new vibration data reduction fa- 
cility.   Usually such a facility starts with odd 
pieces of equipment that are subsequently added 
to, the result being something of a hodgepodge. 
In such cases, a process or a machine is apt to 

be poorly used because it is inherently incom- 
patible with other pieces of equipment. 

S-II vibratio   data requirements indicated 
that the number of measurements per test would 
range from approximately 50 to 100.  Test du- 
rations would extend from a couple of seconds 
to 395 sec or more.  With such qualifications in 
mind, system requirements were drawn up to 
provide the following: 

1. High-speed analysis subsystem — This 
is capable of computing the power spectral 
density (PSD) or average amplitude of a random 
data signal for each of 50 consecutive frequency 
segments over a 3 kHz bandwidth in real time. 
(Real time data are original or reproduced data 
concurrent with the test being performed.)  The 
filter bandwidths vary from 10 to 100 Hz in 
steps compatible with other systems used to 
reduce Saturn data. 

2. Digital conversion subsystem — This is 
capable of converting data from the high-speed 
analysis subsystem to a digital format recorded 
on 1/2-in. magnetic tape suitable for process- 
ing on a digital computer. 

3. Detail analysis subsystem — This is ca- 
pable of producing analog plots of PSD, cross- 
spectral density, and transfer functions. 

4. Peripheral equipment — This is capable 
of reproducing data from the originally re- 
corded format, and is necessary in making the 
facility self-supporting. 

Responsibility for the fabrication, installa- 
tion and acceptance-testing of the entire system 
was delegated to the manufacturer.  The equip- 
ment ultimately designed to accomplish this Is 
shown in Fig. 2.  The detail analysis subsystem 
on the left consists of 2-1/2 channels of a typi- 
cal heterodyne swept-fllter analyzer system. 
A single switch on the front control panel de- 
termines the mode of operation, permitting 
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Fig.   1  - Saturn S-ll cutaway 

Fii;.   I - Vibritioi! .m.ilysis .nid lyf't' count  system 
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either an independent c ■ synchronous operation 
of the two channels.   The system components 
may also be combined to produce a transmissi- 
bility function, coherent and quadrature spec- 
trum, or transfer function.   A centra! monitor 
point can be switched on to monitor each basic 
step ol the computation in each channel.   In this 
manner, an overall system performance check 
can be made in a matter of seconds. 

The two tape recoiders on the left are ca- 
pable ol recording on. or reproducing from, 
either 1  2- or l-in. magnetic tapes in FM or 
direct-record formats.   These recorders op- 
eriUe in the reel-to-rcel or loop mode with 
equal ease. 

Demodulation equipment contained in the 
next equipment rack is capable of demodulating 
ERIG-FM-multiplexed data signals and single- 
sideband multiplexed signals.   The following 
two racks house oscillograph recorders which 
use dUect-write or processed paper. 

Figure 3 shows the high-speed analyzer 
subsystem (HSAS) in detail.   It contains 50 
identical circuits, each incorporating a crystal 
type bandpass filter.   These filters provide the 
systen. with a much finer frequency resolution 
than that obtainable with analyzers using 
magnetostrictive type bandpass filters.   Oper- 
ating modes selected from the front panel make 
provisions for random or periodic data, power 
or linear amplitude, and smoothed or integrated 
output.   The period of integration can oe varied 
from one to 99 sec in 1-sec steps.   The data 

input to the analyzer is in real time.   The out- 
put of the analyzer is normally roeted from a 
solid-state high-speed multiplexer to an anatog- 
to-digital converter, and on to core storage. 
The time required to compute a PSD plot can be 
as short as 1 sec and the time to record the 
plot information less than 1  10 sec.   Operating 
ccntinuousiy. the system can pjt out a PSD plot 
ai the end of each integration time and immedi- 
ately start in on the next integration.  Other 
options for output presentations are an oscillo- 
scope plot, a tabulated plot from a digital volt- 
meter (in which case the system cannot operate 
in the continuous mode), or a continuous oscil- 
locraph presentation of the output irom each 
filter. 

The remainder of the digital conversion 
system, the format control buffer (FCB), is 
shown in Fig. 4.  The FCB receives digital tiata 
from the high-speed analyzer, stores it in mem- 
ory until a set amojnt has been accumulated, 
and then transfers the entire block of informa- 
tion onto magnetic tape.  Also connected '.o the 
FCB is an elapsed time-word generator which 
operates concurrently with the HSAS.  The 
elapsed time word can be multiplexed in »ith 
he data for each plot, e abling the plot to be 

referenced back to any significant event during 
the test.   Data from the analog to digital con- 
verter can be accepted at rates up to 24,000 
conversions per second.  The resulting tape is 
compatible with IBM 7094 computers used to 
process the data. 

The control console, Fig. 5, ties all the 
subsystems together, and contains all the 

Fie   5  - High-speed analyzer subsystem (HSAS) 
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Fig. 4 - Format control buffer 

equipment normally required for system set'.p. 
monitor and control.  An example of the sys- 
tem's space-for-growth requirement can be 
seen by the patchboard located on the console. 
(The patch panel is a central point from which 
test or data signals can be routed to any piece 
of equipment in the system.) A smaller patch- 
board could have accommodated the required 
interconnections, but the larger board provides 
room for growth.  Much of the unused portion 
of the board, shown here, has been put to use 
since this picture was made. 

All test and monitoring equipment normally 
used during system calibration and operation is 
built into the console or equipment racks, with 

input or output patching provided at the patch- 
board.  With such equipment ready for in medi- 
ate use in a specific location, it is difficult to 
overestimate the hours this convenience has 
saved.  Certainly the systems concept has 
proven itself in the performance of this system. 
The convenience of the control panels, monitor- 
ing and test equipment, and test points lave 
made the system a pleasure to operate ai i have 
more than satisfied the objectives for whic h it 
was designed. 

VIBRATION ANALYSIS PROGRAM 

The vibration analysis system was pur- 
chased with a specific data plan in mind—that of 

Fig.   5 - Control console 
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using a high-speed analyzer to perform a quick- 
look analysis ci all vibration data acquired dur- 
ing a test and a digital ar.aijv,er to verify the 
results. The principal ■ ;rm of output is a mag- 
netic tape which can be processed on an IBM 
7094 computer.   From this, it becomes possible 
to define special points of interest occurring 
during certain test measurements.  If indicated, 
a more detailed analysis can be performed by 
the detail analysis subsystem. 

A computer program was prepared to scale 
the data. This would use the transducer cali- 
bration, tabulate the data point by point, and 
plot the results of each PSD analysis on log 
paper with a Stromberg-Carlson 4020 plotter. 
A typical plot is si jwn in Fig. 6. 

Output from the high-speed analysis sys- 
tem was checked many times against the detail 
analysis system.  Differences in results were 
largely attributed to the bandpass filter char- 
acteristics of the two analyzers.  In addition, 
various operator techniques were taken into 
consideration.  However, the results have ade- 
quately prov.ded the quick-look analysis origi- 
nally sought. 

Variations in integration time were inves- 
tigated, and little difference, if any, could bs 
attributed to this factor.   Eventually, however, 
it was determined that ten plots per measure- 
ment, per test, were optimum except for very 
short test durations.  Consequently, each test 
length was divided by ten, and the result was 
used for the integration time. 

This plan worked well on early tests where 
a large amount of data had not yet been ac- 
quired.  However, on following tests, more 
measurements were recorded, and over 500 
data plots were obtained.  These plots provided 
a fairly accurate three-dimensional measure- 
ment picture, and were especially useful in pin- 
pointing instrumentation failures occurring 
during a test.  Nevertheless, usefulness of the 
data was restricted by sheer quantity and the 
limited number of man-hours available to ana- 
lyze it. 

To alleviate the problem, the digital com- 
puter program was expanded to summarize all 
data obtained from a single measurement in a 
single plot.  On such a plot, the maximum, 
mean, and minimum level PSD are shown. In 
addition, the standard deviation at each fre- 
quency is computed and plotted.  In this way, 
most of the PSD information can be summarized 
in a single plot, as shown in Fig. 7. 

In the future, it is to be hoped that greater 
use will be made of the digital computer in 
making such analyses. With various data avail- 
able within the computer, it will be possible to 
perform extensive statistical analyses which 
could result in significant conclusions.   For the 
present, however, no statistical criteria can 
substitute for the efforts of the data analyst. 

CONCLUSIONS 

Equipment capable of reducing large 
amounts of vibration data in a short time has 
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Fig.   6 - Stromberg-Carlson 4020 plot 

51 



HO SPECTIUM 

TOP l TIANüOUCfl T-IOI 
OtltNTATICN TST29      MEASUREMENT  EI9I-207 

TIME = 0 Itl-StVOE 0« 
cr - O:O«OOOOE-02 

00010 
100 

FtEOUENCY IN CH 

Fig. 7 - Computer output from high-speed analysis system 

been repeatedly demonstrated.  However, our 
ability to extract and absorb the most signifi- 
cant information contained in such data does 
not appear to have kept pace with the hardware 
developments.  One conclusion seems obvious: 

with the development of highly efficient vibra- 
tion data reduction equipment, the time has 
come to place increased emphasis on new 
methods for utilizing this source of informa- 
tion. 

DISCUSSION 

Mr. Hughes (Naval Ordnance Laboratory, 
White Oak):  Did you use a time code generator 
to mark your tape so it would search for certain 
records? 

Mr. Weatherstone: The test tapes we ob- 
tained from all tests have a tiiwe code already 
recorded on them, which we used. 

Mr. Hughes:  I assume you get a low- 
density tape from your analog-to-digital con- 
verter.  Did you convert this to a high-density 
FORTRAN-compatible tape when some other 
program language is used? 

Mr. Weatherstone:  The converter produces 
a high-density tape which is not immediately 
FORTRAN compatible, but the program first 
makes the conversion into FORTRAN.  The 
rest of the program is in FORTRAN. 

Mr. Szecsody (Sundstrand Corp.);   How 
many statistical degrees of freedom did you use 

in the quick-look data?  How did you check your 
signal-to-noise ratio for the real-time data? 

Mr. Weatherstone:  I cannot answer your 
first question.   To check noise, we generally 
measure a recording without any signal and 
compare it with a recording with a signal. 

Mr. Szecsody:  What ave: aging time did 
you use? 

Mr. Weatherstone:  The averaging time 
varies from 2 to 30 sec.  Actually it depends on 
the length of the test.  We might have a 360-sec 
test and divide thnt by 10, using 36 sec per 
plot. 

Mr. Szecsody:  Did you use 1/3-octave 
channels? 

Mr. Weatherstone:   No, it is neither a lin- 
ear nor an octave analysis.  We used a group 
ot 10-cps followed by a group of 20-cps and 
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then a. group of 50-cps followed by a group of Mr. Weatherstone:  We have seen some of 
100-cps bandpass filters to cover t te 3-kc band. that too. but I think we can generally recognize 

that. 
Mr. Szecsody  I ask the luestiJn on the 

signal-to-noise rat?   because vhile \ was wor!-- Mr. Gortor. (Pratt & Whitney Aircraft):   I 
ing with NASA, there was almost a fetish in re- understand you do not use this method for ana- 
ducing data through machines, with no realiza- lyzing very short transients, 
tion that most of the data had a natural frequency 
of 60 Hz. Mr. Weatherstone:   That is true. 
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DIGITAL ANALYSIS OF SATURN ENVIRONMENTAL 

TEST RESPONSE DATA 

Daniel J. Buzich 
Wyle Laborator'es 

Huntsville, Alabama 

The immense size of the Svtura space vehicles has resulted in labora- 
tory environment simulation test programs of large proportions just to 
test structural componeuts.   An analysis requirement of unprecedented 
magnitude arises from the large number of transducers involved.  Con- 
ventional analog data acquisition and analysis techniques are too cum- 
bersome, time-consuming and expensive for »he task of acquiring and 
analyzing up to 576 channels of vibration response data from each of 
many test runs.   Therefore, a three-position coaxial switch presents 
1?2 transducer response signals at one time to 192 signal conditioning 
amplifier systems, which, in tv.rn, present these signals to the on-line 
192 channel analog-to-digital computer system.   This system can ac- 
quire random test data from 576 data channels within a 6-min test dura- 
tion and sinusoidal sweep test data from 192 channels at a time.   These 
data can be acquired over a nominal frequency range of 0 to 20,00C Hz. 
The/ can be analyzed to obtain, for example, autocorrelations, cross- 
correlations, power spectral densities, cross-power spectral densities, 
amplitude probability densities, joint amplitude probability densities, 
transfer functions, coherence function-   input impedances, transfer im- 
pedances, transmissibilities, and amp    ades versus frequency.   This 
paper contains brief technical descriptions of the hybrid analog/digital 
computer system, the requirements for converting analog data to digital 
form, the methods used to handle large numbers of channels, the anal- 
ysis techniques used to reduce the data to engineering terms, and the 
accuracies and confidence limits of the results. 

Results are included of a special computer program which can numeri- 
cally filter the acquired random data into various passbands for more 
selective analyses.   This technique results in increased resolution and 
accuracy in the lower frequency bands where it is needed.   Examples 
of the results of thie program are presented with an analog comparison. 

D. J. Bozich 

INTRODUCTION 

Wyle Laboratories has been engaged In 
qualification „esting of Saturn space vehicle 
structures and structural components to ex- 
pected acoustic and vibration environments 
since 1963.   As a result of the immense sizes 
of the Saturn vehicles, the large numbers of re- 
sponse measurements required from an in- 
creased number of test conditions, and the lim- 
ited amount of time available for data review, a 
unique high-speed hybrid analog/digital data 
acquisition and analysis system was developed. 

55 



The computer facil ty comprises a Control 
Data Corporation CDC 3300 digital computer, 
an on-line analog-to-digital conversion subsys- 
tem, and a primary data conditioning system. 
The overall system is capable of acquiring up 
to 192 data ctnnnels at one time and up to 576 
data channels during a single test through a 
three-posiiioii coaxial switch before each chan- 
nel of signal conditioning electronics.  This 
system is being used at present to acquire data 
from acoustic and vibration environmental tests 
of specific full-scale structural sections of the 
second (S-fl) stage of the Saturn V space vehicle 
over response frequency ranges of 5 to 2000 and 
5 to 300 Hz, respectively.   The system can han- 
dle random or sine sweep data over a frequency 
range of 0 to 20,000 Hz. 

Data can be acquired irom transducers 
measuring the structural response to random 
forces and sine sweep forces.  The parameters 
and methods used to acquire the data are cov- 
ered in detail in Refs. 1, 2 and 3.   The data ac- 
quired from a random test can be statistically 
analyzed to obtain autocorrelations and power 
spectral densities (PSD), crosscorrelations and 
cross-power spectral densities, amplitude prob- 
ability densities, joint amplitude probability 
densities, transfer functions, coherence func- 
tions, and mean, variances, standard deviation, 
skewness and kurtosls statistical parameters. 
Likewise, the data obtained from a sinusoidal 
sweep test can be analyzed with deterministic 
accuracies to yield amplitudes versus frequency, 
transmlssiblllties, input impedances and mobili- 
ties, transfer Impedances and mobilities, and 
response mode shapes at resonance frequencies. 

A new selective and variable bandwidth 
random analysis program is described which 
can effectively analyze random data more ef- 
ficiently and accurately in about the same time 
as required for a constant bandwidth anaiyf Is. 
This program uses numerical low-pass filter- 
ing to decrease the frequency range of the data 
successively by octaves.  The redundant data 
points are then "decimated" [4, see also descrip- 
tion of decimation process later in paper] and 
analyzed within each respective octave either 
by the constant bandwidth technique or with a 
set of constant percentage bandpass numerical 
filters.  This technique results In increased 
resolution and accuracy In tho lower frequency 
bands where It Is needed.   Results of     -s pro- 
gram are compared to a constant be        1th 
PSD obtained from a normal analog .        sis. 

ANALOG/DIGITAL DATA SYSTEM 

The analog-to-digital data system shown In 
Figs. 1 and 2 Is directly on line to a digital 
computer system which formats and records 
the data on digital magnetic tape.   This system 
is capable of acquiring In real time sinusoidal 
and randon; signals In the frequency ranpo from 
0 to 10,000 Hz, nominally, and, with somewhat 
decreasing accuracy, up to 25,000 Hz. 

The analog/digital data system comprises 
three distinct subsystems:   the data acquisition 
and conditioning system which Includes the 
multlpositlon coaxial switch network and the 
conventional analog instrumentation, the analog- 
to-digital data conversion syslem, and the digital 
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computer system.  These three systems are 
required for data acquisition; however, only 
the digital computer system is needed for later 
data analysis and data presentation (plotting 
and/or printing). 

Data Acquisition and Conditioning 
System 

Figure 1 illustrates schematically the main 
features of the data acquisition and conditioning 
system.  A three-position 192-channel coaxial 
switching network on the input to the signal con- 
ditioning system allows switching between three 
sets of 192 transducers where the correspond- 
ing transducers of each set have been calibrated 
and matched to the respective signal condition- 
ing channel.  Thus, a total of 576 input channels 
can be -quired during a single test.  The outputs 
from ' .<  i92 signal conditioning channels are 
sent to the data conversion system. 

Analog data recorded on 1-in. 14-channel 
magnetic tape can be piayed back, in either the 
FM or direct mode, directly on line to thd data 
conversion system foi digital processing.  Up 
to eight switch-selected speeds can be used to 
reproduce high-frequency data recorded at low 
speed, at a speed and frequency range which is 
compatible with both the data conversion sys- 
tem and the applicable computer program.  This 
feature extends the capa' aity of the facility (or 
adapting to special custumer requirements. 

Data Conversion System 

The analog/digital system presently in- 
stalled at Wyle Laboratories is shown sche- 
matically in Fig. 2.  The data conversion sys- 
tem is used on line to convert analog signals 
received during a test from 2 channels at a 
time to two 12-bit binary words which are 
passed on to the CDC 3300 computer system. 
The system, which can sample up to 192 data 
charr.els or 96 pairs of data channels in speci- 
fied addressable/sequential modes, consists of 
the following units: 

1. 192 channel patch panel, expandable to 
320 channels; 

2. Two 96 channel multiplexers, expanda- 
ble to 160 channels with a 50,000-channel or 
sample per second (sps) maximum sampling 
rate; 

3. Two analog-to-digital converters with 
differential input, 100-nanosecond aperture 
sample and hold amplifiers, and 12-bit resolu- 
tion, capable of 60,000 conversions per second; 
and 

4. Control and Interface logic with two 12- 
bit communication channels, a 100-ksps control 
oscillator which yields 50, 25, 12, and 6.25 ksps 
system sampling rates, and a special 96-chan- 
nel 100-ksps "flip-flop" mode. 
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The analog/digital data system incorporates 
a dual controller such that each A/D channel can 
be automatically addressed independently, allow- 
ing greater flexibility in submultiplexlng at l)igh 
sampling rates.  The dual controller has tftrcr 
controller and Interface logic units, each of which 
has a 12-bit communication channel; the dual 
controllers are synchronously operated at 50, 
25, 12.5, and 6.25-ksps system sampling rates. 

Characteristics of the analog signals ac- 
ceptable to the system are signal input level t 1 
volt with peaks up to 14 volts, source resistance 
less than 1000 ohms, and frequency range up to 
10.000 Hz (nominally) or up to 25,000 Hz with 
reduced accuracy (sharp low-pass cutoff at 
25,000 Hz). 

Analog Magnetic Tape Transport 
System 

transport controllers; high-speed card reader, 
which re?.ds 1200 80-column punched cards per 
minute; high-speed line printer, which prints 
1000 136-column lines per minute; Calcomp In- 
cremental X-Y plotter, which plots up to 300 
points per second 0.01 in. apart in both the X- 
and Y-dlrectlons; data conversion system; and 
remote-controlled Sangamo 4784 14-channel FM 
record-reproduce magnetic tape transport 
system. 

Some ol the outstanding features of the sys- 
tem for data handling are true high-speed buf- 
fering capabillV; extremely fast 24-blt fixed 
point arithmetic (2.5 Msec 24-bit add, 12 jisec 
24-blt multiply. 12 ^sec 24-bit divide) with 48- 
bit arithmetic; extremely fast and reliable 
digital magnetic tape recorders with forward 
and backward read capability; and basic 24-blt 
word and ease of interfacing 24-blt communica- 
tion channel. 

The Sangamo Model 4784 magnetic tape 
transport, presently connected to the computer 
facility, has the following features:   14 coaxial 
cables to data conversion system; remote con- 
trolled in computer facility; 14 channels each 
FM record and reproduce electronics for 5 
speeds with 14 channels direct record-reproduce 
electronics readily obtainable tor any or all 8 
speeds; 5 speeds (swltchable) 1-7/8, 7-1/2, 15, 
30, and 60 ips with 3.375, 13.5, 27, 54, and 108 
kHz IRIG Intermediate-band center frequencies, 
respectively, with plug-in electronics for addi- 
tional 3 speeds readily obtainable   tape shuttle 
feature; tape speed servo control; tape loop 
capstan drive capability for loops up to 250 ft; 
voice electronics; wow and flutter compensation 
electronics; 16 VU meters; and up to 50 ma out- 
put current. 

Digital Computer System 

A Control Data Corporation CDC 3300 
digital computer comprises the basic system 
for controlling the on-line real-time data ac- 
quisition operation, storing the acquired digital 
data, analyzing the data subsequent to the test, 
and presenting the results in printed and/or 
graphic form.   The Initial system configuration 
shown In Fig. 2 has the following components: 
magnetic core storage module with 16,384 24- 
blt words and a memory cycle time of 1.25 ,.sec 
per 24-blt word; floating point hardware; central 
processing unit with iour 12-blt input/output 
communication channels; console and input/output 
typewriter; four digital magnetic tape recorders, 
each of which has a maximum transfer rate of 
120,000 6-blt characters per second (30,000 
words per second or 60,000 sps); two tape 

ACQUISITION AND ANALYSIS OF 
BANDWIDTH-LIMITED RANDOM 
RESPONSE DATA 

On-Line Acquisition Parameters 

Suppose the time series x;. i    i, 2 N 
represents a periodically sampled bandwidth- 
limited response signal which has a maximum 
(Nyqulst) frequency component fN.   (The Nyqulst 
frequency fN Is that frequency which Is equal to 
one-half the sampling rate and for whici. 'alias- 
ing" errors [4j will occur for these data whose 
frequencies are above fN.)   The required peri- 
odic sampling rate of h = 2fN samples per sec- 
ond yields a record length of N samples taken 
over a period of time TN seconds, where 

hTN samples (1) 

and TN Is the maximum effective record length. 
Choosing an effective resolution bandwidth *,. 
determints a period of time defined as the max- 
imum lag length Tm, where 

Hz (2) 

Likewise, a choice of the maximum number of 
statistical degrees cf freedom (dof) t associ- 
ated with a desired confidence level will deter- 
mine the required record length TN, since 

2TN ^ (3) 

Figure 3 illustrates the relationships of confi- 
dence levels with a.  A maximum number of 
discrete time lags m can be determined from 
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the maximum lag length Tm: 

m =  hTm samples 

which is similar to Eq. (1). 

(4) 

By substituting Eqs. (1) and (4) into Eq. (3), 
the following equation for £ is obtained: 

l  --  2N/m , (5) 

and, it is reaculy seen that for large %, re « N. 

Sampling Requirements 

The data conversion system has a fixed 
maximum sampling rate h, but since the data 
require only a sampling rate a     2fN per data 
channel, the number of channels     which can be 
effectively multiplexed together is given as 

inti'Eer part   of   {:h s1 (6) 

Thus, the first ' channels are submultiplexed 
sequentially repeatedly until either 'N samples 

have been obtained or until TN seconds have 
elapsed.  Switching to the next set of > chan- 
nels, the process is repeated until N samples 
from all the channels have been acquired. Table 
1 contains a chart of the maximum number of 
channels i which can be multiplexed together 
for various combinations of the maximum sys- 
tem sampling rate h and Nyquist frequency fN, 
where the individual data channel sampling rate 
«      2fw . 

The channels within a gro-p, which have 
been submultiplexed together, are related with 
only a constant time delay between sampled 
pairs of the channels within the group.  This 
time delay is equal to the number of sample 
time increments separating the consecutive 
samples of the respective pair of channels. This 
sampling difference causes the subsequent com- 
putation of the crosscorrelation function to be 
shifted along the time axis by this incremental 
time delay.   The resulting apparent error can 
be eliminated by reestablishing the time origin 
to account for this shift prior tc computing the 
cross-power spectrum [5j. 
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TABLE 1 

Maximum Number of Channels Which Can B? Multiplexed 

Maximum Number of. Channels 
i Nyqulst Cutoff 

Freq.» Freq.D 5120 10,240 20.480 40,960 81,920 163,840 327,680 655,360 1,311,720 1 
Spa Sps Sps Sps Sps Sps Sps Sps Sps 

2.5 1 1024 2048 4096 8192 16.384 32,768 65,536 131,172 262,344 
5.0 2 512 1024 2048., . 4096.. . 8,192. ..16,384. .32,768,. . 65,536. 131,172 

10 4 256 512; *-... -"*--.._ """"—-. --■■--.__ ***.. **.. —65,536 
20 8 128 256 . **•.. ""----. "*"*••.. ,       ***., '*'■•... -**... "-32,768 
40 16 64 128. "'"—-.. *"'**■* '--—-. ._""—---. ""——-.. "-16,384 

1         80 32 32 64. '"'"-'•■-. .^-----. ^               **"• '*.      **"* ."'"---.. """-*--.. "-8,192 
160 64 16 32, ""'*■--. .                  ** — -. ---'-^i --I*"'-- ."'-----. . "" 4,096 
320 128 8 16.. ""-"•■-« "*     ***** ta                   ** **. ...--"•-- • .       *** .""2,048 

j       640 256 4 8-, '^----- •» fc •--I'""l .._ ...'---- ■..      '*** -Z" 1,024 
1     1,280 512 2 4«, **** 

.^^             *■* ...^-*- —.2*---- '*-. ...    *"- -.*" 512 
2,560 1,024 1 2- »^        **'- ',"^*- ■^           ***• '-..*"*-' -.."'---- ..      "*** .. ""256 
5.120 2,048 1 * **•• **,****' '*-«*"** --..'"■-*- -.."'---- -.,*--'- -.      128 

10,240 4,096 1 "^^ »fci_        '*",■ ■-.  *-~ "'---.."~-~ .,.."---- —r"""64 
20,480 8,192 1 * 

""■'--II' --.r~'--- -.""32   I 
40,960 16,384 1 '*»               ** 

—-..'"■"' -."" 16 
81,920 32,768 1 ""' ■ 21'- --""8 

163,840 i   65,536 1 *" --."" 4 
327,680 131,172 1 " 2 
655,360 262.344 1 

afN, «here a -   2fN. 
bfc, where a      5fc. 

Channels sampled at totally different times 
(i.e., in different groups) cannot be successfully 
related due to the large time delay between the 
respecths channels and the complete lack of 
information to compute the crosscorreiation 
function at these extreme time delays (^ ^ N). 
However, all of the channel pair combinations 
are usually not required; hence, channels which 
are to be interrelated are grouped together. 

The data, when acquired and recorded on 
digital magnetic tape, are ready for retrieval, 
numerical filtering, analyses, and plotting. 

(during the satae time) can be found for later 
analyses. 

Numerical Filtering 

The retrieved data can be numerically fil 
tered to isolate particular bands of frequencies, 
such as octave bands.  Of particular interest 
here are low-pass and bandpass filters.  The 
low-pass and bandpass filter functions, respec- 
tively used in this report, are defined in dis- 
crete form [6] in the following equations: 

Data Retrieval 

Suppose that R random acceleration re- 
sponse data channels were acquired from a 
structure excited by applied random forces and 
recorded during the test on digital magnetic 
tape.  If the R dat; channels wer«? multiplexed 
in grou^ü of     channels, then the records re- 
quire demultiplexing to obtain and Identify the 
separate acceleration response time series 
»rii di    1,2.   .   . R: i    1,2.       Ni, consisting of N 
samples each.   Thus, the data which were sam- 
pled within the same submultip»exed groups 

*!<      VF r /2-fcMl 
COS         

\   a   I] 

' si n  2rfct 
k 

and 

^    P/1 r,     p-MuV 1   t    ens       
L                      \        *      1] 

/sin 2-".ft.V 
''- 2f0tk b 

where 

f(, = f iltei • cutoff frequ e icy i 

(7) 

(8) 
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f0 = center frequency of passband; 

' f = half-width of passband: 

t,, = k « = incremental time; 

fc = 0, 1, 2, ...,»■ 2fc; and 

a = parameter which determines the num- 
ber of zero crossings of (<>in2-frfli) tlt 
independently of f c • 

The response time series «n, is filtered to ob- 
tain the filtered time series s .: 

1    ^—I   1 I- , 1       V 1 

k'   as   5l. 

(9) 

"Decimation" 

When data, which are sampled at s     2fN 
sps, are low-pass filtered with a cutoff fre- 
quency fc ; fN 2, thereby removing half of the 
frequency content of the data, these data can be 
"decimated" [4] or reduced by a factor of two 
by computing only every other filtered data 
point i      i - i,3.5 N (N odd or N- i, N even). 
These   decimated" data will have an effective 
sampling rate a and Nyquist frequency fN one- 
half that of the original unfiltered data. This 
process can be repeated by passing the decimated 
filtered data through the same filter; however, 
the second time through the effective sampling 
rate ■ is again reduced by 2, and, therefore, so 
are N, fN and f c.  These data are in turn deci- 
mated by computing every other filtered value, 
and so forth. 

Thus, by constructing one numerical filter 
function and one "decimation" process, a series 
of low-pass filtered data sets can be obtained, 
each consecutive set containing one octave less 
frequency range than the previous one, and also 
one-hall as many data values at one-half the ef- 
fective sampling rate.  Figure 4 and Table 2 
illustrate the filtering and "decimation" process. 

Data Analysis 

The following discussion will assume that 
one of the above filtered and "decimated" data 
sets is being analyzed and in the cases where 
two channels are being analyzed jointly, the cor- 
responding low-pass data are used.  The anal- 
ysis procedures are the same for each set of 
low-pass data. 

The sample mean value ■„ of the nth rec- 
ord of the bandwidth-limited ini is obtained 
from the equation 

(10) 

where n    1.2.  ...II. Transforming the data 
record »ni by subtracting the sample mean 
value from each of the N samples of »nj, the 
fouowing equation is written: 

(11) 

where «ni is the transformed acceleration 
response time series with zero mean. 

The crosscovariance functions ! np( «• '•) of 
the nth and pth data records estimated at the 
points t = r».  r= 0,1.2. 
fined by the equation 

< N are de- 

J <■   8 

1 „n( '    « ) = =-^- y ■ • *,-. '      ft - r   *-"     P'     •>( • * 

(12) 

J 
where r = lag number = 0,1,2,..., m << N. 
T^s crosscovariance function r     reduces to 
the autocovariance function rn when n = p. 
The crosscovariances 1     and r     can each np on 
be normalized by dividing them by 

thus obtaining the crosscorrelation functions 
/np and ypn. Likewise, fn(r/s)/rn(0^ is the 
autocorrelation function. 

Now, the one-sided cross-power spectral 
density function Sni,( f) is calculated at the 
m+ 1 special frequencies: 

J'N (13) 

v/here j = 0,1,2,..., m, thus providing m'2 
independent cross-spectral estimates since 
spectral estimates at points less than 2fN/m 
apart will be correlated.  Therefore, 

where 

"P   \ m /       I    np   \ m  /I 
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and variable bandwidth analysis option 
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A     (CM 

np  yaj on   ys / 

B       -       -x np      8 2 "P \s j-'p. 
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(20) 

j = 0, i, 2, ,.., m, and r = 0, 1, 2,..., m. 

(   1)>   Anp(n.) 

\ ' Bin|i)s,n'     " 

(17) 

(18) 

Note from the above equations that 
snn        Spn    and -     ; that is, the sign 

of tne phase angle is the only difference between 
the two cross-spectral density functions Snp 
and Spn.  When the data are from the same re- 
sponse point (channel), n     r1, Bnp     QnT,     0, 
A ,, and c„„     S„; hence, the autocovariance up n» np n' ' 

n and the spectral density function Sn are ob- 
tained directly from Eqs. (12) and (17). 
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TABLE 2 
Table of Selective Bandwidth PSD Program — Including a Specific Analysis Example 

General IMormation Example of Analysis Parameters 

Octave 
No. 

Lower 
Octave 
Freq. 
(Hz) 

Upper 
Octave 
Freq. 
OH 

Low- 
Pass 

CuUff 
Freq. 
(Hz) 

Channel 
Sampling 

Rate 
(sps) 

Max. 
Time 
Lags 
(m) 

Anal- 
ysis 

Band- 
width 
(Hz) 

Total 
Points 

per 
Octave 

(m1) 

.Stat. 
Degrees 
of Free- 
dom (i) 

Reg. 
Total 
Sam- 
ples 
(W) 

Total 
Samples 
Acquired 

(N) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

 — 
1 
2 
4 
8 

16 
32 
64 

12« 
256 
512 

1,024 
2,048 
4,096 
8,192 

16,384 
32,768 

2 
4 
8 

16 
32 
64 

128 
256 
512 

1,024 
2,048 
4,096 
8,192 

16,384 
32,768 
50,000 

2.5 
5 

10 
20 
39 
78 

156 
312 
625 

1,250 
2,500 
5,000 

12,500 
25,000 
50,000 
50,000 

5 
10 
20 
40 
78 

156 
312 
625 

1,250 
2,500 
5,000 

10,000 
25,000 
50,000 

100,000 
100,000 

78 
78 
78 
78 
78 
78 
78 
78 
78 

0.5 
0.5 
0.5 
0.5 
1 
2 
4 
8 

16 
32 
64 

128 

4 
8 

16 
32 
32 
32 
32 
32 
32 
32 
32 
32 

__ 

12.5 
12.5 
12.5 
12.5 
25 
50 

100 
100 
100 
100 
100 
100 

500 
500 
500 
500 

1000 
2000 
4000 
4000 
4000 
4000 
4000 
4000 

500 
500 
500 
500 

1,000 
2.000 
4,000 
8,000 

16,000 
32,000 
64,000 

128,000 

  

The estimated power spectral density is 
frequency smoothed by Hanning's method which 
defines the "smoothed" sn( jfN m) at the m- i 
frequencies f     JfN >", j = 0,1,2,..., m, as 
given by the equations 

Sn(0)      0.SSn(0) + 0.5Sn(fN m),   j = 0   ' 

SJiVm)  =  0.2SSol(i- l)fN ml 

*  0.5Sn(.ifN/m) 

+ 0.25Snl(jt l)fN''n], y (21) 

j = 1.2,3 m- 1 

Sn(fN) =  0.SSnl(m- l)fN'm] 

+   0.5Sn(lN) .     j =ir 

The above development Is given to illustrate 
the computational procedure.  Cross-power 
spectral density is computed in much the same 
manner. 

A convenient quick-look, pre-test, post- 
test, and/or instrumentation calibration proce- 
dure is to compute the first four statistical 
moments from relatively short records of data 
acquired from each channel during a short 
duration random or sinusoidal dwell excitation 
of the test specimen.  In other words, compute 

sample mean value for first statistical moment 

sample variance (mean square value) for second 
statistical moment 

-n2=   fn(0)   =   jTl   L    ';ni--n)2. 
i = I 

sample standard deviation (rms value) 

-„ = v£7 ■ 

sample skewness (equal to 0 for a normal dis- 
tribution), third statistical moment 

"      (w   .  - u    )3 
~ Tr-i ni n ' 

i - ■ n 

sample kurtosis (equal to 3.0 for a normal dis- 
tribution), fourth statistical moment 

c       T    "'    " 
nk   e,    Na» 
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which will Indicate both the level and the qualUy 
of the analog input channels instrumentation 
systems, the excitation signal, and the response 
signals.  The first three quantities are overall 
amplitude parameters, and the last two are am- 
plitude probability distribution parameters. 

OPERATIONAL PROCEDURES 

Table 2 contains a typical set of parameters 
used in thr selective bandwidth PSD analysis of 
random data.  The table also contains an illus- 
trative example of a particular analysis.  Note 
that as the data are successively filtered (re- 
cursive filtering) at a low-pass cutoff frequency 
and the filtered output data are subsequently 
"decimated" by two before filtering again, the 
effective sampling rate is reduced by two.  The 
example shows that if the lag number * is Kept 
constant, then the resolution bandwidth in each 
successively lower octave is reduced by 1/2 
also. Thus, the bandwidth gets narrower at low 
frequencies and wider at high frequencies.  An- 
other effect of this procedure is that the initial 
number cf data values N is also reduced by 1/2 
by the "decimation" process in each lower oc- 
tave.  The number of points N' required for 
analysis is determined by the statistical degrees 
of freedom t required.   However, in the lower 
frequencies the "decimated" points remaining 

may be less than N' 
shown in the table. 

hence i is reduced as 

Figure 4 contains a flow diagram of the two 
optional analysis procedures available, that is, 
either the selective bandwidth analysis or the 
variable bandwidth analysis.  The selective 
bandwidth analysis option yields a PSD where 
the constant bandwidth within each octave dou- 
bles in width in each successive higher octave. 
The variable bandwidth analysis option has a 
bank of numerical constant percentage bandpass 
filters within each octave.  This yields a con- 
stant percentage octave PSD analysis. 

Figure 5 contains two PSD plots of the 
same data; one plot was obtained by digital 
selective bandwidth analysis and the other by a 
25-Hz bandwidth analog PSD analysis.  Note the 
close agreement and the added definition at low 
frequencies of the digitally obtained curve.  A 
similarly obtained digital cross-power spectral 
density curve is shown in Fig. 6.  The absolute 
magnitude of the phase angle is shown repa- 
rately from the sign of the phase angle for 
clarity. 

A representative amplitude vs frequency 
curve obtained from a digital analysis of a 
sinusoidal sweep response is shown in Fig. 7. 
This graph is included as an illustration of the 
versatility of the system hardware and software. 

-TTTTTf— 

IQ-«! «III! 
100 

FREOUENCY   JHi) 
1000 5000 

Fij;. 5 - Power spectral density obtained by 
recursive filtering and "decimation"; 32 lags/ 
octave ■  5 octaves  plus   remainder =  192 points 
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CONCLUSION 

The use ol hybrid analog/digital data Sys- 
tems for data acquisition and subsequent anal- 
ysis is expanding at a rapid rate.  The flexibility 
afforded by the digital computer system in ac- 
quiring a large variety of dynamic response 
data and in the seemingly endless ways in which 
these data can be analyzed, reduced, and cross- 
interpreted comprises a highly desirable fea- 
ture.  Figures 5, 6, and 7 serve as exceliont 
illustrations of the versatility of such a system. 

The selective bandwidth analysis program 
has proven to be an accurate, elficient, and 
economical method for obtaining balanced reso- 
lution over a wide frequency range. 
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USE OF A LOW-FREQUENCY SPECTRUM ANALYZER 

S. E. I.ff and R. G. Tuckerman 
David Taylor Model Basin 

Washirigton, D.C. 

Ship vibration problems often require immediate identiiication of the 
sources of excitation and of the vibration level in certain frequencies 
and mode shapes.   On-board evaluation of the data is an effective tool 
in the analysis of the problem and in recommendinf; remedial steps, 
but no instrument is available on the  shelf to perform an analysis at 
the range from  ! to 30 cps at which most or.-board vibration problems 
occur. 

A low-frequency spectrum analyzer (l.FSA) is described by vhich a 
selected signal may be analyzed simultaneously with the recording of 
other signals. The output of the analyzer is plotted in the form of a 
histogram for a frequency range from 3.50 to 23.67 cps. The Lf'SA 
has been modified for use onboard ships, and its application in field 
studies is demonstrated. 

Lee 

INTRODUCTION 

Studies of ship vibration are related to 
many types of problems including structural 
integrity of components, crew habitability, 
equipment operability, and ship's detectability. 
However, the importance of vibration in these 
areas varies.   For example, in the case of de- 
tectability, fluid flow noise may be more im- 
portant than vibration.  Nevertheless, a better 
understanding of the ship's response to vibra- 
tion is important in any area of concern. 

Theoretical and experimental vibration 
studies are conducted at the David Taylor 
Model Basin.  Theories are developed to study 
the dynamic response of the ship's structures, 

appendages, shafting, and machinery.   Experi- 
mental investigations are made to determine 
and evaluate the actual vibration characteristics 
and to verify certain parameters which are 
necessary for the theoretical studies.  To con- 
duct both the theoretical and the experimental 
studies, certain special physical tools are es- 
sential.  Digital and analog computers are em- 
ployed in a theoretical analysis.  Depending on 
the nature of the problems, either a digital, a 
direct analog (network analyzer), or an opera- 
tional analog (electronic differential analyzer) 
computer is used.   Experimental studies, es- 
pecially full-scale investigations, are made in 
the laboratory using an ensemble of electronic 
analyzers, visual means, and digital computers. 
In recent years several special devices have 
been developed which enable the research engi- 
neer to obtain analyzed data during testing. 
Some of these devices have been described in 
past Symposia [1,2].  The low-frequency spec- 
trum analyzer (LFSA) described here provides 
analyzed results for immediate identification of 
the sources of excitation. 

PROBLEM 

Under normal ship operating conditions, 
vibration may derive from many sources and is 
frequently difficult to analyze.  Slamming in 
rough seas causes the ship to vibrate in one of 
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its natural modes, or propeller cavitation may 
cause vibrations similar to those randomly ex- 
cited in superstructures by the wind. 

Some sources of excitation are principally 
hydrodynamic.   The velocity field adjacent to a 
propeller is generally nonuniform.   As a pro- 
peller rotates, each blade experiences a vary- 
ing pressure which gives rise to forces at the 
blade natural frequency.  These forces may be 
transmitted to the hull through the surface, 
shaft bearings or the thr.tst block, or the com- 
bination of these.  If the frequency of this quasi- 
periodic force or moment coincides with one of 
the natural frequencies ol the hull, resonant 
vibration of the hull resulh;.  This force may 
be relatively small, but at lower modes of vi- 
bration the structural damping of the hull is 
also small, and the vibration amplitudes are 
magnified.   It is virtually impossible to meas- 
ure this varying force directly at the propeller. 
It is current practice to measure the varying 
thrust at the thrust block and the corresponding 
vibration of the hull at the base of the block. 
The response of the hull at the block may be 
caused by sources other than the propeller, so 
the response curve is irregular.  Thus, the data 
would have to be carefully analyzed by some 
means such as spectrum analysis. 

There is a definite need to obtain analyzed 
data during testing.   First, if there is any 
change of test conditions, the vibration re- 
sponse may be evaluated and interpreted with- 
out delay. Second, if evaluated data are avail- 
able when leaving the test vehicle, the time 
required to issue a report is shortened.  There- 
fore, the research engineer can gain an 

understanding of his problem or find other 
problems that may exist.  This procedure is not 
new by any means, but to the author's knowledge 
has not been applied to low-frequency ship 
vibration. 

LOW-FREQUENCY SPECTRUM 
ANALYZER 

The low-frequency spectrum analyzer 
(LFSA) was developed under contract for the 
Vibration Division of the Acoustics and Vibra- 
tion Laboratory, David Taylor Mode! Basin, by 
the General Kinetics Corp.  The LFSA (Fig. 1) 
is a portable instrument, about 30 x 15 x 15 in., 
designed to measure vibrations of propeller 
blade frequency and to record the spectrum on 
paper tape.  The output of a velocity transducer 
is amplified or integrated and amplified.   This 
signal is the input to 20 1.25-cps bandwidth 
filters with center frequencies ranging from 
3.5 to 25.7 cps.  The output of each filter is 
rectified, averaged, and sequentially plotted by 
the paper recorder.  These outputs are also 
shown on the meter on the front panel of the 
instrument.  Effectively, the vibration signal is 
separated into 20 components according to fre- 
quency with amplitude proportional to the out- 
put of each of the filters. 

Figure 2 is a typical frame of an analysis. 
The height of the first pulse represents the at- 
tenuator setting-, the second pulse is a frame 
marker.  The 20 pulses following the marker 
are the outputs of the 20 filters.  Two empty 
spaces separate the frames.  One frame can be 
scanned in 15 sec. 

Fig.   I   -  I.ow-frrqui'ru y spoctram analyzer 
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Fig.   2 - Typical scan cycle 

Figure 3 is a block diagram ol the LFSA 
system.  The input signal from a vibration 
transducer may be attenuated up to 60 db in 
10-db steps.  Without any attenuation (Position 
7) applied to the systems, approximately 1.6 
mils of peak-to-peak vibration causes full-scale 
deflection on the recorder.  If a velocity spec- 
trum is desired, a switch is turned to remove 
the integrator from the circu.t. A 24-position 
motor-driven switch sequentially selects the 
outputs of the filters and connects them to the 
recorder 

TEST DATA 

Recently the LFSA was used on several 
full-scale trials and data were obtained from a 
transducer mounted on the propeller thrust 
bearing.   Figure 4 is the vibration at the thrust 
bearing.  This same signal and signals from 
transducers located at other positions were re- 
corded on magnetic tape for analysis in the 
laboratory.  Any one of these signals may be 
analyzed by the LFSA as it is being recoraed. 
Figure 5 is an example of the spectrum analyzed 

Fig. 3 - System block diagram 
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Fig.   4 - Vibrauon record dt thrust bearing 
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by the LFSA of the signal shown in Fig. 4. Fig- 
ure fi is the spectrum of this signal obtained in 
the laboratory. 

Response amplitudes of the bearing at the 
propeller blade frequencies in the operating 
range are picked from the spectra of the test 
rziis and plotted according to the propeller ro- 
tatior.s per minute.   Figure 7 compares the 
values obtained by the LFSA with those found 
in the laboratory. 

evaluations of vibration problems.  We are at- 
tempting to incorporate certain improvements 
to give, for instance, better resolution of the 
frequency components by a single sweep fre- 
luency filter instead of discrete frequency fil- 
ters.  Our chief goal, however, is to keep the 
instrument rugged enough to perform spectrum 
analysis of vibration data on board ship. 
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DETECTION OF LOOSE PARTS AND FREE 

OBJECTS IN SEALED CONTAINERS 

M.  W. Schulz 
General Electric Research  and Development Center 

Schenectsdy, New York 

Loose parts or free objects in electronic assemblies often are hazards 
to reliable operation.   This paper describes the use of the mechanical 
signature obtained during a vibration test to detect the presence of 
such defects without breaking th^ seal often found on aerospace elec- 
tronic packages.   In tests of packages weighing about 15 lb and of the 
order of 20 in. maximu-n dimension, it has been possible to detect 
loose particles weighing only 2 mg and "loose" screws only 1/2 turn 
from completely tight. 

In a typical test the package is mounted on the table of a standard vi- 
bration exciter and is driven with sinusoidal acceleration of 2g ampli- 
tude at 20 Hz.   Above  1 g, any loose particles will bounce around inside 
the package and generate impacts which can be detected by an acceler- 
ometer and displayed by an oscilloscope.   Similarly, leads slapping 
against each other or against nearby panels will produce impacts. 

The horizontal  sweep of the oscilloscope is triggered from the motion 
of the exciter table.   The impacts of a free object are easily seen and 
readily distinguished from the slapping of leads or the rattle of con- 
strained loose parts such as partially loosened covers or screws, 
because impacts of bouncing particles nearly always occur at irregular 
intervals and with varying amplitudes while the partially captive objects 
produce a uniform regular pattern. 

M.   W. Schulz 

The presence of loose parts or free objects 
in electronic assemblies is a hazard to the re- 
liable operation that is particularly important 
in costly space missions.   Flight failures of 
hardware as well as failures during system 
tests have been attributed to debris which es- 
caped detection by conventional inspection. 

This paper describes the use of the mechanical 
signature obtained during a vibration test to de- 
tect the presence of loose parts or free objects 
without breaking the seal often found on aero- 
space electronic packages.  This simple, sen- 
sitive, and effective method has been applied as 
part of the quality control inspection in General 
Electric's Spacecraft Department.  In tests of 
packages weighing about 15 lb and of the order 
of 20 in. maximum dimension, it has been pos- 
sible to detect loose particles weighing only 
2 mg and "loose" screws only 1/2 turn from 
completely tight. 

Work on the method was initiated at Gen- 
eral Electric's Research and Development 
Center as part of a continuing program of me- 
chanical signature analysis.  In this program 
the vibration or acoustic signals produced by a 
machine are analyzed and correlated with its 
operating functions to diagnose malfunctions 
and detect defects.   Effective techniques have 
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Fig.   1  - Block diagram cf instrumentation 

been developed for use en ball bearings ranging 
from small, high-speed gyro bearings to very 
large radar antenna bearings, for use on diesel 
engines, such as Army tank engines and railroad 
locomotive engines, and on numerous other 
types of machines. 

Bits of wire, metal chips, scraps of insu- 
lation, solder balls, improperly secured wiring 
harness, loose circuit boards, and screws not 
completely tight can all lead to failure or mal- 
functioning of critical equipment.   Free objects 
may jam relays or bridge electrical circuits; 
loose circuit boards or screws may permit ex- 
cessive vibration and, possibly, failure of elec- 
trical connections.  Such defects often are not 
detected b < normal inspection or electrical or 
performance tests and loose particles are not 

always picked up by the vacuum cleaner which 
may be used to clean up the package after as- 
sembly is completed. 

All of these defects can. however, be de- 
tected by the system shown in the block diagram 
of Fig. 1.  The instrumentation as it was set up 
in the laboratory is shown in Fig. 2. , 

In a typical test the package is mounted on 
the table of a standard vibration exciter and is 
driven with sinusoidal acceleration of 2 g am- 
plitude at 20 to 30 Hz.  The actual levels and 
frequency may vary for particular cases and are 
discussed later.  Any loose particles will bounce 
around inside the package and generate impacts 
which can be detected by an acceleroir.eter. 
Similarly, leads slapping against each other or 

Fig.   2  -  Loose part and fror object detection system 
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against nearby panels will produce impacts. 
The acceleration signal is amplified and passed 
through a tunable filter to an oscilloscope, a 
loudspeaker, and a peak impact meter. The 
filter rejects the low frequency of the table 
motion and is adjusted for optimum si^nal-to- 
noise ratio in the range 10 to 100 kHz. 

The horizontal sweep of the oscilloscope is 
triggered from the motion of the exciter table. 
The impacts of a bouncing pa-tide are easily 
seen ami readily distinguished rom the slap- 
ping of leads or the rattle of partially loosened 
covers or screws. The reason is that impacts 
of bouncing particles nearly always occur at 
irregular intervals and with varying amplitudes 
while partially captive objects produce a regu- 
lar pattern. A loose part which is restricted 
so that its maximum allowed displacement is 
about the same as the displacement of the ex- 
citer table will receive an impact on each half 
of the cycle to reverse its direction. A wiring 
harness on the other haaH may be restricted in 
one direction by a solit*    nel but be free to 
move as far as its spi i.ig stiffness will permit 
in the opposite direction. Such a harness would 
produce an impact once per cycle. A perfect, 
homogeneous sphere bouncing freely on a hori- 
zontal plate which is vibrating sinusoidally in 
the vertical direction can be placed ir    cordl- 
tion of stable equilibrium so that it bounces 
once per cycle, every other cycle, etc. The 
amplitude and frequency of the driver and the 
elastic constants of the sphere and table must 
be such that the velocity acquired by the sphere 
after rebound is just enough to provide a flight 
time equal to an integral number of cycles of 
the table motion. It has been verified experi- 
mentally that a sphere can be made to bounce 
in a regular pattern several minutes at a time 
but slight variations from the required condi- 
tions will cause the sphere to bounce in its 
more common irregular pattern. 

For nonspherical objects, and generally 
for spheres as well, the pattern of impacts will 
be irregular.  This difference in time pattern 
is easily seen on the oscilloscope when the 
sweep is triggered from the oscillator which 
furnishes the vibration drive signal, particu- 
larly if the oscillator signal is superimposed 
on the oscilloscope screen. The presence of 
loose items is also evidenced by the noise pro- 
duced by the loudspeaker.  Here, too. the 
bouncing particle is distinguished by its crack- 
ling type of noise as compared, for example, to 
the rumble of leads slapping. 

An operator accustomed to the use of os- 
cilloscopes and vibration exciters can easily 
learn to set the amplitude and frequency of the 

vibration drive as well as the optimum gain and 
filter settings.  No special skill is required to 
interpret the output.  Simply observing the dis- 
plays produced by known loose parts is sufficient 
to allow one to detect them and to distinguish 
between the two major categories, the freely 
bouncing loose particle and the partially re- 
strained loose part. 

The distinct flickering, erratic character 
of the impacts by a free object make it rela- 
tively easy to detect even in the midst cf con- 
siderable noise from loose parts slapping with 
regularity.  Hence the method is quite sensitive 
to relatively small free objects.  Furthermore, 
the signature is not strongly dependent on the 
structure of the package so tests can be run 
without prior knowledge of the characteristics 
of the package. Although the signal-to-noise 
ratio can be improved by adjusting the drive 
frequency and the filter passband, the tuning is 
not critical and is often unnecessary. 

To prove the leasibility of the method, two 
aerospace packages were supplied for test pur- 
poses. The one shown in Fig. 3 was a "quiet" 
box in that it contained no loose parts of any 
kind.  It was necessary to introduce small 
scraps of wire and small lead shot to demon- 
strate that loose particles could be detected in 

Fig. 3 - Package ready for teat 
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Fig. 4 - External view of second test package 

this pa^k; j;e.   Figure 4 shows a somewhat linger 
package i lich also was supposed to be a "quiet" 
l)n\.   In ti is case, however, it was necessary to 
r.-duce sc ne slapping before tests for loose par- 
ticles cou d proceed.  An interior view is shown 
in Fig. 5.   Note that the floor of the package, as 
seen in th. 5 view, is a circuit board.  This 
board is s need from the outside shell uf the 
package a id contains connector pins for mating 
with a nun ber of circuit boards which normally 
fill the vo ume. but have been removed to show 
the lower joard.  The boards which have been 
removed are ordinarily vertical, mate with the 
guides and pins visible on the lower horizontal 
board and are secured with two screws on each 
side of the box. 

When initially tested with cover and vertical 
boards removed, an extremely high noise level 
was encountered.  This resulted from the mo- 
tion of the nuts which normally would engage 
the cover screws, and from variable contact 
between the bottom of the assemlily and the 
platform of the shaker.   These noises were 
eliminated by replacing screws in the nuts and 
using double-sided 3M tape between the bottom 
of the box and the platform.   Further testing re- 
vealed that a loose particle «vas present in the 
assembly; some plastic particles were found 

Fiß.  5 - Interior view of second test package 
with Virtual circuit   boards  removed 
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trapped between the lower circuit board and the 
outer wail.  These were extracted, and the next 
test showed that ail the loose particles had been 
eliminated. The vertical circuit boards were 
inserted and secured.  Signals were then de- 
tected indicating loose parts and improperly - 
secured objects.  This was caused by improperly 
tightened screws, one of which could not be 
tightened because its plate nut had failed.   Fi- 
nally, with all screws tight, the box was re- 
tested and found to contain no loose parts or 
free objects. 

The magnitude of the impact produced by a 
bouncing particle is pi oportional to the change 
of momentum at impact.   For a fixed accelera- 
tion, the maximum velocity occurs at minimum 
frequency, hence a low drive frequency is usu- 
ally selected.  The impact is also dependent on 
the weight, shape, and material of the particle, 
as well as the material it strikes. In general, 
the heavier, harder and more compact the par- 
ticle is, the easier it is to detect.  Thus, metal- 
lic particles of a given size are easier to detect 
than pieces of plastic.  A spherical or cubic 
shape wul produce a larger signal than the 
same amount of material in the shape of a 
sliver or a flake.  The latter two shapes pro- 
duce better signals when they land on an end or 
an edge, respectively. 

The transmission path between the point of 
impact and the location of the transducer also 
affects the detectability of loose particles. A 
particle hitting the bottom or some other out- 
side surface of the container will cause an im- 
pact more easily transmitted to the accelerom- 
eter.  There was some question whether a 
particle hitting the circuit board, shown in the 
bottom of the case depicted in Fig. 5, instead of 
the bottom of the case itself could be detected. 
It was found that there was about 50 percent 
loss of signal when particles bounced on the 
circuit board.  Nevertheless, the two larger 
particles shown in Fig. 6 were detected in the 
midst of the residual lead slapping noise.  The 
largest is a piece of Teflon insulation stripped 
from a niece of hookup wire; it weighs 3.2 mg. 
The second is a slug of copper wire weighing 
2.4 mg.  Both particles were quite easily de- 
tected when thty hit the bottom of the case. 
The smallest particle was cut from a smaller 
diameter piece of wire.  It weighs 1 mg and 
represents the threshold of detectability for 
particles striking the outside surfaces of rea- 
sonably "quiet" boxes of the size and type in- 
vestigated here. 

Much smaller ^articles and even tiny flakes 
of aluminum foil have been detected in smaller 

Fig.   6 - Typical free objects 
detected in  test packages 

containers mounted on a special fixture which 
is described later. 

EQUIPMENT AND INSTRUMENTATION 

The packages to be tested can be driven by 
any of a variety of standard vibration excite/s. 
A level of approximately 2 g peak sinusoidal 
acceleration in the frequency range 10 to 50 Hz 
will probably be adequate, although it may be 
convenient to be able to apply as much as 4 or 
5 g momentarily to free "loose" particles which 
have temporarily wedged in crevices, lodged in 
wiring harness, or adhered to a sticky surface. 
It may be necessary to support the static weight 
through resilient members attached to a sta- 
tionary base.  This was done in the system 
shown in Figs. 2, 3; and 4. 

A 50-lb vibration exciter was used and pro- 
vided more capability than was required for the 
packages tested.  The static weight was sup- 
ported by three 10-lb resilient mounts attached 
to the frame of the driver.  The resilient 
mounts also provided isolation from external 
structure-borne noise. 

Microphones as well as accelerometers 
have been tried to pick up the impact signals. 
Most of the useful information is obtained at 
high frequencies extending into the ultrasonic 
region of the spectrum.   Microphones are highly 
directional ct these frequencies.  This is an ad- 
vantage when one is attempting to locate the 
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position of a loose part or free object, but It 
means that the entire package must be carefully 
scanned. An accelerometer will detect an im- 
pact anywhere in the package and is, therefore, 
more convenient just to detect the presence of 
a defect. A microphone is more susceptible to 
room background noise. The accelerometer is 
quite sensitive to structure-borne signals such 
as particle impacts.  Externally caused 
structure-borne noise was successfully blocked 
by the resilient mounts. The coupling between 
externally produced acoustic noise and the 
structure of the package or the table and, there- 
fore, the accelerometer is relatively inefficient. 

Attaching the accelerometer to the test 
package would probably give somewhat greater 
sensitivity but it was decided that attaching it 
to the drive table was satisfactory and much 
more convenient, permitting simpler changes 
from one package to the next.  Another advan- 
tage was the fact that a peak in the response of 
the system was obtained when the resonant fre- 
quency of the accelerometer was near that of 
one of the major vibration modes of the table. 

Figure 1 shows that a bandpass filter with 
variable low-frequency and high-frequency cut- 
offs is used.  A band centered at 20 kHz, the 
peak response of the accelerometer and table, 
is a good starting point when searching for the 
optimum setting, but this is not the whole story 
because the characteristics of the loose part 
generating the impact influence the spectrum. 
For example, it has been found that some slap- 
ping noise is not as rich in the high-frequency 
ranges as is the impact of a loose particle. 
There have been cases in which a better signal- 
to-noise ratio has been obtained in the vicinity 
of 40 kHz even though the overall signal level 
was not as high as in some lower frequency 
band.  Another important function of the filter 
is to remove the large components at the funda- 
mental table drive frequency and its low-order 
harmonics.  This task has been made easier by 
orienting the accelerometer with its least sen- 
sitive axis in the vertical direction.  The ac- 
celerometer mounted on the underside of the 
table was connected to a vibration meter and 
was used to read the amplitude of the vibration 
drive. 

The decade amplifiers are all low-noise 
voltage amplifiers with frequency response 
good to over 100 kHz. 

The output of the system is given in three 
ways, an oscillostope, a loudspeaker, and a 
peak reading meter.  The display on the oscil- 
loscope is probably 'he most useful.   It is cer- 
tainly the most sensitive to subtle changes in 

the amplitude and time patterns.  The loud- 
speaker is used mainly to supplement the dis- 
play on the scope but it does have the advantage 
of allowing the operator to watch something 
else while still being able to detect loose parts 
or particles.  In the case of a noisy environment 
it might be necessary to use earphones.  The 
loudspeaker, of course, does not reproduce the 
impact waveform but generates an audible sound 
which can be correlated with the presence of 
loose parts and a different sound for free ob- 
jects. 

It is difficult to record or describe the pat- 
tern seen on the scope or heard from the loud- 
speaker. The peak reading meter overcomes 
this problem since it provides a number which 
can be recorded and accurately described.  It 
cannot be used alone to distinguish between a 
loose particle or some other loose part.  The 
oscilloscope must be used to determine what 
the meter is recording. The statistical and 
time distribution of impact levels of bouncing 
particles is virtually unknown, but it was de- 
termined empirically that a 1-min sampling 
period would give reproducible readings for the 
3- or 4-mg particles driven at about 20 Hz. 

It has been mentioned before that smaller 
particles were detected using smaller contain- 
ers and a special fixture.  This fixture is shown 
at the front of the table in Fig. 7.  An aluminum 
block having a resonant frequency of 70 kHz is 
resiliently mounted above fhe base of the fix- 
ture.  An accelerometer is shown cemented to 
the front face of the block.   It, too, has a reso- 
nant frequency of 70 kHz.  With the bandpass 
filter tuned to 70 kHz, the system is extremely 
sensitive to the impacts of small particles. 
Particles were dropped into the tiny beaker 
cemented to the top of the block and the table 
was driven at 2 g at 20 Hz as before.  There 
were no slapping noises except the minor ones 
produced by the lead attached to the accelerom- 
eter.   Thin slivers of aluminum, smal! pieces 
of soft plastic packing material, single grains 
of ordinary table salt as well as bits of copper 
or solder were detected,  A small flake of alu- 
minum foil was detected as it bounced around 
and landed occasionally on its edge.   It meas- 
ured 75 by 125 mils by 1/4 mil thick and weighed 
0.1 mg.  The major difficulties were that air 
tended to cushion the fall of the flake, and elec- 
trostatic forces or, unless both beaker and flake 
were carefully cleaned, a dirt film would cause 
the flake to stick to the beaker.  The small par- 
ticles could not be handled by hand and be ex- 
pected to bounce freely without sticking to the 
beaker at an acceleration of 2 g. 

The taller plastic cylinder attached to the 
center of the table in ^ig. 7 was used to contain 
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Fig. 7 - Small parts tester 

bouncing particles or spheres while their be- 
havior was observed.  The spheres were of 
Melmac, Teflon, lead and steel and ranged up 
to 5/16 in. in diameter. 

TECHNIQUE FOR DETECTING 
LOOSE PARTICLES 

The package must first be prepared for 
test. All external screws or bolts should be 
checked for tightness and made fast if possible. 
All other known loose parts should either be 
removed or fastened. 

The package must be clamped securely to 
the vibration table.  Maximum contact is de- 
sired between the package and the table to pro- 
vide the best possible transmission path for the 
impact signals.  Thus, the maximum number of 
screws or bolts available should be used.   If 
the bottom of the package is thin and flexible or 
is not flat it will probably be better to interpose 
strips of tape having adhesive on both sides to 

obtain good contact between the package and 
the table. 

A preliminary exploration is made oy driv- 
ing the package at 2 g at various frequenck« in 
the range 10 to 50 Hz. If there are synchro- 
nized impacts such as a slapping noise, a driv- 
ing frequency should be selected which mini- 
mizes them.  The amplifier gains should be set 
high enough to obtain either substantial signal 
or noise. The filter should be set for a fairly 
wide bandwidth, for example, 10 or 15 kHz in 
the range of maximum sensitivity of the system. 
The amplitude of the vibration drive should be 
varied to prevent overlooking loose particles 
which just happen to be locked into synchronism 
and appear as a slapping noise.  The drive am- 
plitude and frequency and the filter settings 
should be readjusted to give optimum perform- 
ance. 

If no loose particles are detected, the 
threshold of detectability may be established by 
using calibrating particles.  A container with a 
known size of particle is attached to the table 
without removing the test package.  If the par- 
ticle can be detected, there is little likelihood 
that the package contains a loose particle of 
similar size.  If the calibrating particle cannot 
be detected, there is too much noise in the 
package or the drive system and a search for 
the offending part must be made. The loose 
part must be removed or fastened before the 
search for loose particles is continued. 

Di general, it is difficult to detect a small 
loose particle if there is a larger one rattling 
about. The procedure is to detect the presence 
of loose particles, then open up the package and 
remove any particles which are found and then 
test again to see if there are any more, and so 
on until all loose particles have been removed. 

APPLICATION TO PRODUCTION 

A system very similar to the prototype de- 
scribed was set up as a quality control test fa- 
cility at General Electric's Spacecraft Depart- 
ment.  The principal difference is thai a larger 
shaker is used.   The noise produced by the 
shaker cooling and control equipment had to be 
isolated from the package.  The cooling fan was 
removed and connected through a flexible duct 
and the mounting fixture was provided with a 
high-frequency vibration isolation pad. 

The problem of locating a loose part or 
free object has beew solved by using a highly 
directional microphone sensitive in the frequency 
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range of 36 to 44 kHz.  It Is possible to deter- 
mine which screw is loose or which can has the 
loose particle. 

probably due to the fact that there is now an 
effective method for testing even sealed assem- 
blies for loose parts and free objects. 

A wide variety of packages have been 
tested successfully, ranging from things as 
small as crystal cans tc as large as a 75-lb 
command decoder box.  There is no indication 
that the limits of size have been reached. 

Hundreds of boxes have been tested in the 
last year. During this period there has been a 
significant improvement in the failure rate, 
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DISCUSSION 

Mr. Rommel (Lockheed-California Co.): 
In the Minuteman program, a vehicle went off 
course a few seconds after staging, tumbled, 
and was thereafter destroyed.  Audio analysis 
of the accelerometer signal from the instru- 
ment section indicated that either there was a 
loose wrench in that area or that the tie-down 
of the guidance package had broken loose. 
Could your system of analysis identify the prob- 
lem in a vehicle in flight ? 

Mr. Schutz: The type of defect is identified 
by its signature when steady-state sinusoidal 
vibration is applied.   It is the synchronism of 
one type of fault as compared to the bouncing. 

Mr. Rommel:  Certain work has been done 
in the area of voice detection.  Is such a differ- 
ence in signal actually great enough to allow 
identification of the problem ?  In one area the 
problem is actually in the design, a weak tie- 
down; the other, of course, is in the area of 
quality control, a manufacturing problem. 

Mr. Schulz:   If the object is rotating in 
some fashion and if there is a repetitive ap- 
plied force that you can synchronize with, then 
it is very easy to distinguish these signatures. 
If there is nothing to synchronize with, it is 
very difficult to detect the difference between 
these signals because with an unsynchroidzed 
sweep on the scope you cannot really identify 
them. 

Mr. Gorton (Pratt & Whitney Aircraft): 
Has there been any thought given to using your 
shaking technique as a production device, that 
is, to take the box before the cover is put on 
and vibrate it in various inverted directions to 
shake the loose parts out? 

Mr. Schulz:  One of the recommended pro- 
cedures in the test program is to shake it as 
hard as you dare to dislodge stuck or wedged 
parts that might come loose later. The major 
application thus far has been to sealed packages, 
but certainly the same tool could be used in 
produr-tion.   The equipment is very simple. 
Most people in this kind of business have the 
necessary equipment.   I think the method would 
be very valuable in production, but I do not know 
of any use of it as yet. 

Mr. Piersol (Measurement Analysis Corp.): 
Many of the manufacturers of computer equip- 
ment, particularly airborne and shipboard com- 
puter equipment, do this as a standard routine. 
One of the final factory acceptance tests is a 
vibration test designed principally to get scrap 
wire out of the wire bundles.  This is a devas- 
tating reliability problem, particularly for com- 
puters that are going to be subjected to a vibra- 
tion environment, and these tests have been 
used lor a number of years. 

Mr. Weeks (Boeing Co.):  Did you use ran- 
dom vibration for particle detection? 

Mr. Schulz:   No, we used a low-frequency 
sine wave.   With random vibration there is no 
good way to correlate the time pattern which we 
are using to detect the difference between the 
types of particles. 

Mr. Weeks:   Using a sine sweep you may 
not shake loose a small particle, but with ran- 
dom vibration you might.   In other words the 
package may pass an inspection with a sine 
sweep and then fail a random vibration test 
later.   We have had this happen.   Nothing oc- 
curred during the sine sweep and then during 
random vibration something happened. 
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Mr. Schulz:  The detection system here is 
quite separate from any other test that the pack- 
age may undergo.  You can provide random tests 
as well.  We need the sine signal at a relatively 
low level to provide us with the signal of the 
impacts and synchronization to allow us to iden- 
tify the kind of defect present.  I was not im- 
plying that this is taking place during the whole 
acceptance test. It is just a final check. 

Mr. Weeks:  I realize you are using this 
just as a check to find loose particles. Did you 
shake the package in only one axis ? 

Mr. Schulz:  No.  If the package is shaken 
in only one axis, there might be a part that is 
fret to move in some other direction. Ordinar- 
ily we have found enough crosscou^ling between 
modes to give a fairly high probability of de- 
tecting such loose parts.  However, we turn the 
packages when it is convenient; it depends OP 
the shape of the package. If it is a rectangular 
box, we simply turn it upside down or on one 
end. This is recommended because a particle 
which is wedged in one orientation might come 
loose and fall out at some other orientation. 
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COMBINED ENVIRONMENT TESTING OF SHIPBOARD ELECTRONIC 

EQUIPMENT AND UTILIZATION OF REGRESSION ANALYSIS 

Floyd   Robinson 
Navy Electronics  Laboratory- 

San Diego,  California 

A combined tnvironmenl test was conoucted on modules from the Com- 
manications Central, AN/SRC-1(<, to verify its effectiveness in produc- 
ing failures in shipboard electronic equipment identical to those ex- 
perienced in the field. 

The Intermediate Frequency, Amplitude Modulation (IF/AM) Amplifier 
modules were subjected to 450 hours of test during which failure of a 
mechanical filter and unsatisfactory performance were observed.   Field 
data on the module indicated that identical problems had occurred in 
the field. 

A regression analysis was performed on 150 hr of recorded test data 
in an effort to find a technique that would aid in predicting and assessing 
the effects of the various environmental factors.   The partial coeffi- 
cients of   he linear multiple regression equation were used as indi- 
cators of the environmental factor that contributed more toward the 
degradation of the test specimens.    The results of the technique appear 
encouraging. 

F. Robinsoi 

INTRODUCTION 

Navy Electronics Laboratory developed an en- 
vironmental test that combine« vibration, 
humidity and temperature for assessing the 
reliability of shipboard electronic equip.Tients. 
This combined environment test has air- idy 
been conducted on commercial power supplies, 
manufactured by Trygon Electronics, Inc., and 
currently used shipboard modules from the 
Communications Central, AN/SRC-16. 

The test results were very encouraging; 
however, a major problem of the combined 
environment test was the determination of 
which environmental factor contributed largely 
to the degradation of the test specimens. 

As modern shipboard electronic equipments 
increase in complexity, shorter, more realistic, 
and more economical methods are required for 
testing them. 

It has been recognized that the time and ex- 
pense involved in setting up and testing elec- 
tronic equipments in an unrealistic sequence of 
environments could be appreciably reduced by 
combining the environments.  Therefore, the 

An approach which appears premising is 
the utilization of regression analysis to formu- 
late the test data in mathematical terms from 
which Inferences are made about the effects of 
the environmental factors.   Subsequent sections 
will desci io^ t^o combined environment test 
and an analysis of Ibu u. nt test data recorded 
on the Intermediate Frequency, Ar'olitude 
Modulation (IF/AM) Amplifier module .-"mg 
regression analyslr. 
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ENVIRONMENTAL CONDITIONS 

The slate-ul-ihe-art of present day solid 
stale Electronic equipments renders them capa- 
ble of operating at temperatures around 71 C 
(160°F) without any malfunctions.  Therefore, 
the combined environment test was developed to 
test electronic equipment with this as an upper 
temperature and at a relative humidity greater 
than 95 percent.   However, since it is essential 
to avoid Increasing the severity of electrical 
and environmental stresses beyond the ultimate 
design strength of the hardware, thereby induc- 
ing unrealistic failures and failure .nodes, the 
environmental conditions never exceeded the 
design limit of the test specimens. 

Since the IF /AM Amplifier modules were 
designed to operate In an ambient temperature 
of 50 C (122 F) and a relative humidity greater 
than 95 percent, the environmental conditions 
were lowered to this ambient condition fur the 
combined environment test. 

TEST CYCLE 

The test cycles (Fig. i) were 24-hr periods 
during which temperature and hu.nldlty were 
applied constantly.   Vibration was applied for 
23 hr of each period.   During the condensation 
period of the cycle, the vibrator was turned off 
to allow normal condensation of water vapor on 
the surface of the components and printed cir- 
cuit boards. 

The frequency of vibration was varied from 
5 to 40 Hz in a linear sweep cycle time of iu 
min.  The acceleration level was maintained at 
2 g (pk) t5 percent between 14 and 40 Hz,   In 

the frequency range of 5 to 14 Hz, the amplitude 
was held constant and the acceleration level was 
allowed to vary to avoid large displacements 
that would be detrimental to the vibrator and 
chamber. 

The test cycle was repeated until 150 hr 
*ere accumulated on each of the three axes ior 
a total of 450 hr of test time 

PERFORMANCE MEASUREMENTS 

Performance measurements were taken at 
the beginning, at regular intervu > of 150 hr, 
and at the completion of the 450-hr test.  To 
monitor the performance periodically, six 
measurements were taken three times daily 
throughout the test.  These measurements con- 
sisted of recording on a log sheet the voltages 
at four test jacks, output power, and distortion. 

The performance measurements which 
were made on the test bench after each 150 hr 
of test consisted of maximum output power, 
maximum undistorted output, automatic gain 
control, signal strength, and three conditions 
of harmonic distortion measurements:   (a) 
variation of input level, (b) variation of output 
level, and (c) variation of modulation.  These 
measurements were used to detect any appre- 
ciable deterioration in the various stages oi 
the modules. 

OPERATING CONDITIONS 

The IF/AM Amplifier modules were oper- 
ated at an input signal level of 1000 ßv and a 
carrier frequency of 500 ± 3 kHz, modulated 30 

»TRMSlTIONKinOOk 
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Fip,  1  -  Test  cycle 
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percent with a 1000-Hz ton«-.   The input voltages 
to the modules were held at +27 v dc and -2? v 
dc fiy two regulated Trygon power supplies.   At 
the beginning of each axis of vibration, the out- 
put of each module was adjusted fur 0 dbm i 3 db 
in a 600-ohm balanced load, and the volume con- 
trol was locked to prevent maladjustment as a 
rfv-it of vibrations. 

Four IF/AM modules (Fig. 2) were installed 
in the environmental test chambt r and two mod- 
ules were located on a shelf at room temperature. 

OHicidl PhotogropK, U.S. Navy 

Fig. 2. - Internal view of environmental 
chamber and vibrator, with test speci- 
rr'-.is mounted 

TEST RESl LTS AND ANALYSIS 
OF TEST DATA 

The combined environment test was effec- 
tive in pioducing failures identical to those 
encountered in shipboard service and problem 
areas that degraded the performance of the 
IF/AM Amplifier module. 

After approximate'y 29 hr of combined en- 
vironment test, the distortion of one module 
began to read out of tolerance at room temper- 
ature.  The bench test measurements which 
were taken alter the first 150 hr of test re- 
vealed high distortion values for input signal 
levels between 200 and 3000 (xv.  The output 
power, instead of remaining close to a previ- 
ously measured value of 14.5 dbm, varied ap- 
preciably over an input signal level range of 
100 to 100,000 ßv.  At the end of the environ- 
mental test, bench measurements revealed 
detuned intermediate frequency and automatic 
gain control circuits. 

The graphs in Fig. 3 show the initial curves 
of the output response plotted as a function of 
the input signal voltage and the curves after 150 
hr of environmental test for the above module. 

After an accumulation of about 320 hr of 
test time, the output power of another module 
did not recover following removal of the test 
environments but remained at values around 
-29  Jom.   By the end of the environmental'st, 
the module had deteriorated to the point that the 
output power read -52 dbra.   Bench measure- 
ments revealed a defective intermediate fre- 
quency mechanical filter (Fig. 4). 

The case of the mechanical filter was par- 
tially removed to determine the cause of failure. 
The coupling rods near the transmit transducer 
of the filter had flexed and collapsed, causing 
Iwo disc resonators to come together.   As a re- 
sult, a lead wire connecting one of two termi- 
nals of the receive transducer to an external 
terminal was broken off from the transducer. 
This resulted in a loss of continuity between 
the two terminals. 

The cause of this failure was probably vi- 
bration in the vertical and lateral axes of the 
mechanical filter, which caused flexing and 
weakening of the coupling rods.  The final vi- 
brations along the longitudinal axis of the filter 
then caused complete collapse of the rods. 
However, it is possible, of course, that the 
coupling rods had already been weakened by 
some undetermined shock prior to the test. 

Unsatisfactory performance of the modules 
was revealed in a temperature range of 80°F to 
122'F and a relative humidity of 95 percent or 
more. 

From the beginning of the combined envi- 
ronment test, the four modules installed in the 
test chamber showed unsatisfactory perform- 
ance under the above environmental conditions. 
In some cases, the output power of three mod- 
ules dropped to values around -23 dbm and the 
distortion rose as high as 25 percent for a 
moderate input signal level of 1000 ßv.  The 
recorded data indicated a lower than normal 
voltage at the output of the detector.  The meas- 
ured voltages ranged from 20 to 160 mv rms. 
Nurmal voltage reading is.around 20Ü mv rms 
for a standard input signal level of 1000 ßv, 
modulated 30 percent with a 1000-Hz tone.   How- 
ever, after the removal of the test environments, 
the output power of three of the four modules 
recovered to within a tolerance of 0 dbm t3 db 
in several minutes, but the other module re- 
quired approximately one hour of recovery time. 
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OHiclol Ptiotogroph, U.S. Navy 

Fig.  3 - Maximum output power curves:   (a) initial 
measurement, and (b) after first ISO hours   of test 

Official PSolegroph, U.S. Navy 

Kij:. 4  -  External view   of defective 
IP" niocli.iiuc.il filter 

The amplitudp distortion of two of the four 
modules installed in the environmental ?.est 
chamber is shown in Fi^. 5a.   Figure 5b shows 
the amplitude distortions of the two modules 
after removal of the test environments. 

After a thorough investigation and study of 
the modules and recorded test data, it was con- 
cluded that the overall cause of the poor per- 
formance was probably a combination of leakage 
and detuning problems in the intermediate fre- 
quency and automatic gain control stages. 

The analysis of the test data for the second 
150 hr of test also revealed the same conclusion 
of leakage problems in the IF/AM Amplifier 
module. 

Table 1 shows the average output power of 
the four modules installed in the test chamber. 
However, since the test plan required three 
daily recordings of test data at a temperature 
level of 1223F and a relative humidity of 95 per- 
cent, the ni-mber of readings that were taken 
randomly at the low levels of temperature and 
relative humidity will be smaller in number and 
replication.   Nevertheless, the test data in Table 
1 will suffice in this analysis. 
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Fig. 5 - Waveform .ind distortion 
of two modules: (a) in combined 
environments of vibration, high 
temperature {lli'F), and high 
relative humidity (95% or more), 
distortion readings 2 3% for left 
wave and 28% for right wa/e, 
scale factors 0.5 v/cm and 0.2 
v/cm, respectively; (b) after re- 
moval of environments, distor- 
tion readings 3.3% for left wave 
and 4.8% for right wave, scale 
factor 0.5 v/cm 

T^BLE  1 
Test Data on IF/AM Amplifier Module (Second 150-Hour Test) 

Output Power* Response, Y Temperature, X, Relative Humidity, x. Vibration, X, 
(dbm) (0F) (%) (g) 

-6.62 122 97 2 
1.30 50 87 2 

-7.20 122 97 2 
-7.52 122 97 2 
0.77 50 87 2 

-6.72 122 97 2 
-7.60 122 97 2 
0.35 60 97 2 

-8.47 122 97 2 
-7.50 122 97 2 
-8.75 122 97 2 

-11.30 122 97 2 
-13.92 122 97 2 

0.75 35 91 2 
-10.70 122 97 2 
-10.70 122 97 2 

0.82 35 91 2 
-10.95 122 97 2 
-11.62 122 97 2 

0.90 35 91 2 
-13.62 122 97 2 
-10.90 122 97 2 
-10.90 122 97 2 
-11.87 122 97 2 

0.62 77 91 2 

Total-171.3° 2538 2381 _ 
Mean  -6.84 101.5 95.2 — 

*These values represent average output of four modules. 

The data recorded in Table 1 are the output 
power and the levels of temperature, relative 
humidity and vibration.  Notice the decrease in 
ouipui power as the levels of the environmental 
fnctors are increased.  This appears to imply 
an inverse correlation between output power and 
the environmental factors.  In addition, the data 

seem to have a linear relationship.  Therefore, 
a mathematical model of the following form is 
tried: 

L b;X. (1) 
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where 

V * mean output power in dbm, 

x = i th environmental factor, 

)>„ = constant, and 

', = coefficient of ith environmental factor. 

Since it was verified that vibration had no 
effect on the degradation of the output power 
during this 150-hr test, the vibration factor, x3, 
was eliminated in this analysis. 

The sum of squares and products of devia- 
tions of the data in Table 1 are calculated and 
placed in matrix form: 

[28.458.25    2.374.90] 
I   2.374.90 

where 

and 

1.901 
5.60] 

-3928.32 
341 32 

(2) 
b 

b 

M,,* 3    ' 

Next, the inverse of the first matrix is 
calculated: 

0.0001242    -0.001106 
0.001106        0.01326 

3928,32 
-341.32 (3) 

Performing the required matrix calculus 
gives the following coefficients: 

and 

(1242- 10-7)(-3928.32) 

•   (-1106 ■ 10'* K-341.32) 

-0.1J04 . 

U.1812 . 

(4) 

Now, the linear multiple regression equa- 
tion of the test data is 

Y     l>o -  0 n04XI -  0  IH12X2 . [5) 

where 

V = mean output power in dbm, 

X,  = temperature in JF, 

Xj = relative humidity in percent, and 

i>o = constant. 

The constant term of the regression equa- 
tion is deterniined by substituting the mean val- 
ues of the environmental factors and output 
power. 

Hence, 

Y .  0.1104X, t  0.1812X3 . 

-6.84 ♦ (0.n04)( 101.5). (0 1812)(95.2).   (6) 

21.62 . 

Now the total multiple regression equation 
that gives the minimum error of estimation in 
the least square sense becomes 

21.62 -  0.1104X 0.1812X2. (7) 

The partial regression of output power on 
temperatures and on relative humidity are cal- 
culated: 

and 
Y =   3.91 - 0.01055X, . 

Y =   18.26 -  0.264X, . 
(8) 

The analysis of variance is applied to the 
data in Table 1 to determine the coefficient of 
multiple correlation for the regression equation 
and the confidence limits for the coefficients of 
the regression equation. 

Analysis of variance of data In Table 1 is 
given in Table 2. 

The coefficient of multiple correlation, R, 
for the regression equation is calculated by 

TABLE 2 
Analysis of Variance of Data 

Equation 
Degrees 

of 
Freedom 

Sum of 
Squares 

Mean 
Squares 

F Test 

Regression 
Residual 

Total 

2 
22 
24 

495.54 
166.10 
661.64 

247.77 
7.55 

Significant 
at i = 0.01 
level 
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taking the sq-jare root of the ; atio oi regreesion 
to total sum of squares: 

i m 54 
■'''1.64 (9) 

Since the paniai coefiicients of regression 
are used to measure the observable effects of 
each environmental factor on the output powc i 
it is imperative that :he value of the coefficient 
of multiple correlahon be high. 

A few estimates of the output power using 
the above regression equation arc given in 
Table 3.   The values are within the standard 
error of estimation of the output power.   This 
verifies that the regression equation gives a 
good fit of the test data in Table 1.   However, 
due to the limited amount of replication of 
recorded test data at the lower temperatures 
and relative humidities  the accuracy of esti- 
mation at these low levels is not as good as 
those levels having a high degree of replication. 

95? confidence limits: 

bj •  t   tS.E. )       -0  1812 •  1.717 ■ 0. ! 

-0 0095.   -0.3529 

In summary, the partial coefficient of 
regression of the relative humidity factor had 
the larger magnitude of the two environmental 
factors in the linear multiple regression equa- 
tion.   There/ore, it is inferred that the relative 
humidity contributed largel« toward the degra- 
dation of the performance of the module.   This 
was confirmed by the simple coefficient of the 
partial regression equations of output power on 
temperature and on relative humidity.  The 
conclusion reached in the analysis was also 
substantiated by the linear multiple regri sslon 
equation which was calculated for the first 150- 
hr test: 

Y      19.73 -  0.1249X, -  0.1497X2 (10) 

TABLE 3 
Estimations of Output Power 

Temp. 
Level, X, 

(0F) 

Rei. Humidity 
Level, x2 

(%) 

Observed* 
Output Level 

(dbm) 

Est. Out- 
put Level 

(dbm) 

Standard Error 
of Estimate 

(dbm) 

122 
50 
35 

97 
87 
91 

-9.82 
1.03 
1.23 

-9.42 
0.37 
1.30 

1 
[        tl.88 
) 

♦Average values   of output power at  levels of temperature  and  relative humidity. 

The final calculations are the standard 
error   s E ) for the regression equation coef- 
iicients and the confidence limits. 

S.F    b,  =  7.55 < 1242 ■ 10-7      0.0306 

99°? confidence limits: 

!>, • t  (S.E. ) --  -0. 1104 ♦ (2, 50KH0.0306) 

=  -0.0335.   -0.1H73 : 

95% confidence limits: 

b, •  t(S.E.) =  -0.1104  •   (l,717)(0,030(;. 

=  -0.0579,  -0.1629 . 

S.E.   for b, =   7.55 >  1526 ■  10-s      0. i. 

99% confidence limits: 

-0    -12 ?   2.508-0.1 

r   yjit.  0,4320 : 

where 

v = mean output power in dbm, 

X, = temperature in °F, and 

x2 = relative humidity in percent. 

The temperature did not contribute as 
much as the relative humidity to the degrada- 
tion of the output power; however, the tempera- 
ture variations resulted in condensation of the 
water vapor and also Increased the kinetic 
energies at the high levels of temperature. 
This increased kinetic energy elevated the pen- 
etrative capability of the molecules by increas- 
ing their düfustvity.  Consequently, the above 
effects would result in leakage and detuning 
problems. 

CONCLUSIONS 

1.  The combined envLonmeut test was ef- 
fective In producing failures in shipboard 
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electronic equipment Identical to those experi- 
enced aboard ship. 

2.   The test revealed defective compo- 
nents In a short period ol test tlmt, the se- 
verity of the environmental and electrical 
stresses did not exceed the design limits of 
the module. 

3. The utilization of regression analysis 
as an aid In assessing and predicting the ef- 
fects of combined environments showed prom- 
ising results. 

4. The partial coefficients of regression 
are j' jod indicators of the environmental factor 
that contributed largely to the degradation of a 
criterion parameter. 
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DISCUSSION 

Mr. Rense (Measurement Analysis Corp.): 
Did you consider using nonlinear regression 
techniques to fit your data, especially after you 
suspected that there were crossproduct terms 
or synerglstic effects ? 

Mr. Piersol (Measurement Analysis Corp.): 
I was going to ask the same question.   You did 
have a pretty good correlation coefficient but it 

was not equal to 1, so I wondered If you ex- 
pected nonlinear effects. 

Mr. Robinson:   I did not expect nonlinear 
effects in this condition.  I attempted to use a 
curvilinear regression equation but I could not 
get it to give me the high correlation with the 
observed value that I got with a linear regres- 
sion equation. 
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ANALYSIS OF RANDOM VIBRATIONS WITH 

AID OF OPTICAL SYSTEMS' 

ChinR-u Ip 
Aerospace Corporation 

San Bernardino, California 

In the testing of missile systems, much random d»"^ such as vibrations 
and fluciuating pressures have tc be proces'-.u.   The conventional analog 
or digital methods of data prccessinp '.»o be expensive and tedious in 
seme cases.   This report fhow, on a thccetical basis, that optical 
systems can be used to -.^cess and analyze random data to obtain items 
such as power ^f.^tral density and cross-power spectral density, and 
auto- »-» ^roöscorrelation functions. 

INTRODUCTION 

Data processing using coherent optic?! sys- 
tems has been attempted by a number of research 
workers [1-4].  Its application has been mostly in 
the field of electrical communication engineer- 
ing.  Tiie same coherent optical correlator can 
perhaps be applied to analyze rocket noise data 
?jia the subsequent structural responses or ran- 
dom vibration problems in general.  It is the 
purpose of this paper to justify the optical cor- 
relator on a theoretical basis.   In doing so it is 
necessary to present briefly Kirchhoff's light 
diffraction theory, Fraunhofer diffraction pat- 
tern, and Abbe's theory of image formulation, 
so that ipplied mathematicians who otherwise 
are unfamiliar with physical optics can be con- 
vinced that, at least theoretically, many random 
data such as acoustical pressure, atmospheric 
turbulence, and random vibrations of structures 
can be processed quickly and en masse by opti- 
cal methoas. 

LIGHT AND WAVE MOTION 

In the old elastic solid theory of the propa- 
gation of light, it is assumed that the light dis- 
turbance consists of vibration of a medium 
called "aether," the vibrations being perpendic- 
ular to the direction of propagation.  The 
"aether" is not defined.   In t^rms of the present 
electromagnetic theory of 'ight, the vibrating 
"aether" is replaced by 'oscillatory electric and 

magnetic fields.  For example, a transverse 
linear oscillation of the "aether" becomes an 
electric field along a given line (the magnitude 
varying sinasoidally) plus an associated mag- 
netic field. 

A monochromatic light wave propagating in 
the z-d' .-ectlon can be described by a function 
of E, 

A(x .y )  cos   .   t • ; ( x. y )! (I) 

where A is the amplitude of E, . is the light 
frequency, t is time, and .  is the phase angle. 
The function F. is simply a quantity which varies 
sinusoidally and is such that the square of its 
amplitude is proportional to the intensity of the 
light. 

HUYGENS-FRESNEL PRINCIPLE, 
INTEGRAL THEOREM OF 
KIRCHHOFF 

According to Huygens' principle it is sup- 
posed that every point on a wave front acts as a 
point source of a secondary disturbance which 
gives rise to spherical wavelets, and the wave 
front at any later instant may be regarded as 
the envelope of these wavelets.   Fresnel's ex- 
tension is able to account for diffriction by 
supplementing Huygens' construction with the 
postulate that the secondary wavelets mutually 
interfere according: to the principle of super- 
i isition. 

♦ This  paper was  not  presented  at  the  Symposium. 

91 



Kirchhoff's work shows that the Huygens- 
Fresnel principle m. y be regarded as an ap- 
proximate form of a certain integral theorem 
which expresses the solution of the general 
wave equation. 

The general equation of wave mo'ion of 
light is given by 

•F 
(2) 

where <  Is the speed of light.  If the disturbance 
is not monochromatic it may be resolved into 
its components, each of which satisfies Eq. (2). 

must be excluded from the volume of integra- 
tion.   To do this, take a small sphere with cen- 
ter r.   Green's theorem may now be applied to 

,  and     ,. where the volume of integration is 
the volume enclosed between s and     which to- 
gether constitute the surface of integration 
(Fig. 1).   Differentiating    , one obtains 

 : ikr 

r • / 

iii_ Ü\ 

(8) 

Consider the component of frequency    , 
wavelength        2 i-    .   Let the solution of the 
wave equation be of the form, 

Now one has 

(3) 

(4) 

Fig. 1  - Region 
of  integration 

and 

(5) 

Writing :l in spherical polar coordinates, one 
has 

From Lqs. (4), (5) and (3) one obtains 

wher«»  k 

(6) 

If     | and    , are two oontiiiuous single- 
valued functions whose derivatives are contin- 
uous. Green's theorem (see Appendix) states 
that 

I   dv 
■n/ 

'7) 

where v is the volume bounded by the surface 
■., and       n denotes differentiatioi. uong the 
inward normal. 

Suppo.st one requires the disturbance at the 
point r.   One can take the closed surface < to 
surround V and put     , equal to    , the complex 
amplitude.   Also it is convoment to take 

_<        2 __2 Vj_  eiv 
.i        T      T r 

'     ^-2.    0) 

Substituting the results of Eqs. (9) and (6) into 
the volume integral of Green's theorem in Eq. 
(7), one obtains 

J (,-■.,     .2.2.L).lv        J(-kJ.!.J.k^I,2)tlv     0. 

(10) 

Hence, the surface integral in Eq. (7) is zero. 

Consider the surface integral over . Over 
this surface the inward normal from the volume 
of integration is directed radially from P so that 

n becomes        r.   Suppose the sui "ice ele- 
inent i!; on     subtends, at I', i«. solid mgle -! , 
surh that 

[ Iv        r -M (ID 

The surface integ- i over      in Green's tneorcm 
then beromep 

1 

w.'iere IS   ti   ■      1 • ii.il Jist.'.iu i   me !- ii ed from 
IS   1' it;!!!. ..:t s infinite , and so 1 

(12, 
Cunt.; 



...I*.±) 

I [■'■'  '  -J"       (12) 

Assuming .  is always finite, only the second 
term of the integrand in Eq. (12) does not ap- 
proach zero as r - o.   If     collapses around P, 
the value of     on and inside     may be assumed 
to be constant and equal to . 2, its value at P. 
Then 

/(•■if-     ^)"s      -.p/"        -4., (13) 

As shown above, the surface integral over 
the total surface of the volume of integration is 
zero, or 

/  /• / » 

It then follows that 

." L -n Ti . 

(14) 

(15) 

.   ix.y.i) \       I   Ffn.v.z.t ) !■'   '-It (18) 
ZT" -' 

Sinc3 F(x.\ 7 t j is assuned to satisfy the gen- 
eral wave equation, Eo   .2), . (x.y.z) will sat- 
isfy the time independent equation, Eq. (6).  One 
can apply the Klrchhoff's integral theorem, Eq. 
(16), to each Fourier component. 

• p      4 M[-.-{^)     ^-] k      (19) 

Substituting Eq. (19) into Eq. (17) gives 

i    JT 

■-(.4). 

ihi'h-'-^B 
Mt.7)   T 

Hence, 

•p  i- J -^i—j' -r -J<,s- (16) 

This is one form of the integral theorem of 
Kirchhoff, 

So far on'y monochromatic waves have been 
considered. One can derive the general form of 
Kirchhoff's theorem which applies to waves that 
are not necessarily monochromatic. 

Let E(x,y, z. t) be a solution of the wave 
equation 

2F    _L ^L 

Now assume that E can be represented in the 
form of a Fourier integral, 

F( \. v,/. n 
JT 

(X.y.z) M   .    (17) 

Then, the inverse Fourier transform ,;ives 

-(.-;) (20) 

Now the expression 

is the value of E at tne element Hs at time 

(21) 

it is referred to as the retarded value of E. 
Equation (20) then becomes 

^ i/k.:-(fH T 
r    'n 

r   1   .„ (22) 

which is the general form of Kirchhoff's 
theorem. 
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FRESNEL-K1RCHHOFF 
FORMULA 

DIFFRACTION 

Consider a monocnromatic wave, from a 
point P0, propagated through ar. opening in a 
plane opaque screen, and let F' be the point at 
which the light disturbance is to be determined. 
The linear dimensions of the opening, although 
large compared to the wavelength, are assumed 
to be small compared to the distances of both 
P0 cuid r from the screen.  To find the disturb- 
ance at P, one applies Klrchhoff's integral the- 
orem to the closed surface s \ hlch comprises 
the opening A, a portion ß of the nonllluminated 
side of the screen, and a portion C of a sphere 
'if radius R centered at P (Fig. 2). 

Fig. Z - Light dis- 
turbance through 
opening  of screen 

(23) 

The difficulty IP encountered here that the val- 
ues of . and        n on A and B are never known 
exactly.   According to St. Venant's principle, 
one may assume that .  and        n are zero over 
B, the part covered by the screen, except in the 
immediate neighborhood of the rim of the open- 
ing, over A, the opening,     and   .    n have the 
values obtained in the absence of the screen. 
Kirchhoff accordingly set (Fig. 3) on A and B, 
respectively. 

—     ik      —    roM n. r     ) 

(24) 

of space the outer boundary of which is at dis- 
•ance nt    t , i from l',, .   being the velocity of 
light.   Hence, if r.»dius K is chosen so large that 
at the time when the disturbance at P is consid- 
ered, no contributions from C could have reached 
P.   Thus, the integral over C will vanish.   Sub- 
stituting Eq. (24) into Eq. (23) gives 

J-    <;- 1- 1^1] 

'^ ' it    r i 

^iiV^(-i)i 
..kr,..,"'0 

ik 1\ ! 
(Is 

T- J iil:-F^  [[,u ' f) "^''V) 

(ik ' ~) ''os<nir» )|   ris (25) 

Neglecting i r and l rn terms compared with 
the k terms, one obtains 

1      .:.n, 
ik( r ,♦r 1 

•os( n   r ) - rns( M.r., ) I (Is. 

(26) 

Putting k     2      , one has 

1 k ;  r ,, ♦ r 

i' .■os( ii. r    ) - cosi r . i j; :f s 

(27) 

which is known as Fresnel-Kirchholl's diffrac- 
tion formula. 

J 

where   i is a constant.   These approximations 
are called Kirchhuff's boundary conditions. 

It remains tu consider the contribution Irum 
the spherical portion c.   Now one assumes that 
the radiation field does not exist at all times but 
that it is produced by a source that begins to 
radiate at some particular instant of time t    t,,. 
Then at any time t      t,, the field fills a region 

FRAUNHOFER DIFFRACTIC 
PATTERN 

In Fresnci-Kirrhhoff's rtiifraction turmuU, 
r„    r   will, in general, char;';" by many wave- 
lengths as the element   :   rKplo; :\s i.ie domain 
of integration, so that th   uictui     ';      ■' i  WJJJ 
oscillate rapidly    The factor 



on the other hand, will not vary appreciably and 
can, therefore, be taken outside the integral. 

From Fig. 3, o.ie notices that if the linear 
dimensions of the opening are small compared 
to the distances of P,, and P from the screen, 
then both the angles (n,^, > and      (n.r > will be 
approximately equal to   , the angle between the 
line P,^ and the normal to the screen.   Here 

c-os( n , r,,)    ins^n.r )    ros/n.r^ ) 

• ros ; " - (n,r )     2 cos (28) 

Fig. 3 - Geometry il- 
lustrating Fresncl- 
Kirchofi formula 

Equation (27) now becomes 

1 k ( r „ • r ) 
ds (29) 

Conside: a Cartesian reference system 
with origin o in the aperture and with the axes 
Ox and Oy in the plane of the aperture (Fig. 4). 
If (x0. y0. ?0) and (x, y. z) are the coordinates 
of r0 and p, respectively, and (-,'•) the coor- 
dinates of a point 0 in the aperture, we have 

'o    ("o- ">2 * (ya- ''
2 

(30) 
{*- z)' -i  (y■ 

Let r, arid  r be the distance.c of P,, and P 
from tJie origin.   Then 

,1 

(31) 

so that 

'./    ^2 - 2('«o; • y„ ) 
(32) 

J 

Since      > are small compared with r'. r', one 
can expand r,, an*J r in a power series, and 
neglecting quadratic and higher terms, one 
obtains 

ro       Ko  "   ^("o" • Vo' ( -•  'yl 

v; • v; I 
(33) 

If we denote by ('„.%) and c.m) the direction 
cosines 

>. (34) 

then Eq. (33) becomes 

ra       ro  '     n" 
(35) 

Thus, 

oxpl ik(rj • r') » ik('0 - ') : •  il<(m0-m>T)j 

(36) 
ik( r>r' )    . ,, 

Substituting Eq. (35) into Eq. (28) and noting that 
the factors r0 and r outside the Integral can be 
approximated by r ^ and r' , one obtains the 
Fraunhofer diffraction formula, 

ik( r ' * r ' ) 
-i.-ic        "        ms      If   '* '<>n ' f >'•( nt^-m)^ 
 —  C rl-r'' 

Fig, 4  - Diflraction at apt-rture 
in   plane  screen 

Me   'v   i1''*'''   fl-H.  , (37) 
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where p , n     -   - 
slant outside the integral. 

and C is the con- 

To understand in mure physical terms why 
F 'aunhofer phenomena are observed in the focal 
plane of a well-correclr-d lens, let us compare 
the two situations illustrated in Fig. 5.   In Fig. 
5a a pencil of rays from an infinitely distant 
point is incident upon the aperture in the direc- 
tion specilitd by tne direction cosines      ,    ., 
i',,.   The effect observed at a distant point l' in 
the direction    , ^,     may be regarded as aris- 
ing from the superposition of plane waves orig- 
inating at each point oi the aperture (Huygcns- 
Fresnel principle).   These waves are called 
diffracted waves and the corresponding wave 
nonnals the diffracted rays. 

If now a well-corrected lens is placed be- 
hind the screen (Fig. 5b), ail ihr light dilfracted 
in the {    ~ u) direction will be brought to a focus 
P    In the focal plane of the lens. 

F .;. 5 - Cumpansim of   t*'-> cases of 
Fraunhofer diffraction 

FOURIER TRANSFORM RELATION- 
SHIP IN COHERENT OPTICM 
SYSTEM 

Consider the optical system in Fig. 6 [5]. 
By coherency, one means that the relative 
phases of the light waves in various parts of 
the system are invariant with time.   This re- 
quires that the illumination be derived from a 
point source of light.   A point source and a 
collimating lens are used to produce a plane 
wave front which impinges on the signal film 
located in plane I.   Let the transmissn ity of 
the signal film be  I; ^  ^,    so that the disturb- 
ance which passes the signal film is 

J 
4-f- 
V J 

F.i;. '   -  Two-dimensional  signal analyser 

An objective lens is placed at its focal 
length t from each of the two planes I and H. 
We then have 

p* .      v,      nf (39) 

Considering plane I as the aperture plane in the 
diversion of the Fraunhofer diffraction formula, 
one now has for the disturbance not a uniform 
plane wave but a function of x, and >■,.   Thus, 
the constant C in Eq. (37) is replaced by 

The amplitude of the disturbance at plane II 
is given by (see Eq. 37) 

i k I p « ! • q y j 
'K, tiv (40) 

Setting 

(41) 

and substituting Eq. (39) into Eq. (40), i.;u 
obtains 

r ■ i  > i (42) 

Since r MM is zero outside   at- aperture uf 
the signal film plane, one can   vend the limits 
uf integration to      .   Hence, urn  obtains 

i '   MM 

(38) 

where     , x, >-, i is the amplitude of the wave 
after leaving the plane I, 

iv:v, 

(43; 

Conversely, 
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iCiVi I x      V 

(44) 

That is, the Fraunhofer pattern is the Fourier 
transform of the amplitude across the diffract- 
ing aperture and vice versa. 

From Eq. (43) it is seen that for every value 
of    , or     , there is a corresponding value of 
. 2.  The spectra of successive orders of the 
Fraunhofer diffraction pattern are denoted in 
Fig. 6 by ...s.,, s ,, s,, s,, s2 ... . 

The addition of a cylindrical lens, which 
has focal power in one dimension only, to the 
optical system shown in Fig. 6 will effect a 
one-dimensional Fourier transformation (Fig. 
7).   Thus, 

.,(   y)       I   -,(x.v, )".•■'  ^'HV,    (45) 

and 

•i(*i    "rVi)      J    .2<y)p"vyif,y (46) 

DATA ANALYSIS OF ACOUSTICAL 
OR VIBRATION DATA 

Both the acoustical pressures caused by a 
rocket jet and the resulting structural vibrations 
can be considered as random time series.   In 
the analysis of the random vibrations of the 
structure, quantities such as power spectral 
density, autocorrelation function, and crosscor- 
relation function often enter the picture. 

Consider, as an example, the acoustical 
pressures p,i n and ,•.(i > which are measured 
by microphones at locations 1 and 2.   If r is an 
arbitrarily chosen period of time in the two ran- 
dom time series, the power spectral density, 
autocorrelation function, and crosscorrelation 
function, respectively, can be defined as follows: 

•( •) 

«,,(-> 

UTT 

Hf 

P( t > p' <\t 

p(t) n(t - • )rft       y.    (47) 

^T j       r,n )P2(« -   )<<< 

where     is the angular frequency, and 
time delay. 

is a 

CYLINDRICAL SIGNAL 
LENS SPfCTRUM 

Fig. 7   - One-«-' .nensionai  signal  analyzer 

The acoustical pressure can be plotted as 
a time series with pressure vs time or as a 
one-dimensional spatial series with pressure 
r vs distance >,, where y,     vtlip,t, and vta(,, 
is the speed of the recording tape.  Further- 
more, if this information is transcribed to a 
signal film by a light-intensity modulating oscil- 
loscope, the information will appear as a line 
(with dots, or resolution elements, of variable 
intensities) {Fig. 8).  The pressures at different 
locations, p,, p2, p3 ... can be put on the same 
signal film as different signal channels. 

Now the period T chosen is necessarily 
finite. If one assumes that T is sufficiently 
large, then the quantities in Eq. (47) will be 

I^Qy. L^yrry: 
Fig. 8 - Transcribing acoustical  pressure signal 
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given approximately by the integrals times a 
constant.   U one equates pi. v, i to     , \, > in'.Eq. 
(45), and also recalls that    .    v   is th'" ampli- 
tude of one frequency component at the )ight 
dislurbanre, and that the intensity of light is 
proportional i:' the square of the disturbance, 
the light Intensities (measured by a micro- 
densitometer) in the frequency plane II (Fig. 7) 
represent the power spectrum of the sound 
pressure. 

The optical system in Fig. 9 can be used to 
obtain both the autocorrelation and crosscorrc- 
lation functions.   One makes two copies of the 
data film by recording two films simultaneously. 
In this correlator, the light source is imagined 
as a line passing through the optical axis and 
lying in plane I.   The channel    , which is to be 
crosscorrelated is made to coincide with the 
line image of the source. 

Thus, tm- amplitude of the light disturbance in 
plane  11 is 

(48) 

which is proportional to the crosscorrelation 
function.   Here     is the displacement in the v- 
direction of one of the lüirs with respect to the 
other.   The integration is carried out over the 
aperture length A. 

A note is inserted here concerning the dc 
component of the signal.  As seen in Fig. 8, the 
acoustical pressure has p* oitive and negative 
values, whereas the light signal can only be 
positive, hence a dc bias is incorporated.   Let 
.,_ denote the bias signal.   Then the crosscor- 
relation function becomes 

CYUNC»IC*l  UNS 

SPMWICAL UNS 

■-  UC-HT SCXJ'C! 

DC  SIC* 

CROSS COMiLATION- 
KTW!EN    „AND 
ALL CHANNELS 11' 

fig. Multiple-channel spectrum analyzer 

The spectrum of the signa      , is formed in 
plane II, where the d-c term is  »locked out. This 
spectrum then is used as a source to illuminate 
simultaneously all channels recorded on the data 
film in plane  I'.   The optics between planes I 
and  I' effectively image the signal    „, in plane I 
on each of the signals lying in plane  I'.   Thus, 
the disturbance transmitted through each chan- 
nel in plane  1'' is equal to the products    „ \ 

The optics which toliow plane I' collect 
the light over the length of each signal and dis- 
play the crosscorrelation between   ..  and    n . 

„(y: 

• ,   fly 

,(y- ■)' 'ly 

,)r!v 

„(>) -Jy-   »''y (49) 

The last term is the desired crosscorrelation. 
Now . in and .n hav'e various frequency compo- 
nents, none of which has zero frequency.   Thus, 
their crosscorrelation with ..   will be zero. 
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The term 

is Uu dc term which appears at the center of 
the optical axis, and has to be blocked uut. 
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Let the vector field A be diiferentiable in- 
side the closed surface s to establish the value 
of div A everywhere in the interior.  Gauss's 
theorem states that: 

Appendix 

GREEN'S THEOREM IN ITS FIRST FORM 

such that 

V r 
(A-3) 

A <lv A • ds A Hs 
(A-l) 

where n is the outward normal associated with 
the surface element ds, A i is the magnitude of 
the component of A in the n direction, and v in 
the volume considered. 

Let i' and V be two scalar point functions 
satisfying the necessary continuity requirements 
(existence of the second and continuity of the 
first partial derivatives).   Let A in Eq. (A-l) be 

A    I'    V    V . II (A-2) 

From thv' following formula in vector analysis, 

(  B) B B. (A-4) 

where ■ is any scalar, and B any vector, we 
obtain 

and 

Finding 
we have 

v   v 

V . II I' V u 

(A-5) 

(A-6) 

A trom Eqs. (A-2), (A-5) and (A-6), 
A     , •u . v- . •v . u.  Hence, 
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'      '■       V    V       '■ /„.'V   v.,-,..     JH    vJi),,..   (A9) 

I  .'V     V   M' iA-7) 
which constitutes Green's theorem in its 

By substituting Eq. (A-7) into Eq. (A-l), first form. 
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COMPUTER PROGRAM FOR DYNAMIC DESIGN ANALYSIS METHOD 

John H. Avila 
Oavid Taylor Model Basin 

Washington, D.C. 

A computer program is described which performs the computations 
associated with the dynamic design analysis method as developed at the 
Naval Research Laboratory.   The program uses the influence coefficient 
matrix or stiffness matrix associated with a lumped mass system, to- 
gether with the masses, to generate the normal modes of vibration and 
the fundamental frequencies.   Of primary importance is the fact that 
this routine accepts up to oO degrees of freedom and is generally un- 
affected by repeated frequencies or frequencies which lie close together. 

There are capabilities for treating externally redundant systems of 
certain types, alleviating the work of computing influence coefficient 
matrices for these cases.   Examples of such systems are given. 

One valuable routine included in this program can examine the input 
matrix of influence coefficients (or stiffnesses) and test for positive 
definiteness, i.e., if all eigenvalues associated with the structure model 
are positive.   Furthermore, if the test establishes the existence of 
negative eigenvalues, the routine locates certain areas of t'.ie input 
matrix where errors are likely to be present.   Several checks are de- 
scribed for determining the reliability of the output. 

J. H. Avila 

MATHEMATICAL THEORY 

Basic Problem 

We are given a system of n masses in 
space, each mass with the capability oi dis- 
placement in each of the three directions of the 
coordinate axes.   Let the irjluence coefficient 
H| * be defined as the deflection of the  itn mass 
in the rth direction due to a unit force at the 
jth mass in the sth direction.   Here T.H sure 
indices representing one of the coordinate di- 
rections.   Let x^ denote the absolute displace- 
ment of the jth mass in the rth direction. 

Let us assume we have a freely vibrating 
structure on a fixed base (so that motion rela- 
tive to the base to absolute motion).  Then the 
only forces present are inertial forces, and 
therefore, if we are Interet-ted in the displace- 
ment of the ith mass in the rth direction we 
have 

The theory of normal mode vibration has 
been well developed and is available from sev- 
eral sources.  Of particular interest are re- 
ports by O'Hara and Cunniff [l,2j, from which 
most of the mathematical treatment here is 
derived.  The development here is intended to 
provide the mathematical background on which 
the computer program described is based. 

L L (i) 

For response in all three directions at the j th 
mass, we again get Eq. (1), replacing r by 1, 2, 
and 3.   In matrix notation this is written as 
follows: 
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\w 

,1''    .1'.'    ,11 '■, 

\.i"     4"     «I'V 

0     l)\    /» 

(1     -    u 

,(1      II     IT/   \» 

(2a) 

where   i'; is a square submatrlx of order i. 
representing the deflections in the   ith direction 
due to unit forces in the <th direction, and <r is 
a diagonal submatrix (f,. n-j,        niii) of masses. 
The full matrix (<!' i) is called the influence 
coefficient matrix; the full matrix of masses is 
known simply as the mass matrix. 

We wriU Rq. (2a) as 

From this property of the eigenvectors, it 
can be shown that the eigenvectors are linearly 
independent, and hence that they form a basis 
for the space E,n.   This property enables us to 
check the computations at the end of the com- 
puter run in the following way. 

Let  I' denote the victor whose rth r. com- 
ponents are 1 and whose remaining 2n compo- 
nents are zero.   "Inus,  I- denotes the vector 
whose first n components are zero, the second 
ii components are each 1, and the last n com- 
ponents are zero.   Since the eigenvectors form 
a basis of F"' , there exist constants < _ such 
that 

mi (2b) 

A standard technique in solving Eq. (2a) is to 
let «     s.n ;  t •    n, where » is a vector of Jn 
constants.  We then find that solving Eq. (2b) 
is equivalent to solving 

DM* i 
(3) 

for     s o, which Is now recognized as a stand- 
ard -natrix eigenvalue problem. 

From the physical nature of the problem, 
the matrix n is positive, definite, and symmetric. 
It is well known [3j that there exist 3n linearly 
Independent eigenvectors corresponding to 3n 
eigenvalues (not necessarily distinct).  We de- 
note the eigenvectors 'ly x^ and the eigenvalues 
by S   k-, k     12 3n.   The first ^.oblem, 
therefore, is one of finding the l   k and xk as- 
sociated with Eq. (3). 

•'   L '■.». (5) 

From Eq. (5) we obtain, employing the orthog- 
onality of Uie vectors, 

and, thus, 

'IMMp       rj{%t.mi) 

(lr.   M«^ 

Therefore, 

V-1   (lr.   Mi;) 
i—'   (x,.   Vxi )    ' 

From Eq. (6) we can easily obtain 

(6) 

Seme Useful Information 
About Eigenvectors 

The eigenvectors of Eq. (3) satisfy an or- 
thogonality relationship of the form 

{P. mr) 
V (lr.  Mx,«!5.  Mxj ) 

'—' ( x j ■   M»,) 

It Is clear that the left side of this equation Is 
zero for r ; s.  On the other hand, If r    s, then 
the left side Is precisely 

(4) 

Here we use the uotation (x.y) to denote 
the Inner product (dot product) of two vectors. 
Thus, 

Therefore, 

'■■   (T.Mx, )* 

(x,.   Mx,) 
r     1.2.3 (7) 

(x.y>       L. ".v,  ■ 

whero xv,  denote the  ith components of the 
vectors x and \ . 

We use this check to verify the accuracy of x,. 
The sum on the right is often referred to as the 
sum of the modal masses In the r th direction. 
The quantity 
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r ' 

is calle« the muckil mass in the ith direction for 
the ith rrode.   In the act'jal computer calcui-- 
tions, this result perhaps is the most important 
for verification purposes.   The compulatio!^ 
are roughly as fiAxi as the check in Eq. (7) pro- 
vides.   U     iv' is very close to the total mass 
of the structure, then one can expect that the 
computations ..re accurate; otherwise little 
confidence should be placed in the output data. 

Applications 

Once the eigenvalues and eigenvectors as- 
sociated with Eq. (3) are known, one may cal- 
culate the response of the structure.   As a pre- 
liminary step note that for the one-dimensiona.' 
case (one mass, one direction of motion) the 
problem becomes one of solving 

and using Eq. (9), we see that 

X    • X (6) 

As is well known, the solution is given by 

x( t j x( 0)  co-i     t 
x( 0 ) 

(9) 

Suppose now we return and attempt a solution 
of Eq. (2b) by a function of the form 

3 

V 
K(t ) Z_    V ^ *■   ■ (10) 

where »   are the eigenvectors.   This arises 
naturally from our original search for a solu- 
tion, which led to the eigenvalue problem, and 
the linearity of the differential equations, which 
implies that linear combinations of solutions 
are again solutions. 

Substituting Eq. (10) into Eq. (2b), we have 

!>,»,    L ^mii    - L A VJ ■ 

Therefore, 

E-i^'YVi   « 

If we compute the inner product of each side of 
this equation with Mxk and use the orthogonality 
relationships, we get 

qk   ■     k2C\v 0 .      k     1,2. 

qk( t  ) q, ( 0 )   ens 
k 

To get the solution in terms of the initial con- 
ditions for x, we use Eq. (10) and compute the 
inner product again with M«.   to get 

!«<0).   M^ i %iO)(xtl.H,u} 

from which we can write 

o, ( 0) 

Similarly, 

(»(0), M»k ) 

I «k ■  ««k ■ 

!i(0). M«k i 
%<0) 

Thus, the final solution can be written 

(I la) 

(lib) 

X( t ) 
y-i r<«(0). M«-) 

Y-1  ["(«(0). M«) 
., r'-  •sin      t | «. 

l(xl.Mxi) 
(12) 

Consider the problem of determining the 
solutions when applied forces on a structure 
i.ie present.  If the applied forces are assumed 
to be independent of the reaction of the struc- 
ture, the equations of motion are given by 

DMx •   Df (13) 

where f is a vector in fir' whose kth compo- 
nent represents the force on the kth mass in 
the first direction if k   n, the force on the 
(k ~ n)th mass in the second direction for 
n • k •  2n , and the force on the (k - 2n) th mass 
in the third direction for  2n ■  k     3n. 

We will require the luiowledge of the solu- 
tion in the one-dimensional case just as we did 
for the freely vibrating structure.  In the one- 
dimensional case we have 

x   •       ■'x f( t )  , 

which has as its solution, incorporating the ini- 
tial conditions, 

X(l > x(0)   ens      t   •    -(ü--   sin      t 

f(s)   sin     (t - s)  ds 
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We use Eq. (10) again as a starting point on 
the 3n dimensional problem.   From this we 
obtain 

L   n;011», Df 

This is the same equation as the one-dimensional 
problem above; thus, the solutions are t;iven by 

1,< ' l       1,(0) <"■*       '   • "iin       1 
i 

We use the tac'. that i   is an e'genvector to 
obtain 

^  (", •   \ '■'.) ».       w a4) 

Since the n vectors   x     are linearly independ- 
ent, we can express any vector in Eln as a 
linear combination of these.   This in turn en- 
ables us to wr..e 

Df      ^ci%i. U5) 

where the scalars «■   are functions of time if f 
is.   Taking the inner product with M»1< and using 
the orthogonality relationships, we can solve 
for <, : 

(Df. M,^) 

Symmetric matrices, such as D, have the prop- 
erty that if x and y are each vectors in EJn, 
then  (D«.y)     (\.Dy).   This property is easily 
verified by expanding both sides.  Thus, 

(Df. Mi^) (f. DM»k) 

which implies 

(f.»k) 

(f.»w) 

Equation (15) now becomes 

,-n (f.x.) 

(16) 

Df 

;-
lVMV 

Replacing this value for Df In Fq. (14) and 
combining terms, we get 

L ', 
( f.x    ) 

",•"», 
0    (17) 

Once again we utilize the orthogonality rela- 
tionships to get 

q,   •       ,-'<l, '*' 1      1.2 3n, (18) 

(VMV 

Equations (11a) and (lib) still hold for q^O) 
and q,:") so that the solution is known in terms 
of the initial conditions «(0) and t<0). 

Let us suppose that we have a structure 
mounted on a base, and that the base is subjected 
to a motion K t) which is a vector n'.i2.z1) 
with three components along the three coordi- 
nate axes. Recall Eq. (1) and remember that the 
inertial forces depend on the absolute accelera- 
tion of the masses, so that since the relative 
displacement of the  jth mass x   is given as the 
diflei ence between the absolute displacement 
(relative to some fixed coordinate system, such 
as the earth) and the displacement of the base, 
we have 

L L H" -v*. • 'iS) (20) 

where  x/ is the displacement of the   jth mass 
in the rth direction relative to the base.  In 
matrix notation this is represented by the 
following: 

n '.!"     H1J     H'A  /n     0     0\   /i1 . £'\ 

ri21     d2'    <""  11   0 

\x]/ \HJ'    ,i32    <|'V\0    0    m/\i-3.iV 

«     l 
; 

where, for example, «' is the column vector 
with components *,' x/  <„' representing 
the relative displacement of each mass in the 
first direction, for example, the direction of the 
x-axis, and where ü1 is tne vector (VVz1 if') 
whofe n components are each the first compo- 
nent of the vector representing the acceleration 
of the base in the first direction. 

Rewrite Eq. (20) in the form 

x        - DMi     DMz (21) 

and compare this with Eq. (13).   This is equiv- 
alent to Eq. (13) If f is replaced by - Mi. There- 
fore, we can write the solution immediately 
from Eqs. (10) and (19) as 
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q/O) cos   .^t 
q.rO) 

1 f   (Mt.»,) sin    At ~s)<U 
II       i 

(22) 

where q (0) and q^O) can again be repre- 
sented by Eqs. (Ua) and (lib). 

COMPUTER PROGRAM 

Preliminary 

The computer program was written for an 
IBM 7390 computer with a 32K memory, oper- 
ating under the IBSYS monitor, version 13. The 
programming language employed was FORTRAN 
IV.  The program was written, however, with 
the awareness that many users may have to 
modify parts of the program to use It on their 
systems.  Consequently, this program is com- 
patible (following minor revisions) with other 
systems which have FORTRAN capability. 

Program Description 

The user specifies his Input data on cards. 
The Input consists of the number of directions 
to be considered, the number of masses, op- 
tions, the weight of each mass, and finally the 
Influence coefficient or ctlffness matrix. 

The options include the ability to use as 
Input the stiffness matrix Instead of the Influ- 
ence coefficient matrix, the capability to have 
the computer determine the influence coeffi- 
cient matrix for certain externally redundant 
structures, and the capability to suppress the 
positive definite test.   Each of these options Is 
explained below. 

If the stiffness matrix Is supplied, the pro- 
gram inverts to get the Influence coefficient 
matrix.  The computations are all done with the 
Influence coefficient matrix. 

There is a routine In the program designed 
to treat certain types of externally redundant 
structures by partially generating the influence 
coefficient matrix.  Two simple examples will 
demonstrate the method and the type of structure. 

Consider the two structures in Figs. 1 and 2. 
Figure 1 represents a statically indeterminate 
beam which has been treated as a three-mass 
system as shown.   Figure 2 shows a cantilever 

beam treated as a two-mass system.   The in- 
fluence coefficient matrix Is to be obtained for 
each of the two structures.  The following 
procedure was developed by G. J. O' Hara to 
simplify the process and actual computations. 

5= TV "C ^ 

Fig. 1 Redundant   structure, 
routine  A 

/ 

Fig. Z - Redundant  structure, 
routine  B 

In Fig. 1 we first remove the supports 4 and 
5 to make the beam statically determinate.   Let 
«j    denote the deflection at the point < and (i 
denote the force at the point i.  Then for the 
determinate beam 

i lf I '     i2f2*     i.r J *     i*   * *     is'! 1.2 S. 

(23) 

where    i. Is the deflection at point i due to a 
unit force at point j for the determinate beam. 

Now for the Indeterminate beam, we need 
add only the boundary conditions  x4     x5     o. 
By doing this we can solve for ft wid f 5 In the 
last two equations of Eq. (23) and substitute back 
to get x,, x 2, and x j. 

The situation In Fig. 2 Is similar. We gen- 
erate a system of four equations in four un- 
known deflections at the four points, neglecting 
temporarily the effect of the springs. Finally, 
we accommodate the springs with the boundary 
conditions that the deflections at points 3 and 4 
are given by 

x'     IT. •      *«     k. 

We can now subtract f j k 3 from 
from 

'33 and f, k4 

4 4 to get zeros on the left In the last two 
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equations.   Let us now compute the true inllu- 
ence coefficient matrix.   The influence coef- 
ficient    ,, is the deflection at mass ■ due to a 
unit force at mass   i.  Thus we apply in turn a 
unit force at mass 1, 2, etc., and the force 
needed at the auxiliary points to satisfy the 
boundary conditions and note the resulting solu- 
tions of Eq. (23). 

Once the input is supplied, the user can 
utilize a routine which was written specifically 
to check the input matrix for errors.  This 
routine can examine a matrix and determine 
whether or not it has positive definiteness (if 
all the eigenvalues are positive).  In the event 
this condition does not exist, the routine then 
locates certain areas in the matrix where 
errors are present.  The advantages of such a 
routine are apparent for large matrices where 
the elements have been calculated by hand. 

The determination of eigenvalues is done 
with the aid of a routine available through the 
IBM users library which employs the QR trans- 
form method.  The results of this routine have 
proven to be extremely reliable and accurate. 
This routine has worked well for repeated 
eigenvalues or for eigenvalues which were not 
well separated. 

Onre the eigenvalues have been determined, 
the mode shapes (eigenvectors) are then ob- 
tained.  Here the procedure is perhaps different 
from most routines of this nature In that Itera- 
tion Is not employed.  The advantage of such an 
approach is that no accuracy Is lost in obtaining 
succeeding mode shapes by employing the or- 
thogonality condition at er.ch stage, so the final 
mode shape is as accurately computed as the 
first.  The actual melhoa employed is to obtain 
a nontrivlal solution to the problem 

DM —   I i   » 0 

by a typical Gaussian elimination method.   The 
prob)em of repeated eigenvalues was treated In 
this program.   The method used was to require 
that successive mode shapes satisfy the orthog- 
onality condition with respect to the mode shapes 
previously calculated for the particular eigen- 
value.   Some justification is appropriate for this 
effort.   It is generally felt that only in cases of 
symmetry do repeated eigenvalues occur.   The 
following example shows this not to be the case. 

Consider the three-mass system shown in 
Fig. 3.   Assume that all masses have a value of 
1 (in any convenient syst m of units).   Let 
k. = 10 28, k, =6,28, k, = 2 28, k4 =22/28, 
k, = 16 28, and k, = 3/28. 
the stiffness matrix 

From this we obtain 

Fig. 3   -   Three-mass 
systom 

and invert it to obtain the influence   oeff ir.ent 
matrix 

Z45 

42 ^ 
54       18 

IK       69 

From this we can obtain normalized mode 
shapes as 

l 

7*2 

\l 

corresponding respectively to eigenvalues of 1, 
1, and 2. 

Except for the fact that the masses are the 
same, which was chosen for convenience, there 
is a definite lack of symmetry.   Yet the (igen- 
value 1 is repeated.   Note the following, how- 
ever.   If we examine the vectors 

l    and 
/TO 
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we see they also will serve as an orthogonal 
pair of eigenvectors associated with the eigen- 
value of 1.   In fact any linear combination of 
two sjch vectors (i.e., either these two or the 
two above) will produce anotht r eigenvector 
with the eigenvalue 1.   The program provides 
one such pair.   The situation is the same for 
higher multiplicity of the eigenvalues; any linear 
combination of eigenvectors for the repeated 
eigenvalue is again an eigenvector. 

Physically, this means that at the frequency 
corresponding to a repeated eigenvalue, the 
actual normal mode of vibration will be a linear 
combination of the vectors given in the compu- 
tations.  The actual combination will depend on 
the particular base notation or set of applied 
forces. 

In the computer calculations, if, at any 
time, a zero or negative eigenvalue is encoun- 
tered, the mode shape is computed but no other 
computations are performed for that mode and 
a note is made in the output.  The reason for 
this is that a negative eigenvalue indicates that 
the structure behaves as 

y(t)      r"« , 

where x and y are n-dimensional vectors and 
i > 0.  The i th component of     Jenotes the 
motion of the  ith mass (assume one direction 
of motion).  This, however, implies that the 
structure will collapse in this modo.  Thus, 
either an error has been made in tne input or 
the model itself does not accurately portray the 
real structure.  Normally, a zero eigenvalue 
denotes an error also, although there are situa- 
tions in which they may legitimately occur. 

where l' is as defii. d previously.  Thus, if 
P« Py P» denote the three participation factors 
(assuming we are considering three-directional 
motior;), we print out the three quantities 
""■»'".«P.» ■',»,,..i>. '."•"■.P, lor each mode . 
and each mass  i .   The actual display for thiee- 
directional motion would be as shuwn in Fig. 4 
Here we have let \      and /     denole the deflec- 
tions in the v and / directions, respectively. 
Also we denote -, ■■ as . _.   The actual computa- 
tion of forces involving these quantities are de- 
scribed in Refs. 1 and 2. 

Vu". Vu". ViA 

Via'". VJA VaA 

Vna", VnA win 
n m * 

Vupy Via", Via", 

V2ap
y V2*Py W.X,   P 

2 ia*y 

VnA W  y    P n na y « z p n nary 

Vl..pz Vup* Vupx 

Vaa". K2XUPl "twt 

Vnap« »   V     p 
n m t \'*SI 

Fig. 4 - Display for three- 
directional   motion 

Output 

Although forces, stresses, and displace- 
ments are some of the chief quantities desired 
by the engineer using the p/ogram, these gen- 
erally depend on a "design acceleration" factor, 
which is often classified.  As a result, this pro- 
gram prints the quantities necessary for these 
computations without this factor, which the user 
can then insert by simply multiplying by a con- 
stant.   For each mass the product of the weighi 
multiplied by the mode shape and a "participa- 
tion factor" is printed for each direction of in- 
put base motion.   The participation factor is a 
quantity associated with each mode .ad each 
direction.   For example, the partitipation factor 
associated with mode i in the v-direction is 
defined 

(i- MXj ) 

(», Mxp 

Also given as output, as already mentioned, 
are the participation factors for each input di- 
rection, depending on how many directions have 
been considered from the beginning.  In addi- 
tion, the so-called effective mass or modal 
mass and weight are given for each mode, and 
a running total is kept.  This enables the engi- 
neer to take into account as many modes as he 
wishes or as few as he needs, and he can see 
all of the modes present in the model. 

The total modal weight can be compared to 
the total weight of the structure as a check on 
the computations as described in the mathemati- 
cal section.   Similarly, the trace of the matrix 
and the sum of the eigenvalues are printed as a 
check on the accuracy of the eigenvalue calcu- 
lations.  (The trace of a matrix is the sum of 
the diagonal elements along the main diagonal.) 
In all cases tested, these checks have shown 
that the method is quite accurate.   Vor example, 
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in a test run for a singie-dlrectiun system of 
59 masses, the total mass was 59.00 and the 
total modal mass was 59.43.   For the same run, 
the trace was equal to 849.37, and the sura of 
the eigenvalues was equal to 849.36. 

Running Time; Additional Information 

This program has a relatively short running 
time.   The test case of 59 degrees of freedom 
ran 12.66 mut, but a slightly longer time should 
be allowed for i problem of this Size since the 
matrix tested fur this case was sparse.   Another 
problem with 3 degrees </ - eedom required 1.06 
min.   This should give a Uir guide to the time 
required. 

Copies of the program together with more 
detailed information on input preparation and 
other facts of this nature are available upon 
request on an individual basis from the David 

Taylor Model Basin, Applied Mathematics Lab- 
oratory (Code 872), Washington, D.C. 20007. 

SAMPLE RUN 

Figures 5 through 11 give selected pages 
of output from a sample problem.   As Fig. 5 
indicates, the problem involved two directions 
of motion and four masses.   The computations 
for the first and eighth modes of vibration are 
given.   The program took 1.06 mm of computer 
time. 
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tNPOT 0»i* 
MiXbER OF DIRECTIONS    NO. OF MASSES 

INFLUtNCF COEFFICIENT MATRIX INPUT 

INPUT MATRIX 

«C»  1 

BC«   2 

0.297616 
0. 

0. 
0.l3e80E 

-03 

-0« 

0- 
0. 

o.so'sasc-oj 
0.13e80E-0« 

0.17950E-04 
•0.17850E-0« 

0.27770E-0* 
0.27770E-0* 

0.1785OE-O» 
-0.17850E-0* 

0.27770e-(H 
0.27770E-0» 

RCB   J 0.17Ö50E- 
0.1'J200E- 

0« 
05 

0.27770r-0» 
-O.l^OöE-O-ä 

Ö.16710E-0* 
-0.«0000e-07 

-0.I2300E-05 
0.12300E-05 

Q0«  4 

BC*  5 

0.17H50E- 
■0.19200E- 

0« 
05 

0.27770E-0» 
0. l<5200E-05 

o. o.iseeoe-^« 
0.93300E-05      -0.16000E-   5 

-0.t2300E-Ö5 
0.I23O0F-05 

0.19200E-05 
-0.19200E-05 

0.16710E-0« 
-0-40000E-07 

-0. lS>»00E-05 
Q. l'/200E-05 

fiC»       6 
-0.16Ü00E-05 

0.136806-04 
0.93300E-05 

■0.iq200E-05 
n-lt>200e-05 

0.!92C0e-0S 
-0. l'J200E-05 

rJC» 7 

RQ»     a 

-0.17H50E 
-0.142UOE 

-0.l7e50E 
0. IQiOOE 

■0* 0.27770E-0« 
•05 0.192006-05 

■04 0.?7770e-04 
■05 -0.19200E-05 

-0.40000E-07 
0. .6710E-04 

0.i2300C 05 
■0.123008-05 

0. l<:J00E-05 
-0.12300E-0ä 

-0.40000E-07 
0.16710E-04 

¥>£.  5  - Output frum sample problem 
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HATRIX OF «eiCiMTS  (DIAGONAL) 
0.15050E 03   0.20060F 03 0.S7300E 02 0,86 75CE 02 

MATRIX OF «ASSES ClACUNAL) 
Q.JB'i'iOe   00   0.5196'Jr 00 O.>«045E 00 0.22«7*E 00 

TnT»L MASS SU* =  0.1282e£ 01 
TCT«i  «tlCMT SUM =  0.44S15E 03 

SCALf «OOUCT. MASS MATRIX INFL. CütFF. MATRIX 

BO»   1 

RCM 

RCa 

ROm 

BC« 

RCH 

RO« 

ROW  8 

SCALE = 

0.37146E OJ 0. 0.6482SE-01 0.12842E 00 
0. 0. -0.84825E-01 -0.12842E 00 

0. 0.a«722E 01 0.13197E 00 0.19979E 09 
0.17324E 00 0.23092E 00 0.131976 00 0.19979E 00 

0.222B0E CO 0.46200E 00 0.794086-01 -0.884936- -02 

0.23965E- -01 -0.31942E- -01 -0.19008E-03 0.88493E- -02 

0.22280E 00 0.46200E 00 -0.58451E-02 0.12022E 00 
-0.239656- -01 0.31942E- -01 C.584S1E-02 -0.2e778E- -03 

0. 0.23092E 00 0.91241E-02 -0.13813E- -01 
O.It6«5E 00 -0.26618E-01 -0.91241E-02 0.13813E- -01 

0. 0.23092E CO -0.91241E-02 0.13813E- -01 
-0.I997IE- -01 0.1SS22E 00 0.91241E-02 -0.I3813E- -01 

-0.22280E 00 0.46200E 00 -0.19008E-03 0.88493E- -02 
-O.ZS^eSE- -01 0.31942E- ■01 0.'9408E-01 -0.88493E- -02 

-0.22je0E 00 0.46200E 00 0.S8451E-02 -0.267786- -03 
0.23965E- -01 -0«31942E- •01 -0.S84S1E-02 0.12022E 00 

Fig. b - Output from sample pr<. olem 

REFERENCES 

1. G. J. O'Hara and P. F. Cunniff, "Elements 
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2. G. J. O'Hara and P. F. Cunniff, "Normal 
Mode Theory for Three-Directional Motion,' 
NRL Rept. 6170, Jan. 5, 1965 

3. Jack Indritz, Methods in Analysis.   Mac- 
Millan, New York, 1963 

DISCUSSION 

Mr. Hooper (Boeing-Vertpl):   I waj expect- 
ing some discussion of the effect of external ap- 
plied lorces.   D. you have another program 
which this one feeds into to give the effect of 
external forces ? 

Mr. Avila:   No, we do not have a program 
yet.  This is, of course, a logical sequel lo this 

program, and we are writing one now which 
uses the output from this program to compute 
the response for applied forces. 

Mr. Hooper:   Are you wcuking with air- 
craft companies on this ?   Every aircraft man- 
ufacturer must have at least one program 
that does the same thing, and unless you are 

109 



DAVID TAYLC»; "UOF.L D4SIN 
APPLIED »«»TMEMAIICS LABOBAToav 

PMUBLEM NO.  8»0-325 

•T-DAL    CÜ^PUfATION    TABLES 

FBEQUENCV    ^ 

MOOf 1 

0.61]Of    02   HAO/SEC 
= 0.<»7S6_    01   CVC:CS/SFC 

FOEUUENCV   SUUARED   =      0.3757^   0«   ("AO/SEO   SOOAUEO 

SU-   OF    tMAS->   X   NüDF    SHAPE   SOUABtO)   FOR   ««oDE    =      0.5226E   00 

O/OMECA   SOUAHEO   =      0.10273E    00 

NOCE 1 MODE   SHAPE 

MASS MODE SHAPE — 
NUfBEH X-OIHFCTION V-OIRECTIQN /-DIRECTION 

1 -0.6e576E-07 0.27391E-01 
2 O.10000E 01 0.275Aie-01 
3 0.SA709E-01 O.S4761E-01 
« 0.5S027E-01 0.5A974E-01 

Fig. 7 -  Dutput from sample problem 

working closely together, I suspect there is 
repetition. 

Mr. Avila:   There undoubtedly is.  This 
program did not take months and months to 
write.   The primary reason for its form is that 
it actually provides the specific quantities 
needed for the dynamic design analysis method. 
These then need only be multiplied by some 
factor to get the actual numbers for the method. 
We looked at other similar programs, but some 

of them were fairly specific to the systems in- 
volved, and it was felt that it would be easier to 
put some routines together to get the results 
here than to modify a program. 

Mr. Dobson (Knolls Atomic Power Lab.): 
Do you represent the mass matrix as a diag- 
onal? 

Mr. Avila:   Yes, it is a simple diagonal 
matrix with no gyroscopic effects or the like. 
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•<OCe        l        P»PT ICIPAT IÜN   FACTORS 
• .'       •   MUOE   SHAr-E   •   PAKT ;C 1PAT ION  FACTORS 

PARTIC .PAT ION   FACTOR   FOR    X   OlaECTION   =      C.10336E   01 
Y   DIMFfMON   =      0.870I5E-01 

••••   NOTE    THAT   KGT   •   MODE   SHAPE    INCLUDES  &   FACTOR. 
I.E.      «GT    •   MODE   SHAPE   =   G   •   MASS    •   MODE   SHAPE 

MASS  »GT   •   MODE   SHAPE   •   P   FACIOR FOR      X INPUT   M3T10N 
NUMBER   X-OIRECTION Y-OIRECTIQN 7-OlHECTION 

1 -0.1C667E-0« 0.4260eF   01 
2 0.2073AE   03 0.57102E   0 
3 0.J240IE   01 0.32432E   ol 
A         C.«<}339e   01 0.A9292E    01 

-ACTOR        FOR       Y INPUT    MOTION 
2-DIRECTION 

MASS 
MUMbER 
  KGT • » 
X-OIRECTION 

«ODE SHAPE • 
V-OIRECTION 

1 -O.6<iS0bE-0t> 0.3S870E 00 
a 0.17A55E 02 0.A8073E CO 
3 0.27278E 00 0.27304= 00 
A 0.A1537E 00 0.41497E 00 

SUM 0.23365E 03 0.19671E 02 

EFFECTIVE 
MASS 0.55832E 00 0.39571E-02 
•EIGHT 0.2155tE 03 0.15274E 01 

TOTALS  
UP   TO   AND   INCLUDING   THIS   MODE 

MODAL   MASS 0.55832E   00 ü.3<)57lE-02 

MODAL   *GT 0.21551E   03 0.15274E   01 

Fig. 8 - Output from sample problem 
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OAVIO    TAYLOR    MODEL    HASIN 
APPLIED    MATHEMATICS   L*OORATORV 

PROBLEM   NO.      «AO-SZS 

MODAL   COMPUTATION   TABLES MOOt 8 

FHEOUENCV   « 0.7977E   03   RAD/SEC 
= 0.1270E   03   CVCLES/SEC 

FREOUgNCr   SQUARED   s      0.6363E   06   (HAO/sEC>    SQUARED 

SUM   OF    (MASS   X   MODE    SHAPE   SQUARED)   FOR   MODE    =      0.3»lOE    00 

G/OMEGA   SQUARED   =      0.60665E-03 

MODE a MODE   SHAPE 

MASS   MODE   SHAPE  
NUMBER X-OIRECTION Y-DtRECTlON /-DIRECTION 

1 0.66700E-02 0.282166   00 
2 -0.5S15*E-0i 0.15896E    00 
3 0.76306E 00   O.iOOOOE 01 
4 0.34909E 00    0.382916 JO 

Fig. 9 -  Output from sample problem 
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»•cce .'«(JT iciPAt ION FACTORS 

■GT        •    »TlOt    SHAPE    •    PABTICIPATlUN    FACTORS 

PA^TICIPATICN    FACIOH    ^0«    X    OIUfCTlON    = 
V    DIRECTION    = 

0.«(15846    00 
0.I2526E   01 

■••• Nore THAT »G' • HOOE SHAPE iNCLuotb & FACTOHI 
I.E.  HGI • »»ODE SHAPE » & • MASS • «ODE SHAPE 

MASS w&I • MODE SHAPE • P FACTOR FOR 
NUMBER X-DIRECT10N 

1 0.48770E 00 
2 -0.S3753E 01 
3 0.212A2E 02 
»   0.1«ri3E 02 

V-DI'JECT ION 
0.20631E 02 
0.1S492E 02 
O.ZTei3<*t 02 
G.16I3BE   02 

Z-OIRECTION 
INPUT   MOTION 

MASS  wGT • MODE SHAPE • P 
NUMbER X-CIRECTION V-OIRECTION 

1 0.J2574E 01 0.53191E 02 
2 -0.J3859E 02 0.3,;942E 02 
3 0.54768E 02 0.71774e Oi 
4 0.37933E 02 0.41608E 01 

SUM 0.11117F 03 0.2866IE 03 

EFFECTIVE 
VASS 0.80487E-0I 0.53501E 00 
»EIGHT 0.31068E 02 0.2065SE 03 

FACTOR FOR 
Z-OIRECTION 

INPUT    MOTION 

TOTALS  
UP   TO   AND    INCLUDING   THIS   MODE 

MODAL   MASS 0.1282eE   01 0.128286    01 

MODAL   WGT 0.49515e   03 0.49515E    03 

Kig.  10 - Output   from samplf problem 

TRACE   = 0.12958E   02 
NORMAL   COMPLETION 

SUM   OF   hI GENVALUES 0.128SBE   02 

Fig.   1 1  - Output   from sample problem 
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COMPUTER PROGRAM FOR GENERAL SHIP 
VIBRATION CALCULATIONS* 

Francis M. Henderson 
D.ivid Taylor Model Basin 

Washington, D.C. 

A digital computer program was developed at the Applied Mathematics 
Laboratory, David Taylor Model Basin, for ca'culatn.g the approximate 
steady-state response to harmonic forces md natural frequencies of a 
system of slender, moderately nonuniform beams with elastic couplings. 
This system is used to represent a ship hull connected elastically to its 
propulsion system and to flexibly mounted units (i.e., machinery) which 
may influence the vibration.   The progran. handles vertical, horizontal, 
longitudinal (extensional), torsional, couple-l verticai-torsion, and 
horizontal-torsion vibration. 

Finite-difference equations are used to approximate the systems of 
steady-state differential equations which the beam system satisfies in 
each type of vibration.   The difference equations are set up by the 
computer according to a set of lumped elastic and inertial parameters 
-nd options supplied as input to the program.   Ihese equations are 
lived (with free-em. conditions on each beam) for the mode shapes 

.jrreiponding to natural frequencies or response patterns for arbi- 
trary frequencies of the exciting forces.   Solutions are given in terms 
of displacement, moment and rotation at discrete points ii. the beam 
system. 

The program provides for automatic calculation of added mass as a 
function of frequency and consideration of various forms ol damping, 
including hysteretic and viscous, and frequency-proportional exciting 
forces and moments.    The program is being extended to include calcu- 
lation of critical whirling speeds of propeller shafts.   A set of sample 
problems is included. 

so 
CO 

INTRODUCTION 

In 1962, CONESCO, Inc., under a contract 
with the U.S. Naval Bureau of Ships, began a 
detailed analysis of the hull structure for the 
ballistic-missile submarine SSB(N)598 GEORGE 
WASHINGTON [1].   Their study of the structural 
response of the hull in bending required the aid 
of a digital computer program which could take 
into account the influence on vibration of (a) the 
propulsion system represented as i mass- 
elastic system connected to the hull, (b) flexibly 
mounted units throughout the hull, (c) added 
mass of surrounding water as a function of fre- 
quency, and (d) various types of damping.   For 
this purpose a new computer program was 

developed and coded by E. H. Cuthillof the Applied 
Mathematics Laboratory, David Taylor Model 
Basin.   This computer code, General Bending 
Response Code 1 (GBRC1) [2J, allowed a wide 
varii y of descriptions of the mathematical 
model for the hull and was sufficiently general 
to apply not oniy to bending calculations but 
also to longitudinal (extensional) and torsional 
calculations as well.  The author has augmented 
GBRC1 to produce a second computer code, 
GBRC2, for application to coupled torsion- 
bending hull vibration problems, and current 
work is directed toward a second expansion of 
the original program to produce GBRC3, which 
will be used in calculating critical whirling 
speeds of propeller shafts.   These computer 

♦This   paper  was   not  presented  at  the   Symposium. 
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codes can be used either AS sell-contained units 
or as subproKrans ol one computer package, 
referred to as th? Genera) Bending Response 
Program. 

This paper outlines the development (A the 
various systems of finite-difference equations 
for the General Bending Response Program and 
discusses their generalized matrix form for 
application to beam-spring systems.   The com- 
puter ^."thod for solving these equations in the 
nouhomogetieous (forced response) and homoge- 
neous (free response) cases is considered 
briefly, and several sample problems typical of 
those to which the program has been applied 
are presented. 

PARTIAL DIFFERENTIAL 
EQUATIONS FOR BEAM 

The partial differential equations which 
form the basis for GBRC1 and GBRC2 are ob- 
tained from the equations derived [3, Chap. 3, 
Sect. Bj for torsion horizontal bending motion 
of a slender, moderately nonuniform beam ap- 
proximation to the ship hull.   The beam is de- 
scribed as having three principal types of flex- 
ibility:   bending, shear and torsion.   Figure 1 
shows the coordinate system oriemation for the 
beam.   The x -axis is defined as parallel to the 
keel and passing through a point halfway between 
the main deck and keel at the midship section. 
The v-axis is always in the plane of bending. 
For the purposes of the General Bending Re- 
sponse Program, we augment the partial dif- 
ferential equations to include a damping coef- 
ficient and externally acting foices, moments, 
and torques.   The resulting equations are 

■V(x. t > v( \, n 
■t -' 

V( X, t   I 

t 

(1) 

\( x. t > •   I    (x) ,      • 0( x. n.U) 
X t " 

\. n       Mi x, n 
X FIl X I 

T(  X. t   1    ■     V( X. t)     7i  X ) 

GJ„( x ) 

. ( x   t I   -   V; x. t » 
I 1 /( x )    * 

j KAGix 1        Gjiix i 

7f X'l     I( \. M 

GI   (xi 

(3) 

(4) 

(5) 

! ij;.  1  - Orientation of 
coordinate   svstem 

and 

-     I       ( X i 
t - 

- I'ii.n . (6) 

The notation for these equations is 

t  = time; 

x  = distance in longitudinal direction meas- 
ured from origin of coordinates; 

v  = displacement normal to x in plane of 
bending; 

= angular displacement relative to  ?- 
axis; 

v  = shearing force in direction of bending 
(y-direction); 

M  = bending moment; 

;   = rotation of cross section with respect 
to x-axis; 

T = total moment on cross section taken 
about r.-axis; 

= elfective mass per mit length; 

I..,  = effective rotary Inertia per unit length; 

z = vertical distance from x-axis to cen- 
ter of mass; 

?  = distance from x-axis to center of hor- 
izontal shear (assumed to be centroid 
of area of cross section of hull); 
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KAü  = shearing rigidity, where K is nu- 
merical factor dependent on -om- 
etry of cross section (K     i), A is 
cross-sectional area, .nd G is shear 
modulus of elasticity, 

F.I   = bending rigidity, vnere E is Young's 
modulus oi elasticity and I is areal 
moment of inert «a of any cross sec- 
tion about prim ipal axis perpendic- 
ular tu plane ci bending; 

üj,   = effective tort ional rigidity with re- 
spect to longitudinal axis, where .!_ 
is effective ireal polar moment of 
inertia of CJ oss section about its 
shear     nter; 

I x = diametral nass moment of inertia 
about x-axis of section of length   x; 

P = external forcing function acting in 
v-direction; 

0 = external forcing moment about axis 
parallel to ?; 

i   = external forcing torque about x-axis; 
and 

<   = damping coefficiet.*. 

These equations are derived for small motions 
of the beam.  The terms ? and > .re required 
because, in general, a horizontal pl.'ne of elas- 
tic and inertial symmetry does not evst for the 
ship hull. 

:(x! 

(8) 

We note that ■(%), V(x)l M(x;, .-(x), and T(x) 
are complex-valued functions whose absolute 
values indicate the lengths of vectors rotating 
with tine in the complex plane at a common 
angular frequency of     rad sec.  Substituting 
Eqs. (8) into Eqs. (1) through (6), we can obtain 
the following time-independent equations: 

(IV( x ) 

<lx 
..(x )     'v^ x ,   -    .c(x)     y( x ) 

-  ..(X)   i(x)     2.-( x)   •   P(x) .        (9) 

V(x)-     JI   ,(x)    (x)  • Oix) .      (10) 

'iv( x) V( x ) Vfxi   5(x)   '"       z(x)T(x) 

r'x ■<'<)      KAGfx) "   "GJ(.(aj       '    GJ^fxT' 

'«(x) 

<l:; x ) 

Hx~ 

il . ( x i        M{ x ) 

rlx EI( x ) 

-Jj * '    -  V( x )   7( x ) 
GJr(x) GJ^fx) 

(ID 

(12) 

(13) 

and 

'IT( x ) 

ctx 
.(%)   r(x)      2y(*)   •    i_x(x)      J.(x)-U(x). 

(14) 

TIME-INDEPENDENT DIFFERENTIAL 
EQUATIONS FOR BEAM 

If the externally acting forces, moments, 
and torques in Eqc. (i) through (6) are sinus- 
oidal functions of time, they can be expressed as 

P(x.n       f1    P(x) . 

0(x.n      <■'  ' 0( x) . 

IJ(x.t) (■'',L'(xK 

(7) 

Then for the steady-state condition, we can also 
write 

V(X.t) c'tyix). 

■ ( X , t  ) 

V( x.t ) 

ci    '   .(X)  , 

<•"' V(x) . 

(8) 
(Cont.) 

GENERAL BENDING RESPONSE 
CODE  1 

Difference Equations, Lumped 
Parameter Representation of 
Beam 

The firsi -ode developed in the series han- 
dled only vibratioi..'1 of the hull in which there 
was no coupling betwet.^ deflection and rotation 
of the cross sections.   The üifferential equations 
for this condition are obtained by Jropping terms 
involving T, ., / and J from Eqs. (9) Uucfh 
(14).  This gives 

rlV(X; 

rlx 

HM( X ) 

,.{x)     2y(x)- ic(x)   ,y(x) • P( x ) ,   (15) 

V(x) -   I_z(x)   .J.(x)  *   0(x) , (16) 

Hy(x) 

M( x, t ) c' ' ' M( x) , 
.(x)  

KAG(x) 
(17) 
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and 

fix F-I(V) 
(18) 

Cuthill, In an analysis of Eqs. (15) through (18) 
(or GBRC1 [2, Sect. IIJ, obtains (or the beam as 
subdivided In Fig. 2 a set of linear, (Inite- 
dlfference equations In the variables y (dedec- 
tlon) and M (moment) and generalizes these 
equations (or application to systems of beams 
with elastic couplings.   The difference equa- 
tions are 

n    I , n^n- 1        :n     1 . n   ti     I  '   '     n   n« 1  *      n *   ' n    1 . n ^'n 

"     *   'n   n> 1  '    :n    1 . n ' "n .. . n» l^'n« 1  '    : n , i. • 1    r" I 

^ Vn..   On.„.I    '      ',      ...,   On-.n W 

and 

n    1 . n'r    I ii    I . IT 1   '    :n- 1 . n)Vn 

' ' n . n* 1   '   ' n    I . n *      )>       n       ' n . n» l^n* \       ' n . n • i    n* 1 

n , n • 1 "n . n • 1   '    ' n -1 . n   "n   1 , n 
(20) 

where ^ - 1, 2, ..., N, N being the number of 
Intervals Into which the beam is divided.   The 
conditions for free ends on the beam will be 
Included In these equations when n     l and n   N. 
The notation for these equations is given in the 
following section. 

(23) 

«nd P is a column vector whose elements form 
the right-hand side of Eqs. (19) and (20),   The 
elements of the column vector P represent the 
forces and moments acting externally at dis- 
crete points along the subdivided beam   The 
elements A     of A are 2 ■ 2 submatrices. 

• i 

The connections between adjacent sections 
in the subdivided beam of Fig. 2 give off- 
diagonal su'c.nat rices of the form 

n . n ♦ 1 

for n = 1, 2, ..., N   i and their respective 
symmetric counterparts below the main 
diagonal 

XX 

L DENOTES LENGTH OF BEAM 

Fi£. I -  Subdivision of beam 

XN-L XN«1/, 

Matrix Formulation ol Finite- 
Difference Equations 

The matrix formulation of Eqs. (19) and 
(20) is 

where 

A/     P 

A,, V (1 0 

■VM 
\ A , , 0 

u 

A, , A,, 

0 \   N 

0 

\-   N 

(21) 

(22) 

| n - 1 , n "nl. 

for ci = 2, 3, . .., N.   The notation is 

[. ('•■■V 

i 
"  "•! (KAG) 

1 
I   . •- 

i!     ( x),, 
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for n = 1, 2, 3, . .., N    1, with the subscripts 
Indicating an averaging of parani: ers ove. the 
Interval x, io x,,., with 

1 
2(*- 

of parameters for the nth section of the bt'am. 
Therefore, Eq. (24) has a form which can bf- 
generalized to give the diagon»! submatrices in 
the 4-matrix expression for beam-spring 
systems. 

The f»1 1 submatrices for " = 2, '>,..., 
N    1 are 

j    n  '     •. is  '      •     n • 1 n. n • 1   *     n ■ t , n      j 

M. ii* I ii     1 . i; n n     1 . .i n. n* I | 

and for "    l and .i   >', respectively, 

and 

Si.N 
' N '     N    1 . N 'S-I.N 

;N.1.N N' '  ' N - I , N j 

with notation 

(,..'r* *  ..    Wr.'.x)n. n     1.2. 

"       \llln 

n      2.3,. .. N     1 . 

where the subscripts Indicate averaging of 
parameters ever the section length   x and (.. x^ 
is the effective mass for s>ection n of the ship 
(see Appendix A). 

By giving sufficiently large numerical val- 
ues to   ',     (x El), and  'N     (" x El )N in the 
diagonal submatrices A, , aiid ^ N, we can 
insure \.   it the moments M, and ^ calculateu 
at the ena sections of the divided beam will be 
small enough to satisfy, for practical purposes, 
the end conditions or moment for a beam with 
free ends.  We note that the diagonal subma- 
trices An n can be expressed 

1 . n n ■ I , n 

n - 1 . n n - I . n 

n . n * 1 n . n * ' 

n . n f I n . n * 1 

(24) 

i.e., »he negative sum of the off-diagonal sub- 
matrices in the nth row plus the matrix 

Generalized Matrix Formulation 
and Damping 

The matrix formulation discussed in the 
preceding section can be generalized for appli- 
cation to systems of beams with various types 
of elastic connections.   Each beam is subdivided 
as illustrated In Fig. 2.  The matrix equation 
for the gential beam system is again Eq. (21), 
with 

A.M      S,      ^ ^N 

(25) 

*NI      *N2      *N3 S-N 

z as given by Eq. (23), and P being the column 
vector of all external forces and moments act- 
ing on the system.  The An m are 2 ■ 2 subma- 
trices and will have some nonzero elements 
when the sections numbered n and *, respec- 
tively, are connected to one another in the beam 
system.  For example, if sections n and m are 
adjacent beam sections or if they are members 
of separate beams, but connected th.ough a rigid 
arm, as shown in Fig. 3, 

(26) 

where    ...    are ar defined in Ihe previous 
section.  If n and m are connc-cted by a spring, 
as shown in Fig. 4, 

LTZ im 
(0) 

TTTZEH 

(t>) 

Fig, 3 - Rigidly connected 
beam elements 



n i i "i-Lj 
(a) 

IM 

Fig. 4 - Spring connections: 
(a) beam with sprung mass, 
and   (b)   mass-spring system 

I      hi       I        I 1 

<o) 

r i i   i   i   r~r-i rrrri "rrr /nfnnifmntomih/n/thtnnhmMhn 
(bl 

Fig. S - Ground connections 

0 0 
(27) 

wl.ere kn „ is the spring constant for the con- 
nection, cn n    (r^«)nia is a viscous damping 
coefficient associated with the connection, and 
cn ^     (c \x )n m is a viscous damping constant 
proportional to the frequency .. of vibration. 
Each diagonal submatrix An n is represented 
by a generalization of Eq. (^4) in which the 
summation now takes in all off-diagonal sub- 
matrices in the nth row of A-matrbc, 

where 

N 

^n        0 

o      f. 

D„. (28) 

If a section n is connected to a rigid foundation 
(ground) as indicated in Fig. 5, we add to the 
corresponding diagonal submatrix An n the 
matrix 

.kn-icnt.     0 
(29) 

where kn Is the spring constant for tin, ground 
connection and cn     (f\x)n Is the assoclattc- 
damping coefficient.  Through this type of con- 
nection we Incorporate Raylelgh damping [3, 
Chap. 4, Sect. A and B] terms (viscous and 
proportional to mass) Into the generalized ma- 
trix.  The typical ground connection given In the 
model for this type of hull damping Is shown in 
Fig. 6.   For these connections, Eq. (29) has the 
form 

I      I      I      I       11 

m rnm/r/m/m/mm/mm 

Fig. L - Model for 
Rayleigh   damping 

(30) 

where the damping coefficient cn is express d 
as 

cn    =   (^x)nC. (31) 

or for frequency-dependent Raylelgh damping 
[3, Chap. 4, Sect. A and B], 

(MAXV-C (32) 

with c a constant. In the latter case, the damp- 
ing coefficient cn will combine with the effec- 
tive mass In Eq. (28) which Is generated for 
A      giving 

O-AxV- V^)n(i-ci) 

This type o. damping can, therefore, be speci- 
fied to the program through a complex scaling, 
(l - Ci), of mass. In general, the damping 
coefficients for connections c      and c      In n , m n , m 
Eq. (27) and for ground connections c   In Eqs. 
(29) and (30), except when used In the frequency- 
dependent Raylelgh sense, will be given ex- 
plicitly in the input data to the program.   Hys- 
sretlc damping terms [1, Sect. 5] are entered 

into the generalized matrix by providing for a 
complex-valued scaling of Input parameters In- 
volving either of the moduli of elasticity, E or 
G, defined previously.  In particular, these pa- 
rameters are (Ax'Ei)n and (Ax KAG)n nM for 
bending vibrations or kn = (Ax AE)n for 
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longitudinal vibrations.   With this generalized 
matrix formulation, GBRC1 can &et up the 
finlte-diflerenre equations for vertical, hori- 
zontal, longiludin.il (exta.sional) or torsional 
vibration calculations, depending on the set of 
inertial and elastic parameters supplied as in- 
put.  Typical Bets if parameters for some of 
these types of vibration are seen in the sample 
problems in Appendix B.  As an example of this 
generalized formulation, we have, for the beam- 
system of Fig. 7, the matrix equation 

*11  *li  *13   "    0    0 

A,, AJJ  0   0   0   0 

A,,  0 Ai3    Ai4    A35  0 

0   0  A43 A44  0   0 

0   0  A53  0  As5 A56 

0   0   0   0  A65 A66 

Y, 0 

M, 0 

Y, 0 

Mj o 

Y, 0 

M3 0 

Y4 1 

M4 0 

Ys 0 

M5 0 

Y6 0 

M6 c 

where 

A' symmetric matrix of coefficients. 

I 

, and 

P' = column vector of forces, moments and 
torques acting externally on the beam 
system. 

The equations for each beam section having a 
free end will include the required conditions on 
shear v, bending moment M and total moment 
about the x-axis T. 

i   r 

m 
UNIT FORCE 

Fig. 7 - Typical con- 
nected beam elements 

EQUATIONS AND MATRIX 
FORMULATION, GBRC3 

A third computer code currently being de- 
veloped will extend the range of the General 
Bending Response Program to the calculation 
of the forced whirling response and critical 
whirling speeds of propeller shafts. 

EQUATIONS AND MATRIX 
FORMULATION G3RC2 

The second computer code in this series 
extends the capabilities of GBRCl to steady- 
state vibrations of beam spring systems where 
bending and torsional motions are coupled   For 
this program we derive from Eqs. (9) through 
(14) a set of 3N (N being the number of sections 
on the subdivided beam) finite-difference equa- 
tions in terms of deflection y, moment M and 
rotation * to be evaluated at each beam section. 
The finite-difference equations are then gener- 
alized for a system of beams with elastic con- 
nections.  The generalized equations are 

As a basis for this code, we use the set 
of partial differential equations derived by 
Jasper (4J for a whirling shaft.   Since the whirl- 
ing motion Is treated theoretically as a coupling 
of flexural vibrations in two perpendicular planes 
of the shaft (xy and xz planes where x Is the 
shaft longitudinal axis) we can obtain for each 
plane a system of four time-Independent equa- 
tions which have essentially the form of Eqs. 
(15) through (18).   Treating these equations as 
in GRRC1 leads to the corresponding set of gen- 
eralized difference equations in terms of deflec- 
tions and moments in both planes.   The matrix 
form of the difference equations is 

AV P 

where A is the generalized matrix of coeffi- 
cients and 
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SBSS*": 

I 

«"    = 

ri 

*- 1   *' •»» 1 
«i 

s «•) 

y' 
"», »»» 

«I 

1,( »«) 

1 y* -• 
1 *"»», ».x 1 

(«•> 

w'/ith y' ücyi.*1*1 *• ■(««> denoting the deflec- 
t'ijoa and bending mcment, respectively, in the 
/<y and xi planes; N is the number of shaft 
sections and P is the vector of forces and mo- 
ments acting externally at discrete points along 
the shaft. 

SOLUTION OF EQ. (21) 

Forced Response 

For this type of calculation the computer 
program sets up the matrix A and vector P for 
each specified frequency ^ of the exciting forces 
and then premultiplies P by the inverse of A to 
give the required steady-state solution. In par- 
ticular, we obtain (assuming damping in the sys- 
tem) the real and imaginary components of the 
vectors, Eq. (8), associated with deflection, mo- 
ment and rotation at each beam section (the real 
component representing the actual physical quan- 
tity), the amplitude of each vector and its phase 
angle with the respect to the vectors of exciting 
forces. 

Undamped Natural Frequencies 

In this case, the program calculates the ap- 
proximate eigenvalues (naiural frequencies) and 
corresponding eigenvectors (modal columns) of 
the homogeneous problem given by Eq. (21), 
where all element? ol l" are zero.  The values 
of deflection, moment and rotation calculated at 
each section in the beam system are relative to 

a unit deflectfc» at section 1. Bounds on the 
number of natural frequtacies to be compoted 
are supplied «tth the inpot data. 

PROGRAM mFORMATION 

The component subprograms of the Gen- 
eral Bending Response Program (GBRC1, -2, 
-3) are in FORTRAN II language as modified 
for compaObllity «tth FORTRAi« W. These 
programs have been designed for tin IBM 1090 
computer, and the Stromberg-Carlson 4020 
Microfilm Recorder at the Applied MathemaUes 
laboratory is used to plot calculated results. 

Computer running times recorded during a 
series of «ertical and longitudinal response 
calculations with GBRC1 range from 0.C4 min/ 
frequency for 20 sections with a matrix half- 
bandwidth of 3 elements to 0.80 min/frequency 
for 40 sections with a matrix half-bonchridth of 
23 elements and 1.22 min/frequency fen 74 sec- 
tions with a matrix half-bandwidth of IS ele- 
ments. The term "min/frequency" denotes the 
average time to compute the response for each 
frequency of the exciting forces. Coupled 
bending-torsion response calculations with 
GBRC2 indicate a computer time of 0.08 min/ 
li-equency for a 20-section hull with a matrix 
hat!-bandwidth of 5 elements. 

Th.^ maximum number '^ sections which 
may be s^cified for the beai»' s»«tern is 60 for 
bending, longitudinal or torsioniu calculations. 
For coupled ending-torsion calculations, we 
allow at preseik* a maximum of 53 sections bus; 
anticipate expanb'ng this to 80 sections to main- 
tain consistency in the problem description. 

SAMPLE CALCULATIONS 

For purposes of UlusUation, we base Unise 
calculations on hypothetical i>eam-spring mod- 
els which are described with * small number of 
sections and connections. The 'nertial and elas- 
tic parameters defined for each model appeir 
with the associated computer output in Appendix 
B. In actual practice, these paran.°ters wid be 
either specified with consistent uniti of me in- 
urement or provided with suitable selling fAc- 
tors in the data to bring the respective units 
into consistency.  The calculated resul's will 
then be In the system of units as detern ined by 
the input data. 

Sample Problem 1 

The damped vertical bending response or 
a beam with one sprung mass, as shown in i ig. 
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3, is computed ior two frequencies of the 
exciting force.    The damping is assumed to 
be the frequency-dependent Rayleu!. type, so 
an iittdginary scaling lector f^r ma'»:> is pro- 
vided as indicated n the secuo.. on gener- 
alized matrix form..li.tion and c&mping for 
GBRC1. 

UNIT FORCE if 
4 

i. + i i. i 
/Wml  /WSM   /JJmB    ImKI    lM)l))i 

Fig. 8 - Model for sample 
problem   I 

Sample Problem 2 

The first natural frequency and the mode 
shape of vertical vibration arc computed for 
the beam systerr of Fig. 3 with the damping and 
exciting force removed. 

Sample P-oblem 3 

The damped longitudinal response of the 
mass-snr ing system in Fig. 9 is computed for 
two treqcencies of the exciting force. 

UWT 
1 FORCE 

Fi^;, 'i - Model  for Sample problem 3 
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Appendix A 

EFFECTIVE MASS 

The expression (^ x)n denotes the effective 
mass for section n of the ship [1, App. C; 2, 
Sect. Illj.  It consists of the mass m,, of the sec- 
tion and a virtual mass term which takes into 
account the effects of surrounding water.   The 
virtual mass term is given by th: expression 
J(   )pin, where nin is the water inertia for the 
nth section and J is the longituuinal inertia 
coefficient [1, App. C].  Since J is a function of 
the response pattern for the particular system 
(hull, shaft, etc.) with which the nth section i.« 
associated, we say that J   s a frequency- 
dependent term and have denoted it J(  ).   The 
effective mass can then be written 

(MAXL J(.)ir (A-l) 

The formulation for J is that uiven for an infi- 
nitely long circukr cylinde; which is under- 
going vertical violation while immersed in 
water [A-l]; 

K.O) 
!(,(!)  ♦   iK0(a) (A-2) 

where K,, and K, are the first and second modi- 
fled Bessel functions of the second kind, and 

- = "I (A-3) 

with d the distance between nodes on the am- 
plitude curve for the cylinder and c the radius 
of the cylinder.  For the automatic computation 
of J we utilize the power series approximation 
for J as a function of t [1, App. C]: 

J 5  0.0609 

where 0.6 

0.715      0.9093      0.00297 

4, or the approximation 

(A-4) 
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J       I 030       1 56 (A-5) 

for o     :     0.6.  The automatic calculation of 
the effective mass terms (   ■«)n tor the hull 
and/or any other system is handled by the Gen- 
eral Bending Response Program as follows. 
An initial J for the system is specified as i.iput 
data along with the radius o! the approximr.ting 
cylinder and section water inertias mn.  The 
initial J is used until a frequency is reached at 
which the deflection curve for the system has 
at least two nodes on the x-axis.  Having de- 
termined the average distance H between these 
nodes, the program then calculates T from Eq. 
(A-3) using the cylinder radius, and J from Eq. 
(A-4) or (A-5).  The water Inertia mn for each 
section In the system is multiplied by this value 
of J and added to the section masses to give the 

new efftctive mass values for use in calculating 
the next frequency of response. 

The automatic calculation of J is an op- 
tional feature of the program.  In cases where 
the option is not specified, a value of unity is 
automatically assigned to J for each system sn 
that the effective mass becomes 

(^Ax)       -     ir     •   ni    . K' 'n n n 
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Appendix B 

COMPUTER OUTPUT FOR  SAMPLE PROBLEMS 
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MATHEMATICAL MODEL AND COMPUTER PROGRAM 

FOR TRANSIENT SHOCK ANALYSIS* 

Anthony C. Melodia 
David laylor Model Basia 

Washington, D.C. 

A computer program is given for a mathematical model used for com- 
puting shock and residual shock spectra of linear elastic structures 
responding to transient forces and foundation motions.   A wide range of 
output options, from tabulated results to a four-coordinate log-log grid, 
are possible.   Included in the mathematical analysis of the shock spec- 
tra is a refinement in determining maximum responses which results 
in a mor«' accurate shock spectrum.   The program is written in FOR- 
TRAN IV for the IBM 7090 and includes plotting subroutines for the 
General Dynamics SC 4020 printer plotter.   The program is also coded 
without the SC 4020 subroutines. 

INTRODUCTION 

This report is based on work done to develop 
a series of programs applicable to static and dy- 
namic structural analysis.  O'Hara's [1] tech- 
niques for shock analysis are reduced to a com- 
puter code    The program generates various 
forms of shock and residual shock spectra, 
where a single-degree-of-freedom linear oscil- 
lator is the mathematical model for response 
to a transient force or a foundation motion. The 
spectra are used to find the displacement of a 
structure caused by an arbitrarily prescribed 
transient motion to its base, such as the re- 
sponse of buried structures to an underground 
blast or of structures within a vehicle during 
ballistic impact.  In addition, if the input shock 
function to the program its an acceleration, the 
residual shock spectrum generated is also the 
Fourier spectrum of the system. 

The program is written in IESYS FOR- 
TRAN IV, version 13, and executed on an IBM 
7000 in conjunction with a Stromberg-Carlson 
4020 printer-plotter.  In the Appendix, coding 
is furnished without reference to the plotter, 
thus making the program more adaptable for 
other FORTRAN IV compilers. 

MATHEMATICAL SYMBOLS 
C   Linear damping factor In ex in Eq. (1) 

Fc   Fourier cosine transform value at . 

F    Fourier sine transform value a 

f   Frequency, cps 

h  Increment of time 

M   Mass 

P   Damped natural frequency of linear 
system 

sn   First forward difference at n 

Sn
2   Second forward difference at n 

t   Time, sec 

X   Relative displacement (y- z) or re- 
sponse displacement 

X   True response velocity 

- x   Pseudo-response velocity 

, 2x   Pseudo-response acceleration 

Y   Absolute displacement of linear oscil- 
lator from Its equilibrium position 

z   Displacement of foundation from its 
equlLbrium position 

a   Ratio of d&Tnping to critical linear 
damping or damping coefficient 

Undamped natural frequency of linear 
system, rad/eec 

♦This   paper  was  not  presented  at the   Symposium. 
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MATHEMATICAL ANALYSIS 

The mathematical model for shock analysts 
Is the simple linear oscillator.  The general 
differential equation for the motion in Fig. 1 is 

MY • ex • KX F(t) (1) 

where X is the relative displacement Y - Z, CX 
is the damping term, and KX is the restoring 
force, based on Hooke's law.   Now using stand- 
ard notation, where c is less than the critical 
damping factor, let 

K 
M 

C 
2M 

and 

Using Laplace transforms, the solution to Eq. 
(3) is found to be 

X(t)       \(0)  c"'1  (cos pt  ♦ '= sin pt\ 

X(0) 
■ - -1 

e sin pt 

-   -   f    7.(1)  e-2   1»   T;   sinp(t-T)  dT . (4) 

while the derivative of Eq. (4) is 

X( t)   =   P'3'   X(0) j- : .   /cos pt   t          '        sin pt\ 

L       I            NT^ j 

p   sin pt 
pi  cos pt 

7f==r 

X(0)  e" 

Fig.  1  -  Linear  uscillator 

Substitution of the above expressions into Eq. 
(I) yields the following equation: 

Y •    • Y -7 •   lii-' 
F( t ) 

(2) 

There are two types of motion that are of in- 
terest, either no applied forv.'e (Ft)     o) and 
foundation motion, or no foundation motion 
(7    o) and an applied force.   The remainder of 
this section will describe mainly the first case, 
where  Fi t i     0.   The latter case, where 7.     0, 
will be dealt with only at the end.   When F( t)    o, 
Eq. (2) becomes 

Y •   2     Y 'Y        J 

or since   i'   7     v, 

X ■   2     \        -X 

-7 , 

(- i     sin pt  i   p cos pt) 

~  I    2(t)  e   !i,-T     ;..,   sin p(t - T) 

p  cos  p ( t- 'IT    (5) 

Equation (4) gives the relative response dis- 
placement of the mass to the shock 7( t .  The 
sclution of the differential equation is not yet 
useful, because the integral has to be evaluated. 
Now, if the solution were known at t     t,, the 
values of relative displacement x and relative 
velocity X could be considered initial values at 
t, for the solution at t, ■   t, using Eqs. (4) and 
(5) again.   A convenient procedure followed in 
the numerical solution of the differential equation 
consists of subdividing the time record into 
equal increments, each of duration   t = h sec, 
so the method of evaluating X( t) at each point 
will require the same equations.   Of covrs^, the 
values of X and X at the beginning of the i 
record must be given to use the above proci.uure 
lor solving the differential equation.  A parabolic 
approximation for Z( t) between 0 and h is sub- 
stituted in Eqs. (4) and (5), and the integrals are 
evaluated.   In addition, the approximation for 
Z( n at an/ point in the time record will go 
through the preceding point as well as the suc- 
cessive point.  If the time is subdivided into 
enough intervals h, no sudden peaks of 7 should 
be missed by the approximating parabola for 7. 

(3) 

A useful change in notation X(ih)     X. and 
7( ih)     7i , where i^ is the (i • l)th point in the 
time record,  i = 0, 1, 2, 3, ..., k, and k + i is 
the number of points in the time record. 
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The parabola passing through Zn.,. 2n. Zn», 
yields the equation 

Z(t' 
2hJ 

'2n..-Zn..' 

2h 
t . Z n 

(6) 

for (n - 1) h '     •. (n» I) h.   Equation (6) can be 
simplified by letting S,,     ^,,-2,, and S'_, 

^n n - I 'n • 1      '"-r n ■ 1 

Z(t > n h 2      ^        hj (7) 

Now, using Eq. (7) in the integral in place of 
Z( t) in Eq. (4), integrating by parts from 0 to 
h, and finally substituting h for t in the other 
terms of Eq  (4), the final equation for the re- 
sponse at each ptiint in the time record is 

X  .,        ,X    e n* l n (cos ph '   sin plu 

sin ph 

n   r,        -1. h   /            .               < 
 I 1 - p (cos ph ♦  

1. -j^h 
1  - ^- (1 - e cos ph) 

' h 

sin ph] 

(1- 2>2)  e-',•■ h sin ph 

ph                       J 

Sn- I J     4i 
2.     j     .h 

r2(l-4:
J 

.2h2 
1 - 1L 

•   (1 - f cos ph) 

1-2,'      .    (3-4^) 
— - +   2 i  

sin ph 

(8) 

Using the same method in developing Eq. (8), 
Eq. (5) is transformed into 

n* 1 n 

1       sin ph 

X..c Ph]       (9) 
''(Cont.) 

Z ..(. . n     e sin ph 

"[^■"^hph'Ä^sinph)] 

[ A--2.2)     ^ ] .•'-h sin ph ] 

e cos ph) 

(9) 

The response X is scaled by . in Eq. (8) 
because   X is a meaningful quantity, as will be 
explained later.  Consider a time record of z 
versus time; the initial values must be given 
before Eqs. (8) and (9) can be used; i.e., Xn0) 
and X( t„) must be known.  Also, s0 for t -1,, ♦ h 
is Z(t0*h) - Z(t0), ands* , where n = l be- 
comes  Z(2)i» t0) -  2Z(h4 t0) t  Z(t0). 

The maximum or minimum response for 
each frequency over a given range of frequen- 
ciet is of more interest to the engineer than the 
response X at each point in the time record for 
a particular frequency.   Essentially, for the 
given range of frequencies, one obtains the 
maximum response as a function of frequency. 
The maximum and minimum response X. for 
each frequency is selected from the values of 
Xv for the complete time record.  The refine- 
mesit of the maximum and minimum (a more 
accurate estimate) is achieved by first noting 
that the product of XMM (the derivative of the 
chosen Xmax) and Xmax h (the derivative of 
XmaJ( h) is positive if Xmajc reaches its true 
maximum between Xmflx and X iaj(th and negative 
if the rue maximum occurs between X .   and max 
x

ma,-h(Fig. 2). 

Equation (8) is used after it i,i determined 
whether the true maximum or minimum is within 
the range of Xma,.h, xmi,x or Xm(ix, Xmax,h.   x. is 
then evaluated at intervals of 0.2h, and then the 
largest X. in the subinterval is taken as the 
i7>ore accurate (refined) maxuuum.   The SÄtae 
method is used for computing the refined mini- 
mum value of X.. 

The shock spectrum is usually the plot of 
maximum X. vs f, where f is 2- ; the residual 
shock spectrum is a plot of ^xo2 ♦ X^ vs f, 
where v^xT)2 + X2 is the residual response (in 
velocity units) at the end of the time record, 
i.e., at the beginning oi residual time, which is 
computed only when there is no damping 
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Fig. 2 - Maximum response refinement 

When .0, equations for x. and X as al- 
ready presented become meaningless, even 
though X at      0 has physical meaning.   New 
equations are derived from Eqs. (8) and (9) by 
L'Hopital's rule.   In Eqs. (8) and (9),     is set 
equal to zero, and when an indeterminant form 
is encountered L'Hopital's rule is used yielding 

X„h - 
Z.li2 

6 
his2 

24 V« 

Z_h 
li Snl1' 

(10) 

(11) 
n  2 12 

Damping plays no role in these equations. 

An added feature of the residual shock spec- 
trum solution is that, if the input shock function 
is an acceleration z, the Fourier spectrum is 

identical to the residual shock spectrum.   The 
Fourier spectrum magnitude at  . is (Fc

2 . F^2)1 ', 
where 

and 

-X.   sin   .t   -   X cos   .t 

X     cos   .t   -   X  sin   .t . 

By substitution, (Fr-. F^)1 2 becomes 

[(X.)2  t   XJ!'   2 , 

which is the residual shock spectrum magnitude 
for    .  The Fourier spectrum is not necessarily 
equivalent to ue residual shock spectrum when 
the input shock spectrum is z.  Thorough dis- 
cussions of Fourier spectra are given bv O' Hara 
[1] and Gertel and Holland [2J.  The author is 
presently finishing a program dealing with 
Fourier spectra, computing the Fourier spec- 
trum magnitude, the pliase angle, the Fourier 
cosine transform, and the Fourier sine trans- 
form.   A detailed description of Fourier spec- 
tra will be contained in a subsequent report. 

Until now the iiput shock function was as- 
sumed to be z (foundation acceleration), so the 
necessary equations for an input function which 
ih the foundation velocity z will now be con- 
sidered. 

s        z . n n* 

Sn        V. Zn*.        2Zn^   Z,,., 

Z( t)        Z   -• S   i t -Ü1-! f ii - i 

where z is replaced by z. 

(12) 

n - e | cos  ph  t ~-—^^ iin v.   \ 

Xnf
1   h   sin ph       S n *_         n 

i - p -"h(co s pi, 

sin ph 

n • 1   I   1 2 . 
h    | 2       . h 

1       2^ \  sin ph 
(13) 
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-x„ 

♦   X p1-11 [cos ph sin ph| 

n     e 

h 
sin  ph n-I  I   1 

v'l 
h 

cos ph      i   J        1\  sin ph1 
(W) 

Equation (13) Is obtain«?-! fro..i Eq. (4) by inte- 
grating by parts, substituting Eq. (12) for Z(t) 
into the new integral, integrating again by 
parts, and finally substituting h for t in the 
other terms of Eq. (4).   Equation (14) is ob- 
tained in a similar r-.inner, using Eq. (5) in 
place of Eq. (4). 

S    s., first forward difference where 
s.     *... - z* 

S2ND    s.2, second forward difference where 
S.J    zi..- ZW, 

XOMEGA    X ., and x when . = 0, response dis- 
placement times natural frequency 

X    X, response displacement, used for 
plotting in IP1, also used for plot- 
ting Y (acceleration) 

XD0T    X, response velocity 

0SCIL    F, frequency 

VEL    Maximum absolute value of Xw for 
each ü 

RESID    y(Xu.)2 ♦ X1 , at the start of residual 
time 

When ■ = 0, 

n n 2    +     12 

and 

n n 

The rest of the calculations using Z are the 
same as those using z, except that for the Z in- 
put, the residual shock spectrum Is not neces- 
sarily Identical to the Fourier spectrum. 

Finally, to solve a problem in which there 
Is an applied force F( t) but no foundation mo- 
tion, we must solve the differential equation 

X + 2aui + J\ =  ^p- . (15) 

Equations (15) and (3) are the same except for 
their right-hand members, so If the Input func- 
tion Is an applied force F( t), then since 

Z(t) 
F(t) 

M 

all of the F/s are scaled by -i M and the Input 
iunctlon is treated as if it were Z( t). The out- 
put would correctly be the response to F( t). 

IMPORTANT FORTRAN VARIABLES 
(EXCLUDING INPUT VARIABLES) 

Dimensioned 

Z    z or z 

Undlmensloned 

Al    10Lap, the value of the first &-line 
drawn on the four-cjordinate graph 
(lower left-hand corner) 

Dl    10u»p, the value of the first D-line 
drawn on the four-coordinate graph 
(upper left-hand corner) 

IER    Number of points out of range when 
plotting response (X) vs time in 1P1 

IERA    Number of points out of range when 
plotting response velocity (X) vs 
time in IP1 

IERB    Number of points out of range when 
plotting -X<ua vs time in IP2 

IERR    Number of points out of range when 
plotting the input function z 

OUTLINE OF PROGRAM 

The Roman numeral headings correspond 
;o the comment cards in the program listing. 
The flow chart (Fig. 3) should aid in urderstand- 
irifj the ensuing outline.  0 Is used to denote an 
alphabetic O In FORTRAN. 

I.   Input — Data are road, such as the forc- 
ing function z or z, output options, and other 
constants. TP3 (four-coordinate grid option) Is 
checked for zero; if not zero, IP1 and IP2 (other 
plots) are deleted even If they are requested. 
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II. Write and Plot Input Data - The time T 
corre8i>onding to each z Is generated using H. 
Each z and corresponding T are wr itten. From 
statement 110 to 123, z vs T is plotted. 

III. Compute S(N) and S2ND(N) for Each 
Time T — Each S and S2ND are computed.  A 
frequency card is read, i.e., FREQ1, FREQ2, 
DELTAF.   If FREQ1 = FREQ2, the blank card 
was read, indicating the run is finished.  If 
FREQ1 ^ FREQ2 the program continues.   The 
number of frequencies is computed from the 
card just read; i.e., N0FREQ = (FREQ2 - 
FREQ1)/DELTAF. 

IV. Damped or Undamped — If undamped, 
find number of residual points.   The large 00- 
loop, which is indexed for each alpha, is exe- 
cuted.   1ALPHA is set equal to one if no damp- 
ing is present (     o), or set equal to two if there 
is damping (■, t o).  If no damping is present, the 
start of residual time is computed, i   ., T(KH). 

V. Compute Constants — Many mathemati- 
cal expressions repeatedly used in the program 
are computed.  IF tEQ is set equal to one if the 
frequency is zero or to two if the frequency is 
not zero.  Finally, there is a major branch in 
the program, depending on whether (a) 7.    z and 
frequency is zero, (b) 7.   7. and frequency if; not 
zero, (c) z   z and irequency is zero, and (J) 
z   z and frequency is not zero.  Of these possi- 
bilities, only (b) is assumed in the rest of the 
discussion. 

VI. Compute X0MEGA (N^ XDÖT for Ve- 
locity Input — More constants and mathematical 
expressions are evaluated.  N XÖMEGA's and 
XDÖT's are computed in a D0-loop ending at 
statement 210.  Then there is transfer to pre- 
liminary calculations. 

VII. Preliminary Calculations for Minimum 
and Maximum Response — Maximum and mini- 
mum XÖMEGA's are determined; then control 
is transferred to statement 225.  Statements 225 
to 235 inclusive contain the -efinement calcula- 
tions for maximum and minimum x..   Then from 
statements 211 through 215 the different output 
features, selected in the input, are executed. 

VIII. Restart with New Frequency, Restart 
with New Alpha, or Stop - FREQ and FREQ2 
are compared; if equal, the end of the alpha Ü0- 
loop is reached (statement 800), and either the 
entire calculation is restarted for a new alpha 
or the next frequency card is read.  If FREQ ^ 
FREQ2, then FREQ is Incremented by DELTAF, 
and the calculations for XÖMECA, XDÖT, etc., 
are repeated. 

FORTRAN INPUT VARIABLES 

Z     Shock function which Is dimensioned, 
either acceleration or velocity 

T    Initial time, really T(i), usually zero 

TZER0 

H 

X0 

N 

XD0TO 

ISZ 

IP1 

IP2 

IP3 

IP4 

IPS 

Starting time of residual shock. I.e., 
end of transient 

Time increment into which record 
Is subdivided 

Response displacement at time T, 
usually zero 

Number of points. I.e., number cf 
z's; must not exceed the dimen- 
sioned value for z in the DIMEN- 
SION statement 

Response velocity at time T, usually 
zer„ 

If  ISZ 
then z 

o, then z 
z 

Z; If ISZ t o. 

Output option one, If IP1     0, Ig- 
nored; If IP1 : ü, plots of response 
displacement vs time and response 
velocity vs time are generated for 
each frequency and each alpha 

Output option two, if  IP2     0, ig- 
nored; if IP2 = o a plot of negative 
pseudo-response acceleration vs 
time is generated for each frequency 
and each alpha 

Output option three, if IP3     0, ig- 
nored; if IP3 t 0, a four-coordinate, 
log-log graph is produced for each 
range of frequencies submitted, as 
well as for each alpha, consisting 
of response displacement vs fre- 
quency, pseudo-response velocity 
vs frequency, pseudo-response ac- 
celeration vs frequency, and if no 
damping (alpha = 0) residual re- 
sponse velocity vs frequency.  If 
IP3 is used. I.e., IP3 i o, then the 
program will Inhibit IP1 and IP2. 

Output option four Is Ignored If 
IP4     o; If IP4 t o tabulation of 
results Is generated (see output for 
explanation). 

Output option five Is ife-nored If 
IPS . o; if IPS i o tabulation of 
results, more extensive than IP4, 
is generated (see output for ex- 
planation). 
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ALPHA     Damping coefficient, dimensioned 

NALPHA     Number of damping coefficients sub- 
mitted, which must not be greater 
than the dimension of ALPHA in tht 
DIMENSION statement 

FREQ1     Initial frequency, ops 

FREQ2      Last frequency, cps 

DELTAF     Frequency increment 

INPUT 

The input is read into the computer mostly 
in the form of FORTRAN NAMELISTS; conse- 
quently, the format for the data is not very re- 
strictive.  The data .ire usually on punched 
cards.  If the shock function z is available on 
an analog tape, it must be conve-Ud to digitized 
tape or to cards before the progr^n can be used. 
Of course, the NAMELISTS can bt replaced by 
regular format statements, which »vould be man- 
datory if the program is converted to FORTRAN 
II. 

ZAZA1 through ZAZA4 are NAMELIST 
names, each containing one ur more variables. 
(See any IBM FORTRAN IV manual for an ex- 
planation of NAMELISTS.)   The data cards are 
arranged in the following order:   $DATA card, 
$ZAZA1 data, $ZAZA2 data, $ZAZA3 data, 
$ZAZA4 data, frequency cards, and system 
cards, END OF FILE, $IBSYS, $RESTÖRE, 
and END 0F FILE. 

There is no limit to the number of fre- 
quency ranges that can be handled, at one card 
per range.   The last card must be blank.   The 
frequency cards are read under format state- 
ment 920, i.e., 3F20.8, so the decimal point of 
the fir si number FREQ1 is in column 12, that 
of the second number FREQ2 in column 32, and 
that of the last number DELTAF in column 52. 
FP.EQ1 must not equal FREQ2; therefore, the 
first number on the frequency card must be less 
than the second number.  The number of fre- 
quencies, (FREQ2 - FREQ1)     DELTAF, must 
not exceed the storage capacity of the variable 
0SCIL when using IP3, which is now dimen- 
sioned for 1,000 words. 

If IP1 through IP5 are set equal to zero, 
the only output that will result is a plot of the 
'■.put function, a tabulatinn of the input function, 
and a tabulation of s, and  sf. 

If the shock function, z, is not on cards but 
is generated from a formula Inserted into the 

program, the READ (5, ZAZA1) statement 
must be deleted from the program. 

The physical units for most of the quanti- 
ties used in this program are assumed to be 
consistent.  The units for the input qu; ntiti.-s 
determine the units for the output va'ues except 
where specified; for example, the mput frequen- 
cies should be in cycles per sc. ond. 

OUTPUT 

The output from the program is composed 
ol a plot and tabulation uf the mput shock func- 
tion, a printout of each S,^ and Sk

2, and the in- 
put options.   If the printed sk and s.2 are not 
desired, the statement immediately following 
stateme it 200 in the program should be removed. 

A.i example ^raph of an input function is 
shown in Fip   '    Figures 5 and 6 are examples 
of IP1, which is :i ploi '>f x vs time and X vs 
time for each frequency and each alpha (damp- 
ing coefficient).   IP?, i» illustrated in Fig. 7, 
which is a plot jf       x vs time for each fre- 
quency and each alpha.   The quantity -   -X is 
equivalent to the negative pseudo-response ac- 
celeration when 7.     o, because Y   \ whfn 7   o. 

IP3, illustrated in Figs. 8 and  -, is .^ -jar- 
coordinate log-log grid which is a plot J:   tloc- 
ity vs frequency, with acceleration   iiv c ha- ing 
negative slope and velocity lines havin.,   xssitive 
slope superimposed on an originall; two- 
coordinate tirid.   The value of the A lines in- 
creases logai ithmically from left to right, and 
the line labeled A in the lower left corner of the 
grid corresponds to the value for A printed in 
the lower right margin.   The value of the D lines 
decreases downward logarithmically, and th^ 
line labeled D in the upper lelt corner of the 
grid corresponds to the value for D printed in 
the lower right margin.   The shock spectrum is 
the starred plot (X    vs f); the residual shock 
spectrum, JöC )-'     X3 vs f, plotted only when 

o, is the plot of zero points.   One complete 
four-coordinate graph is generated for each 
frequency range and damping coefficient  :. 
Hence, for any given frequency within the 
plotted range, the pseudo-acceleration A, the 
pseudo-velocity, and the displacement D can be 
read from the starred curve; provided there is 
no damping, the residual shock spectrum mag- 
nitude can also be read from the zero curve. 

IP4 (Short Form) is, for each frequency 
range and damping coefficient, a tabulation of 
frequency, the maximum value between the 
pseudo-velocity X. and the residual response 
J(\')2 ♦ x2, and, if no damping Is present, the 
residual response. 
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Fig. 4 - Plot oi sample input function 
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TIME  IN  StCO" 

Fig. 5 - Response  x vs time for sample function at fixed frequency 
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Fig. 6 - Response velocit/ x vs Urne for sample function at fixed frequency 
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UHt   IN  SECONDS 

Fig. 7 - Negative pseudu-response acceleration  (-CJ2X) VS time 
for sample function at fixed frequency 
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Fig. 9 - Fovir-coordinate grid of sample function with damping (1-150 cps) 

IP5 (Long Form) is, for each frequency 
range and damping coefficient, a tabulation of 
frequency, maximum positive pseudo-velocity, 
minimum negative pseudo-velocity, and, if no 
damping Is present, the residual response. 

One method for using the various graphical 
outputs is first to generate the log-log grid 
(shock spectrum) from IP3, and then select from 
the si.ock spectrum the Important frequencies. 

Next, these frequencies are used as input in 
running the program a second time for IPX and/ 
or IP2 to produce response vs time plots for 
each desired frequency. 

OPERATING INSTRUCTIONS 

The subroutines required are from the 
plotting package written by North American 
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Aviation for the Stroinberg-Carlson 4020.   II 
the SC 4020 is not available, the alternate deck 
is used, in wnich nu 3C 4020 subroutines are 
given and there are oaly two output options, 
IP4 and IP5. 

No input tapes, excepf for unit 5, are re- 
quired; the program is run under IBSYS ver- 
sion 13.   Three output tapes are needed for the 
program:   one for the SC 4020, if used, one for 
logical tape unit 6, and one for logical tape unit 
8.   IP4 is written on unit 8, and IPS is written 
on unit 6. 

An approximation of the running time of 
the p.'ogrpm, using the data from Fig. 1, is 

about 5 min, including compiling time.  The 
running time for the program is increased con- 
siderably if more than 3. few frequencies are 
used with IPX and IP2, 

Most of the memory is «ised (32K); see the 
dimension statement of the program listing for 
the array sizes which influence the amount of 
memory needed. 

ACKNOWLEDGMENT 

The author wishes to thank George J. 
O' Hara for his expert guidance and advice on 
the engineering analysis and the organization of 
the program. 

REFERENCES 

1. G.J. O'Hara, "A Numerical Procedure for 
Shock and Fourier Analysis," NRL Rept. 
5772, June 1962 

M. Gertel and R. Holland, "Definition of Shock 
Design and Test Criteria Using Shock and 
Fourier Spectra of Transient Environments," 
Allied Research Associates, Document No. 
DYN-65-1, Oct. 1965 

145 



Appendix 

PROGRAM LISTINGS 

LISTING OF PROGRAM WITHOUT 4020 SUBROUTINES 

SEXEFUTE  JB JOB         _       ^ ._ _  
»IBJOB MAPtFIOCS MELODIA 
tlBFTC   SNERD       LlSfiNODECK . 
C PROGRAMME^ ANTHONY   r-'LLOUlA —•— 
C—   -   •- APPLIED   MATHEMATICS   LAtiOKATüHY   
C— DAVID  TAYLOK   ^iCDEL   öAslN»   KASHINCTUN   ü.C.  
C TEi-EPHüNE   „UMJEK---AKCA   CüDL   301,   991—151^ ■- 
r 

s  
DIMENSION  2«2500) ,T(25CC ),Si25>UC!.S2ND(25C0) .XüMEOA(2!)OO) . 

lXDOT!25rO)»ALPHM25J  
NAMEl,IST/ZA2Al/Z/ZA2A2/T,'T2EkO. "'h, X0»N. 

lXDOT0»ISZ/2A2A3/IP<»,IP5/ZAZA'f/AltPHA1NAJLPHA          
WRITE(6,900) 
PU3.1415927  
KEäOTITZäZATI 
REAOCi.ZAZAZ)         _   
REAO{5.ZAZA3» 
REAOIS.ZAZA'»)   

C 
C — WRITE AND PLOT INPUT DATA «  

DO 100 1»2,N 
1UÜ   TIII-Td-lJ+H _     ^           _  

1F(ISZI104,105.104 
1^4 WRlTt(6,901)  _       __  

GO TO 106 
lw5 WRITfc(6.902)  
106 CONTINUE  " '   ' " 

WR1TE(6,903I  <Z( I I tT(1)tI = liN)t          .    
C 
C ■-   —COMPUTE   SIN)   AMD   52^0(^1    fO*   EACH   TJKEiT -j-—  

S(l)=ZI2)-Z(f) 
 S2ND(1) = Z(3)-2.»Z(2)*Z   1 :  

KeN-i 
DO   2C0   I»2,K 
s(i)=z( i+D-zi i) 

20u   S2ND(I)«Z(1+1)-2.«Z(I)+Z(I-1) 
'wRiTE(6,917)    (T,S( n,S2ND( 1 ),I = i,N) 

_C ^__  
19^   READ(5,S20I   FRtUl,FHEQ2»DLLTAF 

IF(ABS(FRE01-FREQ2)-.1E-20)   80l,eol»191   
191   CONTINUE 

C DAMPED   OR   UN0AN'PED»1F   UNDAMPtü   UND   NUMBER _OF   RE M DUAL   POINTS- 
DO   600   IX=l.tfALPHA 
 N1N-1 , ,  

FREO^FREOl 
IF( ABS( ALPHA( IX) )-.lE-09)2C_U2Cl .202   

201   IALPHA=1 
GO   TO   222  

2u2   IALPHA=2 
222   GO   TO   UJ3.207 ) .1ALPHA  
203 TT*TZERO~T(1) 

IF(AMOD(TT,H)-H/2,)20 5»204#2 04        
204 KH«TT/H-fl,CUL001 

GO TO 207 
J05 KH»TT/H-f.C^OU01 
207 CONTINUE 

"7 '  
c _ CC'PUTE   CONSTANTS  

0ME6A=FRE0»2.»PI 
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KADCAL = S0RT(1.-ALPHAI !X)««2) 
OH»OMEGA«M 

-P=nMFtiA*RflnCAI  
EX*EXP(-ALPHA!IX)»OH) 
COSPM=COS(P»H) 
JJNr-.-f^SINIP^H) 
A?OH»2.»ALPHA(IX)/OH 
RECOH=l,/OH 

ALPHA2«ALPHA(IX)«»2 

X12=1.-2.»ALPHAS 
^CTJ=EX»SINPH/RADCAL 
FACT2=tX»CCSPH*FÄCTl»ALPnA(lx) 
!F(Aesih«EOI-.lE-20)220f220t221 

220   !FREO=l 
GO   TO  2/3   

221   IFREC-=2 
 22 3   IF(ISJ;J30C.208.30>     _   

^B   GO   TO   (400,209) tIFREO 
209  CONTINUE     _      _ _    _        _ _ 

C 
C CCMPuTEXOvEGA(r:)«xC>OT   FOR   VELOCITY   INPUT 

GO   TO(224,2?5).NlN 
224   X0MEGA Ü ' ''■' lEGAfXO 

FÄ"CT3=RECCH*( r.-FÄCT2) 
FACT4=i<EC0H*<.&-2.*ALPHA(IX)»KtCOM+tX»((*5+2.»ALPHAUX)»KECOH) 

1-CÖSPH-(X1'2*R£CÖH-ÄLPHA{ IX)/2". J'SlNPrt/RADCALr) 
FACT5 = EX»COSPH-ALPHA( 1X)*FACT1  
FA<;Ti=RtcoH»rÄ<:n 
 FACT7=(RECOH»«2)*(1.-EX*(COS^H-f <ALPHA I 1X1♦ÜH/2.)*SINPH/KADCAL)) 

XDOf(l)=XDOTü 
_DO 210 I=2.N 
XOMEGAtI)iXOMEGA(1-1)»FACT2+XD0T(I-Y)*FACTl-S(1-1)*FACf3-S2ND(I-U 
1*FACT4  

21: xooTd)=-XOMEGA(I-I)»FACTI+XDOT(I-I)»FACTS-SII-1)»FACT6-S2ND(1-1)* 
1FACT7 

GO   TO   7t6      " 
225   CONTINUE 

ICROsKMX+KOOK    " 
 KRA=lkMN>Kj[_CK 

iSÖTäT 1 = 2 7! 
VA=I-1 
"TA=VA».2»H' 
_COSPT=COS(P»TA) 
SINPT=S1N(P»TA) 

EXTaEXP(-ALPHA( I X ) »OyEGA»TA ) . 
FACTRI=EXT»(COSPT+ALPHÄ(IX)»SlNPT/KADCAL)       ™' 
FACTR_2 = EXT»SINPT/RADCAL   
FACTR3=(1.-FACTR1)»REC0H 
FACTR4=(TA/H-.5-A20H+(ALPHA(I X)/2.-X_12»KtCUH)»FACTK2 + (.& + A20ri) 
1»EXT»C0SPT)»REC0H 
XMAXO   sXQNEGAIKRu) »FACTHH-X DO T ( KKO ) »FACTK2-S (ICKO ) »FACTK; 

"T-S2ND(KK0i»FACTR4 ""' 
IF(XMAX-XMAXO   )229,230.23C 

229 XMAX=X^AX0 
230 XMINO   =X0MEGA(KRA)»FACTR1+XD0T(K <AI»FM(.TR2-S(K.RA)»FACTR3 

l-S2ND(<RA)»FACfR4 
1F(XMIN-XMINO   )23^t235,232  

732 XMIN = XMINO '" 
235 CONTINUE 

NIN=1 
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21'. 

C  

3-.0 

308 

1F( lP4)6i>Qt21b.6bO 
IF(IPt>>7CCt7ö5t70t 

12*FACTl»KtCOri) /or cuA 
J.»( l.-<..«»«Lf,HAi' )/on-2.«ALHHA( !xl 
. »ALr'HAZ ) /wri;-F,\CTi )»t>fcC0"/(2.;'Ü.• 

^'">iP.H^UiJ  

31- 

32t> 

/O'-'tuA 
( IX I »KLCU-tl i;ECoSl-(2.!:X12»"Erjn-,;Lr)hA( IX) ) 
1 

ACT2 + Xt)ÜT( l-l)»^"CTl-Z( i-l!»DFACT.)-Sl I-ll 

CTl + Xi,'CiT( 1-1 )»üF^CT6-Z(l-l )*i)FACT7 
\L/( 1-1 )»^hACl7 

329 
33 

3 3^ 
335 

COMPUTE   XC-'tOACM«   XDcT(Mt   Foni   ACCtLKAT IuH   lr,PuT  
CONTINUE 
GO   TC(350.3.5 1 .IFKtQ 
CONTINUt 
GO   TO(30Ö.325).NIN 
XOMEGA( 1 )xOMEGA»X-  

Tco's^Ti-Ex'cosPH 
DFACT3=(l.-FeCT2)/0,^CiA 
0FAC*|4=( l.-A20H»tCOSi-X 
DFACT5=(-'t««ALPHA( !x)-( 

1(X12*2.»ALPHA 1IX)*(3.-4 

DFACT6=(l.-tC0SU.rF.AiJi 
DFACT7=FACTl/aMEGA 
DFACTd=(l.-FACT2)»«tCOH 
DFACT9=(2.-( 1 .+«..« ALPHA 
1»FACT1(•R£CüH/(2.»orfGA 
XD0T(1)=XDOTC 
HO 31C 1=2»^  _ 
XOMEGAi 1 IsXOMfcGAi I-IMF 
1«0FACT'»-S2ND( I-1)»DKACT 
XDCTI!)=-X0^EGA(1-1)»FA 

1 -i(I-1)«DFAC76-S2 
GO TO 7 50 

CONTINUE 
' KRö=KM"X+KO5K 
KRA'tC'-IN + KlCK 
H2=H»»2 
DO 335 1=2,b 
VA=I-l 
TA=VA».2»H 
COSPT=COS(?»fAr 
SINPT = SIMP»TA) 
FXT = EXP(-ALPHAI IX)«ü"'EG 
FACTHl=EXT*iCuSPT+ALPHA 
F ACTR2- EX T* bl NP T /f< AJC AL 
FACTR3=(1.-FACTR1l/C^FG 
FÄCfR4=('TA'/H-A20H» (l.-t 
FACTR5=(TA»«2/H2-TA/H-( 

1( l.-EXT«COSPT) + (X12*REC 
2»FACTR2 ) ,'( 2.»0"EGA) 

XVAX0 = X0r--tGA(<RO)«FACTK 
l-S(<^'')»FACT<'t-S2NOJ»:i-iO 
" fF(XVAX-XP'Also    ""   )329,33 

XMAX=XMAXO 
XMINO=xOf-'tGA(K,«Al«FACT'< 

l-S(KKAI*FACTK4-s2'.;- !f.KA 
IF ( xMiN-xyINU ) 331. .33 
XMIN-XMINO 
CONTINUE 
NIN=1 
GO TO 214 

(«tCObl* 

A»TA) 
I IX) »SlNPT/PvADCALl 

XT*CübPT)-Xl2iFACTK2»ktCOH) /Or-cQ,h 
2.*(l.-4.»ALPHA2l»kECüH««2-A2UH)» 
CH + 2.-'ALPH^I IX )« (3.-*.*ALPHA2l -KtrOM««2 ) 

l+XuOT(Kl<OI«FACTH2-Z(KROI«FACTi<3 
)*FACTK5    
i;,33G * — - •■ 

l+XUOT!^KA)*FAtT«2-i:(^'<«>,,(-ACT^3 
) «FACTK5 
'J » 3 3 2 

r 
C  

3b. 
'3^2 

-FREQl=:i£kii   FoK   f i 
GO   T0( 352.3bb) »MM 
XöMTGAIIISXO  
XHOT(1)»XDOTC 
H2=H«»2 

,DAT I -f,   ACCLLLKAT IOIM- 
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DO 363 I«2»N 
XO'-'t&A: I ) = XÜ.V; (JA( 1-1 l+M»Ai. uT( 1-1 !-Z ( 1-1 (»M^/Z.-SI 1-1 J^H^/e.* 

,. isinüii-iiomyZ't*.      .. .  
36  ^^OTI !)«-/( 1-1 )»H-5( J-l i*h/2, + s2Nbi( I-n*H/12. 

00 TO 756 
36S CONTINUE 

GO   TO  SI* 
C, .. .      ...._.._..  
C Cy^bfi   Xt    XDbT   FuH   ÜtJM^iLKC VtLOCITr    INPJT 

4v .   (j.'J  T0('tr2»42Sl »NlN 
ttj?   XO^'rGAC 1 )=X^ 

XD0T(!I=XDOTO 
DO   <tl2   1 = 2 tN 

^XOWttiAf I ) = XÜMcOA( 1-1 1-fXÜOTi 1-1 )«.-i-.-;( 1-1 )*t ».5»62NDIl-il I'H/i.'L; 
' *T- xDöt rn = xbciVi-n-s( i-i't 

GO TC 756 
425 CONTINUE 

NIN=1 
GO TO 214 

C 
C-—'--— '» ' "sHÜRfTüK^----—-—"-- 

65  CONTINUE 
IFCAt.SIFRtQ-fRLül )-. 1 L-04 I 65 i ,65 1 .u5<: 

651 'A'RI7£(b,912) ALPHA(lX) 
652 GO T0(65ö.655 I tIALPHA 
655 XOf"AX = AMAXl («:<«,( X.'lAX I »Ai.M XVlN) I 

'"■■ 'GO tO'(668,"669"),lPKEO 
6 53 RMAX = SORT(XO^•hGA(^H)•»2 + XüaT (K.H)»»2) 

X0?.<AX = A^AXn ABS(X,-«AX) ,AuS( XVI^; ,A()S(;<MAX I J 
60 T0(681.6/e),IFRE0 

668 WRITE(8,9'-6) FREO,XO"AX 
GO TO 2i5 

"66,9 ■■.'RITE(t,9C5) FREOtXOMAx" 
GO TO 215 

676 WR1T£(8,9C7» FRLO.XOMAXtRKAX 
GO TO 215 

681 wRIT£(e,9G8) FKEU.XOMAX»KKAX 
GO TO 215 

 LONG Fuiv"  
7,J0 CONTINJE 

IF(Atli;(FRF0-FRtUl)-.lE-u'.)7 01 ,7: 1,702 
7>. 1 WRITE(6.9151 ALPHA ( IX) 
7>2 GO 70(704,7^6),IALPHA. 
7 4 RMAX=SORT{XOMFGA(KH)**2+XUOT(<H)»«2l 

GO T0(743,742).IFREQ 
7u5 GO T0(7^6,727),IFREC 
726 wRIT£(6,9i6) FREO.xMAx»XMlN 

GO TO 785 
727 WRlTE(6.yir) FREü.XfAx.X!IN 

GO TO 785 
742 WRlTEie.gi-v) FREO,xr-'AX,xrIN,KiMAX 

GO TO 7H5 
743 WR:TEIO,';U ) FREQ,XKAX»X.MINIR.-'AX 

GO TO 785 

; PRELIMINARY CALCÜLATIÜNS'FUR I-IITM. AND MAX. RtSPUNSt— 
756 GO TO (758. 757) , IALPHA 
757 NX=N 
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GO   TO   759 
758   NX"KM 

J12.Jüf*J!f-x0.WE.GA.(}J  
ICMX»!" '  
XMIN'XOMEGAII I 
KMN«1 
DO   760   \*2,HX 
IF(XMAX-XOMeGA(I 1 1761,762,762 

761 XMAX'XOMEGA( 1 I  
icvx»! 

7<;2   lFiXMlN-XCMt.C-A( 1 ) )760t76b,765 
755   XMlNrxOMtOAlI 1 

KMN«I 
760   CONTINUF 

J^j^MX-i) m,770t771  
KMX«)CVX+1 
IF(KMX-NX)773,772.773 
<MX»KMX-1 
IF(<MN-ii775,774,775 
<MN*KMN*1 

It < < MN-M UJIxIIfei 712 ._.  
i(MN»KMN-i  ~ -      - - - 

CONTINUE 
lF(XDOrUMX-l 1 »XDoT(l<.'-'X) I 7 7b, 776,77V 

77»   KOOK»-l 
GO   TO   7ftl 

_77t>   KOOK'ti   
V8~l""CÖNfiNUE" 

IF (XDOT(<N'N-l (»XDOntC'Nl ) 76 3 , 78 3 ,70-4 
783   <ICK=-I 

GO   TO   950 
78^   lfiC<«0 
950   Nlii = 2      

GO" TO 207 "  •   -     ■  -- — —   -- -- •   ■   " "  

C 
C EI'iHEW RtbTAKT WITH NLw KKEU. OK RUSTART WITH NF.W ALPHA OR STOP 

7tj^ CONTINUE 
!F( Ab&(FKtO-Fki.U2 1-.lt-ü3)8uO»7bb, Tr 

_755 FHEQ-FREQ + DELTAF  
'   GO"TO"2C7     "       "  -'  - -" -  - "  " ■ 

8..n CONTINlit 
GO TO 1V0 

8'.1 vRITE(6,9ü9) 
STOP 

77r 
771 
772 
773 
774 
77i 
776 
777 

9ü TökMTffiHTT^Sfx»T2HSHücT'sP£tTKu-'-i VKüuKAi-;//5ox,2lHÄPPtTto MATH LAIT" 

1DTMB,/// ) 
901 FOKMAT('.OX,38Hf;OUNDATlwN ACCEL tkAT I ON MS   Tl ft ( I NPUT )//18X , 23HFüuM> 

lATlON ACCtttRATlON,36X,15HTl>lt IN SECONDS) 
9>;2 FORMATt^aX.aSHFOUNDATlON VELOCITY VS TIME (INPUT)//20X,19HFOuNüATI 

ION VELpcITY»35X,l'>^Tl_ME IN SECONDS)  
"9~3   FORMÄT('lX,F3579\~'<.X,F20.9 I 
9ü5   FOR'-'AT ( 15X»F1".5»29X,F]2.7) 
9u6   FORMAT( lOXtllHFIKST   FKEiJ=,H0.b , 7X» 13MN'AX   RE SPüNSL= ,F 1 2. 7/) 
9ü7   FORMAT ( 15X»F1';,5»2(29X,F U.7I I 
9U8   FO^VAT(10X,1IHFIKST   FRtU=»HÜ.517X•13HMAX   HESPüNSt=iF 1 2.7 , 12X , 

IW^MAX   RES   RESPCNSE = iF12.7l 
-^9-"rOW",A,r(7//THX',T3TTPOTGI7Ä:-' ■,RA\ 'TO  CD^CTTTOT  

91»    FORMAT(10X,F10.5t3(18X»F12.7)) 
911 FÜRMATI'XtllHf IKST FR£U= »FlU.b ,9X»9H-* AX Rt SP= »F 12 .7 • 10X ,9H,v.I N RESP 
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l = tFl?./.TXtlSMMAX   RLSID   HtS^^tHZ»!) __                  
912   FOKMAT ( IHltSSX.lüMSMOHT   FCHM//<,5X »yOHüÄMP I NG   CütHH C I tNT= »K 10»ö//'/ 
    l/qi^iVHFBFftnFNfYlfYd   F.WM f .1 .IQX.PflriKA»    kF^PflM^f     «    nMFf.A . ] « » . ?«.HK.. 

2AX   RESln   RFSPONSE   X   O^FGA) 
91'}   FORrtATdHl tb^XtVMLONG   F0RM//45X-,J0HDA*«P1NO  COfcr FK l€*4T"»f lo»«,'///- 

17Xfl6HFR£ü(CYCLfcS/StC)t12X,2;;HMAX   KtSPONSE   X   OMtGAf10X.20HMIN   RESP 
20NSE   X   OMtGA.BXtiZHi'AX   KtSlD  KtSt3  X  UKtCAJ __  . . 

916   F0RVAT(<.X.11HF1HST   FR£Q= ,F lü. 5 f 1 ÜX ,9Mr-:AX   KtSP-t F 12. 7. 10X ,9HM1N   RES 

91 7   FORMAT ( lhl,18XtlHI,38Xt'»HS(ll f34x . 7r(S2NU( 1)// 
1< 17x>I'»,34XfF12.7,2öxtF12.7) ) _ 

91Ö   FORMAT ( lhltbCX.19Hll.TEKvEDlATE   VALjtS/19X . 1HI t35X »9HXUMEGA( .' )> 
131X.7HXDOT(I)// 
2( ITXtI3i34X»F12.7.2bytF12.7) I 

92C   FORMAT(3F2p.B )  
■T2'!~rö'RwAT ("öF 1 5 .6 i 

END 

317 
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LISTING OF PROGRAM WITH 4020 SUBROUTINES 

«•     CHARACTRON OUTPUT T/'P«^ ON B9 
SATTAfH        B<> 
»AS SYSLE 
»EXECUTF       IPJOfl 
»IBJOB MAP.MOC?i MFLCOIA 
»IBFTC SNFRD   LlST.NODECK 
C       PROGKAMMFH --ANTHONY M£LOOIA — 
c  APPLIED MATHEMATICS LABORATORY  
f OAVID TAYLOR MOOEL BAS^Nt WASHINGTON D.C. • 
C -TELEPHONF NUMBER *REA CODE 301« 995-15;<»    • 

000).X(2000) 

r 
r 

DIMENSION Z(?O0O) tT<2000)tS(?000)tS2ND(2000)tXOMEGA(200 
1XDOT(2000)»ALPHA(25!.OSCIL(1000) .VEL(10001 .RES ID!1000) 
EQUIVALENCE (RESID.Xd)».(VEL.XI1001)) 
NAMELIST/ZA2A1/Z/ZA/A2/T.TZERO. H,      XO.Ni 
1XDOTO»I<2/ZA2A3/IP1.IP2»IP3.IP«,IP5/ZAZA4/ALPHA.NALPHA 
WRITF(5.900I 
PI»3.U159?7 
REAOI5.7AZA1I 
KFAf>(5,ZAZA2) 
REAn(^,ZAZA3) 
RFAO(S.ZAZA<.) 
IF(IP1)50.S1.S0 

50 IPliO 
IP?»0 

51 CONTINUE 
C 
C WRITE AND PLOT INPUT DATA  

DO 100 I»2,N 
100 T( I1»TII-1)*H 

m ISZ)10«.10S.10', 
10<t   WRITF(6.901 ) 

CO   TO   106 
iOS   WR1TE(5.90?) 
106 CONTINUE 

WR1TE(6.903»    (Z( I » .T( I ) .1 = 1 .N) 
ZMIN«Z(I) 
ZMAX»Zn ) 
00   110   1=2.N 
IF(ZMAX-Z(I))108.109.109 

108 ZMAX»Z('t 
GO   TO   110 

109 IF(ZMIN-Z(11)110.110,107 
107 7MIN=Z(I) 
11"   rONTlNUF 

CALL   CAMRAVOS) 
7N = N 
DX»H»2N/10. 
DYs(ZMAX-ZMlS)/10. 
CALL GRIOIVII.K1 ) .T(N).ZMIN.ZMAX.DX.OY.1.1.1.1,6.6) 
CALL APLOTV(N.T»2.1,1,1.42.IERRI 
IF(IERR)11S.116.11S 

HS WRITE(6.904) IERR 
116 CONTINUF 

NN«N-1 
no 120 t=1.NN 
CALL LlNFVINXV(T( I ) ) ,NYVIZ( I ) ) ,NXV(T( I * 1 ) ) -NYV(2( 1 + 1) ) ) 

l?n rnNTINUF 
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CALL   PRINTVJ-15.15HTIME   IN   SFCONDS.*^?.61 
IF(IS2ll21.122f121 

121 CALL   APRNTV(0.-14.-2».23H}-OUNI>ATION   ACCFLERAT IONt4n6961 
GO   TO   123 

122 CALL   APRNTV<0.-14.-19.i9HfOUNDATlON   VELOClTYt<n664I 
123 CONTINUE 

C 
c COMPUTE S'.Hi   ANP S2ND(N) FOR EACH TIME.T  

«12ND(i (•2{3!-7.«Z(2l*Z(ll 
IC»N-1 

DO 200 I«2.IC 
s( n«z«i*n-2(ii 

200 S2ND(I l»Z(!*ll-2.«Z«n*Z(I-l» 
WRITE(6«917 I (I «St I ).S2NDt!)<I<1«Nt 

C 
190 REAüi9«920) FRE01.FRF02.DELTAF 

IFJAeS(FREOl-FREO2)-.lE-20l 801t801«191 
191 CONTINUE 

!F(IP3)192tl9«tl92 
192 TEMP»FRE02-FRF0] 

IF(AM00(TFMP,D-LTAFl-r)ELTAF/2.n93.194,19« 
193 NOFREO^TEMP/CiLTAF 

GO TO 19! 
194 NOFREQ=TtMP/DELTAF>1.0001 
195 CONTINUE 

C DAMPED OR UNOAMPEDtIF UNDAMPED FIND NUMBER OF RESIDUAL POINTS- 
DO 800 IX'ltNALPHA 
NIN-1 
INI^O 
FRE0-FRF01 
iF(ABS(Al.PHA('X) I-.1F-09)201.201.202 

201 .IALPHA«-, 
GO TO 2/2 

202 IAI.PHA = ? 
222 GO TO (203,207),IALPHA 
203 TT«TZERO-T(l) 

IF<AM00(TT,HI-H/7.1205,20*t204 
20* KH«TT/H*1.000001 

GO TO 207 
205 KHsTT/H*.00000; 
207 CONTINUE 

C 
c COMPUTE CONSTANTS  

OME6A=FRFO»2.»PI 
RAnCAL=SORT(l.-ALPHA(iX)»»2) 
OH=OMEGA»H 
P=OMEGA«RAr>CAL 
EX=EXP!-ALPHA(IXI»OHt 
COSPH=COS(P*H) 
SINPH»SIN(P»HI 
A20H»2.»ALPHA( IX I,'OH 
REC0H=1,/0H 
ALPHA2=ALPHA(IX)»«2 
X12"1.-?.»ALPHA2 
FACTl = EX»SINOH/RAi>CAL 
FACT2 = EX«COSPH4-FACTl»ALPHAt IX ! 
IF(ABS(FRFO)-.1E-20)220»220,?:: 

220   IFREO«! 
00   TO   223 
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221    IF9E0»2 
223   IF( !sm00t208O00 
208   GJ   TO   (<.00.209l»IFREO 
20"»  r-ONTINUf 

f 
(■ ''OMPJTFXCMEGACN) »XDOT    FOR   VELOCITY    INPUT  

no   TO(274.725I»NtN 
??A   KOMfCACH»OMEGA»XO 

F»f T-t.SFCOM^d.-F^CT?) 
FACTi,«RECOH»( .5-2.»ALPHA(I Xl»RECOH*EX»((.5*?.»ALPHA I IX »»RECOH) 

l»C"'PM-m2»RFCOH-AlPHA( IX»/.-'.)»«,!NPH/RADCAL) 1 
FAfTS=EX»COSPH-ALPHA(lr)»FACTi 
FArT6«RFCOH»FACn 
FACT7m(RECOH«»21»t1.-EX»(COSPH+{ALPHA{IX)+ÜH/2.i»SlNPH/PAOCAl 1i 
XDOT«!»=XOOT0 
00  210   l=2.N 
XOMEGAfI)=XOHEGAli-l»»FACT2+xüOT(1-1I»FACT1-SiI-1)»FACTi-S.'WDt1-1) 

I.FACT4 
21°   XOOTd )=-XOMFf.A( 1-1 l»FACTl+XOOT( I-1) »FAC TS-S ( !-1 ) »F ACT6-S?NO< i-il» 

IFArTT 
GO   TO   756 

225   CONT'NttF 
<RO«K»(X*rOOK 
tCRAoKMN-f« ICK 
00  2-55   I«?.5 
VA»1-1 
TA»VA».?»H 
COSPT»CO^(P»TAI 
SINPT = SJr>((P»TA) 
EXT^EXP!-ALPHA ( IX)»OMt"r)A»TA) 
FACTRl = tXT»(COSPT + ÄLPHAI I Ai-SINPT/RADCALI 
FACTR2=FXT»SINPT/RA0CAL 
FAfTRV:(l.-FArTRl)»RFCOH 
FACTR4=(TA/H-.5-A2(if+( ALPHA ( I X 1 / 2.-X 1 2»RFC0H ) »F AC TR2 + ( .5 + A20H I 

l«EXT»f 0«;PT)»RFCOH 
XMAXO =XOMEGA(ICRü;»FACTRl+XDOT(KRO>»FACTR2-S(HRO)»FACTR3 

l-S2N'>(KRO)»FACTRfc 
IF(XMAX-XMAXO !?29.230»230 

229   XMA<sXMAXO 
21)0  XMINO      RXOME&A(»:RAI»FACTRL+XOOT(ICRA)»FACTR2-S(XRAI»FACTR3 

I-5;NC{KRA)»FA^TR4 

I'(XMIN-XMINO      1235.235*232 

23?   X«!N=XMINO 
235   fONTINUF 

IIN=1 
211    |F(IPI)-00.21?.^"O 
?12    !F( ;P?)550»213,«'5ü 
213    IF( :PM600.21'»,60O 
21A    IF( IP'.)650.^1ci.^5O 
215    TF( |P'>;T00(.785.''0P 

r 
c r^iVPUTE   XOMEGA(N).    XDOKNI.   FOR   ArcELRATION    INPUT  

30<;   0'"*TINUE 
.0   ''O'•»,i0«^05 ) «IFRFO 

3ns   rriNTlMtTF 
GO    '01 ^'>'1.'<25 I .NIN 

ijfifl    tnvt r,AI ■    =. iMf GA»xn 
i'cosi = 1 ,-F <»rn<;ph 
TFACT3= ( l. -FACT.1 I /OSTGA 
;iF&CT'.= (l.-A;0h»E^1S'-<i2»FA(:Tl»RECöH) /OMF&A 
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DFACTb»!-«..«AL^HAtIX)-(2.»11.-*.*ALPHA2I/0M-2#«ALPHA(UII'FCOSl* 
1(X12*2.»ALPHA(IX1»(3.-4..»ALPHA2I/OM»»FACT1)»RECOH/I2.»OMEGA) 

OFACT6»(l.-ECOSlI-PACT 1»ALPHA(IX) 
DfACTTrFACTl/OMFGA 
DFACT8 = ll.-FACT2l»RECOH/OMF.&A 
DFACT9»(2.-«1.**.»ALPHAI1X)»RFCOM)»FrOS 1-(2.»XI2»«rCOH-ALPHA«IX11 

l«FACn l»RECCH/(2.»CMFr.A) 
XDOTM )=XDOT0 
OO   310   1=?«N 
XOMEGAUMXOHfüAI I-! ) »F ACT2*K. OT ( 1-1 ) »FACT 1-Z ( 1-1 l»OFACT3-S( 1-1) 

l»OFACT*-S2ND(I-!l»OFArT5 
310   XOOTd >s-XOMEGA(I-l!«FACTl*XOOT( 1-1 I»DFACT6-2(I-!I»0FACT7 

1 -S< 1-1 l»0FACT8-S2ND( I-', l»0FACT9 
GO   '.D   756 

325  CONTINUF 
KR0»1CMX-M(00»C 
KRAsKMN^KlCK 
H?=H»»? 
00 335 !=2.5 
VA=I-1 
TA=VA».7»H 
C0SPT=C0S(P»TA) 
SINPT=SIN<P»TA) 
EXT»EXP(-AI PHA(IXI»OMEGA»TAI 
FACTRl=EXT»tCOSPT + ALPHAI I X ) »S INPT/RADCAI. 1 
FACTR2=EXT»SINPT/RADCAL 
FACTR3=(l.-FACTRn/OMEGA 
FACTR4=(TA/H-A20H»(1.-EXT»CO.SPTI-XI2»FACTR2»REC0H)/OMEGA 
FACTR5=(TA»»2/H2-TA/H-12.«<1.-4.»ALPHA2)»RECOH»»2-A20H)» 

1( 1.-EXT*C0SPT)*(X12*REC0H+2.»ALPHA! IX I •(3.-4.»ALPHA21•REC0H»»2) 
2»FACTR2)/(J.»OMEGA) 

XMAXOsXOMEGA(KRO)»FArTHl*XDOTURO)*FACTR2-Z(KROl»FACTR3 
l-S(ICRO)»FACTR4-S2ND(r90l»FACTP5 

If(XMAX-XMAXO )329»330.330 
329 XMAX=XMAXO 
330 XMIN0xX0MEGA(ICRA)»FArTRl+XD0T(ICRAl»FACTR?-Z(KRA)»FACTR3 

l-S(ICRAy»FACTRi»-S2ND(rPA)»FACTR5 
IFIXMIN-XMINO   »335»335f332 

332 XMIN«:XMINO 
335 CONTINUF 

NlN»l 
GO TO 211 

r 
C FREQ!=ZERO FOR FOUNOATIGK AC CFLI-P AT iO'  

350 GO T0(352t365)tNIN 
352 XOMEGAd )=X0 

"OOrt1!=XDOT0 
H2=H»«2 
DO 360 I=2fN 
XOMEGA(1)=XOMtOAI1-1)+M»XDOT(i-li-^(l-l)»H2/2.-S(I-l)»H2/6.+ 
1S2ND(I-1)»H2/24. 

360 XDOTII)s-Z(1-1I»H-S11-1)»H/2.*S2ND(1-1)»H/12. 
GO TO 756 

365 CONTINUF 
NIN'l 
GO TO 211 

C 
C COMPUTE X, XDOT FOP OMFGA = 7fR:, VELOCITV INPUT 

400 GO T0(40?.4?5) ININ 
40? XOMEGA(l)=X( 
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XOOTCl)«XDOTO 
DO *10 I«2tN 
XOhEGAtI)«XOM-&AiI-l»♦XDCT!I-n»H-S{I-1)«H»,5*S2ND«I-1I»H/12. 

*io xDOTdi.xooTd-n-sd-i» 
GO TO 756 

4?S CONTINUE 
NIN«1 
GO TO 211 

C 
C PLOT X VS. T AND TOOT VS. T-  

500 GO TO(5O5.510».IFREO 
505 DO 506 I'ltH 
506 X( IMXOPEGAI I I 

GO TO 518 
510 DO 515 |«1»N 
515 X( I l=XOMEGA(I)/OMEGA 
518  XMX<xm 

XOMX = XC»OTr 1) 
XMf««X(ll 
XDM^xXOOTfl) 

00   530   I«2.N 
IFJXHI-XMX   »521.521.520 

520 XMX>XIII 
521 IFIXUI-XMN )522.523.523 
522 XMN'XII) 
523 !FiX00T(I»-XOMX 1525.525.52* 
524 XDMX«XDOT(I) 
525 IF(XDOT{I»-XDMN 1526.530.530 
526 XDMN»XOOT«n 
530 CONTINUE 

OY«IXMX -XMN )/10. 
CALL   GRIDlVd.Td ) tT(N).XMN.   RKX.   DX .DY .111 • 1 • 1 .6 »6 ) 
CALL   APL0TV(N.T.X»1,1.1.42.1ER) 
iFdER)531.532.531 

531 WRITE(6.913)    IER.FRE0 
532 NN»N-i 

00  535   IM.NN 
CALL   '. INEV(NXV(T( ! ) I .NYV1X( I ) ),NXVd( I-d I ).NYV(X( 1*1») ) 

535 CONTINUE 
CALL PRINTV(-15.15HT?ME IN SECONDS.452.6) 
CALL PRINTV(-23»23HFREO=       CYCLES/SEC..200 I 
CALL LAflLV(FRF0.60.3.6.1 .4) 
CALL PRINTV(-8.8HALPHA=  .20.17) 
CALL LABLV(ALPHA( IX I«72.17.6.1«1) 
CALL APRNTV«0.-14,-n,11HX  RESPONSE.4.600) 
OY=<XOMX -XDMN 1/10. 
CALL GRIDlVd.Tl 1 ) .T(N).XDMN. XOMX. DX .DY. 1 . 1.1 . 1 .6 »6 ) 
CALL APLOTV (N.T.XDOT. 1 . 1 .1 .42»I ERA) 
IFdERA! 538.539.538 

536 WR1TF(6,914I lERA.FRFQ 
539 DO 540 1=1,NN 

CALL LU'EV(NXVd( I I ) .NYV(XDOT( I I I ,NXV (T < 1 + 1 ) )»NYV(XDOT( 1*1) ) ) 
54C rONTINUF 

'ALL PR1NTV(-15.15HTIME IN SECONDS.452,6) 
ALL PRINTVC-23.23HFRE3=       CYCLES/SEC.♦?0.3) 

tALL LABLV(FRE0.60.3.6.1.4) 
CALL PRINTV(-8.8HALPHA»  ,20.171 
CALL LARLV<ALPHA!I X).72,17,6,],1 I 
CALL APRNTVJ0,-14,-22,22HVEL0CITr- RESPONSE XD0T,4,688) 
GO TO 212 
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c PLOT   VJACCELERATION»   VS.   TIME  
550 CONTINUE 

60   TOI2nt55n.IFREO 
551 CONTINUE 
560  00   ^6/    !=;. 
56?   X( D'-AOMEGAIH^OEG* 

XMXrX(]I 
XMN'XIlI 

DO   566   I*2>N 
IF«XMX   -X( I n563*564»56<. 

566     XMX>X(|) 
564 IE(XMN   -X(In566t566*565 
565 XMN'XIlI 
566 CONTINUE 

DV«(XMX -XMN )/10. 
CALL GRIDlVfl.T«D.T'N»,XMN. XMX, OXtOY.I•1t1«1t6«6I 
CALL APL0TvrNtT.X.l,!.l.*2tIERBI 
IF(IERB)570t571.570 

570 WRITE(6t919l IERB.FREQ 
571 NN«N-1 

DO 575 I«ltNt« 
CALL   UlNEVCNXVlttI IIfNYVIXI I) I.NXVITI 1 + 1)I.NWIXt 1 + 1)1) 

575  CONTINUE 
CALL   PR»NTV»-15»15HTIME   IN   5ECONDS»*52t6I 
CALL  PRINTV<-23»23HFRE0= CYCLES/SEC..20t3) 
CALL   LABLV<FREO«60«3»6tl«4) 
CALL   PRINTV«-8i8MALPHA«      .20.)7| 
CALL   LABLV«ALPHA(IXI.72,17»6.1tl» 
CALL   APRNTV(0.-14t-3*i34HMINUS  PSEUOO  RESPONSE   ACCELERATION» 

14t844) 
GO  TO  214 

C 
c 
C •  FOUR   COORDINATE  GRID  

600 CONTINUE 
INI-UINI 
OSCILIINIUFREO 
VEL( INI («AMAXKABSIXMAXI .ABS(XMIN)) 
GO  TO   «t01»602t.IALPHA 

601 RESIDriNn3S0RT»X0ME6A(KHI»»2*XD0T(KH)»»2) 
IF(RESIO(INn-.lE-19»60A»60<».602 

602 1F(FREO-.1E-19)604,604.603 
603 IF(VEL(INn-.lE-19)60*»604.605 
604 N0FRE0=N0FREQ-1 

INI-INI-1 
605 IF(ABS(FREO-FRE02»-.1E-09)606»606»214 
606 CONTINUE 

CALL SMXYV(1»1) 
FR0SML=0SCIL(1 ) 
VELSML»VEL(1I 
RESSML=RESID(1) 
DO 616 I»2»N0FRE0 
IF(0SClLm-FR0SML)611.612»612 

611 FR0SML=0SC1L(I) 
612 IF(VEL(I)-VEi :ML)613»614,614 
613 VELSML»VEL(I) 
614 IF(RESI0(I»-RESSML)6!5»615»616 
615 RESSML=RESID(I ) 
616 CONTINUE 
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OR0SML«»MlNl(VCi.SMLtRESSML I 
C 
C -TO  FIND  THf   LIMITS  FO«   THE   tWi)   CVCLfS  
C 

IFULOGlOiOBOSMLI '6?0.621.6?1 
670   LOGORD*ALOG10(OROSML!-1. 

GO   TO   6?2 
6?1   LOGOR0«*LOG10(ORDSML) 
622 IF(ALOG10(FRO.SMLI I 621.6?'. .62«. 
623 LOGFRO«*LOG10|FROSML)-1. 

GO   TO  625 
62«  LOGFRQtALOGlOCFROSMLI 
62^  ORDSMLM0.»»L06ORD 

OROLGOORDSMU«!©.««« 

FR05Ml»10.»«LOGFRO 
FROLG»FR0SMt»10.»«3 

C PLOT   LOG-LOG  GRID   FOR   VELOCITY   VS   FREQUENCY  
CALL   GRID!V(l.FRO<ML.FROLG.ORDSML.ORDLG.1.0.1.0.1.1.1.1.-2.-2 I 

C TO  FIND  LARGEST   1X10   TO   THE   PTH  POWER   LINE   FOR   X  
0MSTRT*2.«PI»FR0Sf*L 
TEMP«ALPG10(ORDLG/OMSTRT) 
IF(TeMP)62T.628.628 

62T   LCP-TEMP-l. 
GO   TO  629 

628 LOP»TEMP 
629 D1«10.»»LOP 

V1«0MSTRT«D1 
WIG'IO.'OROSML 
XMARGN-NXV tFROLGI-NXV(FRQSMLI 
YMARGN>NYV(OR0LGi-NY\-(WlGl 
SLOPE«YMARGN/XHARGN 
IXCOR«*»NXV(FRQSMLI 
CALL PRINTV(-l.lHO.lyCOR»NYV(Vlll 
CALL PRINTV«-2.2HD»»o00.17) 
CALL LABLV(D1.92*.17.-2.1.31 

C DRAW LINES UP FROM VI  
VIS'O. 
00 632 1=1.9 
VIS-VIS+VI 
IF(OROLG-VIS»6*7.630.630 

630 XTCH«NYV(0RPLG)-NYV(VIS) 
ITCH-XTTH/SLOPE 
ITCH«NXV(FROSML1♦ITCH 
ICITCH»NYV(0R0LGI 
CALL   LlNEV   (NXV(FROSML).NVV(VISI .ITCM.UTCM! 

632 CONTINUE 
C DRAW LINES FROM Vl DOWN — 
6*7 00 038 J«1.20 

LAL^LOP-J 
LAN«LAL*1 
DLAN«50,»»LAN 
0LAL«10.»«LAL 
00 638 IM..9 
FFT1-I 
VIS"OMSTRT«DLAN-OMSTRT»DLAL*EFT1 
IFIVIS-ORDSML)639,633.633 

633 ICITCH»NYV(ORDLG)-P,YV(VIS) 
IYMAR<J=YMARGN 

IF( IYMARG-KITCH)6'5.6 3'».634 
63*   ZITCH»<TTCH 
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I TCH»ZITCH/SLOPE 
GO   TO   6^7 

63^   ITCH«XM»'»G« 
ir f TCHzVH&RON 

6^7    !T<-M=ITfM*NXV(FROSML I 
Kirr      r itr .♦NYV "IS) 
CALL   clNEV   (NXVI'SJUSML) iNYViVlSJsITCM.tClTCH) 

I    9   CONTINDF 
•-    —OB*W  ffOt*   THE   RIGHT   ORDINATE   THE   REGAINING   X-LiNES  
M9  OMLAST'.'.'PI'FROLG 

LFPT?»J 
LFFTT=FPT1 
00  641   jnFrT?,10 
LAL»LOP-J 
LAN-LAL»! 
0LAN*10.»*LAN 
DLAL«10.«»LAL 
DO  6*0   l*LEFTlt9 
EFT1»I 
VIS«OMLAST»OLAN-OHLAST»DLAL»EFT1 
IF(VlS-0RDSML)642t636t636 

636  KITCH»NVVtVlS)-NYV«ORDSML) 
CAPT-KITCH 
ITCH«CAPT/SLOPE 
ITCH»NXV(FROLG)-ITCH 
KITCH=NYVJORDSMLl 
CALL LINEV tNXV(FROLG».NYV«VISI. ITCH, KITCH» 

640 CONTINUE 
LEFT1»! 

641 CONTINUE 
642 CONTINUE 

C PLOT POINTS  
CALL APL0TV(N0FRE0.0SCIU.VEL.1,1,1,44.LIT) 
IF(LITI643.644,64? 

646 WPITE(6,922) L I TtALPHA<I X» 
644 GO TO (64fl,646),IALPHA 
648 CALL APLOTV(NOFRE0.05CILtRESIO»l.1.1»38.KIT) 

CALL PRINTV(-2et28HOOO «RESIDUAL SHOCK SPECTRUM,NXVIFRQSML).1006 
IF(KITI645»646»645 

645 WRITE(6.9?3) K I T»ALPHA!I X) 
646 CONTINUE 

CALL PR!NTV(-15.15HFPE0UENCY (CPS»»452.6> 
CALL APRNTV(0,-14,-8i8HVELOCITY,9»576) 
CALL PRINTV(-8.8HALPHA=  »20,17) 
CALL LABLVCALPHA!I X)»72»17.6.1.1) 
CALL PRINTV!-19»19H»»» sSHOCI1. SPECTRUM,NXV! FROSML I » 1015 ) 

C —  GENERATION OH ACCELERATION OHIO  
c To FIND Al  

TEMP«ALOG10!ORDSML»OMSTRT) 
IF(TEMP»850»851.851 

350 LOP*TEMP 
GO TO 853 

851 LnP«TEMP+l. 
853 A1=10.»»LOP 

V1«A1/0MSTRT 
CALL PRINTVI-1»IHA.IXCOR.NYV!VI)) 
CALL PRINTVI-2»2HA=,900»4) 
CALL LABLV!A1.924.4.-2»1»3) 

C DRAW LINES DOWN FROM *1  
KITCHiNYVIOROSML) 
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00  856   I«1.9 
rm-t-i 
vis«vi»n.-.i»eFT'» 
IF(0«0SML-VI51855.855.857 

855 XTCM»KVV(VISI-NYV'0RDSML) 
ITCH»XTfH/SLOPE 
ITCH» i TCH+NXV(FROSMLI 
CALL LINEV (NXV(FROSML)»NVVIVISI.ITCH, KITCH) 

856 CONTINUE 
C DRAW LINES FROM A? UP  

857 DO 870 J-1.20 
LAN"L0P4J-1 
ALAN"XO.»«LAN 
DO 870 I«?.10 
FFT1»! 
VIS»ALAN/0MSTRT»EFT1 
IF(VlS-0R0L6»85e.858.871 

858 KlTCH»NYV«VlS)-Nrv(OP0SML) 
IYMAR'o>YMARGN 
IF(IYHARG-KITCH186Z.P61.861 

861 ZITCH-KITCH 
ITCH»ZI»CH/S1.0PE 
ICITCK»NYVIORDSML) 
GO TO 868 

86? ITCHmXMARGN 
K ITCH»NYVCVIS)-IYMARG 

868 ITCH«ITrh*NXV(FRO«;ML» 
CALL LINEV (NXV«FROSML».NYViV IS».ITCHi KITCH) 

870 CONTINUE 
C DRAW FROM THE RIGHT ORDINATE .REMAINING A-LlNES- 

871 LEFT2=J 
LEFTl-'EFTl 
KITCH=NVV«OROLG» 
DO 875 J-LEFT2.30 
LAN«LOP+J-l 
ALAN«10.»»LAN 
DO 874 I«LEFT1.10 
EFT1»I 
VIS»ALAN/0MLAST»EFT1 
IF(VlS-ORDLG)872.e72.876 

872 CAPT»NYVIOROLG»-NYV(VISI 
ITCH^CAPT/SLOPE 
ITCH»NXV(FROLGI-ITCH 
CALL LINEV (NXV(FPOLG).NYVIV ISI. ITCH.KITCH) 

874 CONTINUE 
LEFT1»2 

875 CONTINUE 
876 CONTINUE 

GO TO 21* 
C 
c —   SHORT FORM — 

650 CONTINUE 
IF(ABS(FRE0-FRE01)-.iE-041651.651.65C 

651 WRITE(8,912) ALPHAfln 
65? GO TO(658.655).lALPH* 
655 X0MAX=AMAX1(ABS(XMAX).ABS(XMIN)) 

GO T0(668.669) .IFREO 
658 RMAX=SORT(XOMEGA(KH)»»2+XOOT{KHI»»2) . 

XOMAXiAMAXl(ABS(XMAX).ABS(XM!N).ABS(RMAxl) 
GO T0(6P1.678).IFREO 
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668 WRITE(8.906) FRFO.XOMAX 
TO TO 215 

669 WRITFO.QCj) FRFOfXOMAX 
GO TO 21S 

678 WRnE(8t907) FRfO, XOMftX .RM*X 
CO TO 215 

681 WRlTE(a,908) FRFOtXOMAX.RMAX 
GO TO 215 

C 
c LONG FORM  

700 CONTlNUf 
IF(Ans(FRFO-FRFOl)-.lF-0M701 »701.702 

701 WRITF(6,91S( ALPHA(lX) 
702 GO TO«704,705).IALPHA 
704 RMAX = <109T«XOMLGA(rHI»»2*XDOT(ICHl»»2) 

GO T0(743r742).!FPE0 
705 GO T0(r26,*?7),lFPEO 
726 WRITE(6,S16) FREQ.XMAX»XMIN 

GO TO 785 
727 WRITE(6.910) FREQ.XMAX.XMIN 

GO TO 785 
742 WRITE(6.910) FREO.XM;X.XMIN.RMAX 

GO TO 785 
74T WRITE(6.911I FREQ.XMAX.XMIN.RMAX 

GO TO 785 
C 
C PRELIMINARY CALCUIATIONS FOR MIN. AND MAX. RESPONSE- 

756 GO TO (758.757).IALPHA 
757 NX=N 

GO TO 759 
758 NX-KH 
759 XMAX = XOMEGA(l ) 

KMX^l 
XMIN = XO>'EGA(l I 
KMN^l 
DO 760 1=2.NX 
IF(XMAX-XOMFGA{1))761«762.762 

761 XMAX=XOMEGA(I) 
<MX»I 

762 IF(XMIN-XOMEGA(I))760.765.765 
765 XMIN=XOMEGA«I) 

K,MN=I 
760 CONTINUE 

!F(KMX-11771.770.771 
770 KMX=KMX+1 
771 IFKMX-NX)773.772.77>> 
772 KMX=KMX-1 
77'» IF (KMN-1 )77S,774.775 
774 KMN=KMN+1 
775 IF{KMN-NX .777.776.777 
776 <MNrKMN-l 
777 CONTINUE 

IF(XDOT(KMX-l )»XDOT(ICMXI ) 778. 778. 779 
778 ICOOK=-:. 

GO TO ?81 
779 KOOK=0 
781 CONTINUF 

IF(XDOT(KMN-l)»XD0T(KMN) )783. 783.784 
783 <ICK=-1 

GO TO 950 
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7*4 rirrsO 

r.r) TO ?07 
r 
C EITMFP RESTART WITH NEW FREO. OR RESTART WITH NEW ALPHA OR STOP 

78^ CONTINUE 
IF|ABS(FREO-FREO?)-.lf-C?l800t7SS.7%S 

7%S   ■:REO = EREQ»nELTAK 
r>n TO ?07 

«"^   rONTlNUF 
f)0   TO   1<>0 

soi  wPITECt'vrxn 
■"ALL FOAMFV 
«TOP 

r 
10°!   FORMAT MHl ,fc9X,??H<;H0C< SPECTRUM PROGRAM//!iOX t? 1HAPPL I ED MATH LAB 

10TMP,///) 
90) FORMAT(<.0X.38HFOUNnATION ACCELERATION VS T IME ( INPUT I//18Xf?5HF0UND 

1ATION ACCELFRATION.36X.1SHT1MF IN SECON051 
9C? PORMATI4?X.'»5HFOUNr>ATION VELOCITY VS TIME t INPUT )//20X , 19HFOUNOAT I 

ION VELOrlTYt^^X.lSHTlMF IN SECONDS) 
9^ PORVAT( IX.FI'i^, 44XfF?0.9) 
904 FORMAT(47H   PLOTTING ERROR NUMBER OF POINTS OUT OF ftANGE=»i2//) 
O^ FOPMAT(15X,F10.'.t7QX.Fl?.7) 
9?f. FORMAT! lOX.HHFIRST FREO= . F 10 . 5 . 7X , IIHMAX RE SPONSE= fP 1 2 . 7/) 
90 7 FORMAT(l%XtFin,S.?f?9X.Fl?.7)) 
900 FORMATdOX.UHFIR^T FRE0= . F 10. 5 t 7X . 13HMAX RESPONSE* »F 1 2. 7. 1 ZX . 

n7HMAX RES RESPON<:E-»F!?.7) 
909 F0RMAT(///38X.2SHPROGRAM RAN TO COMPLETION) 
91! FORMATCOXtFin.S.^I 18X»F12,7) I 
911 FORMATISXtl1HFISST FREO=•F1015t9X.9HMAX RESP=: .F12.7tlOXf9HMIN RESP 

!^.F1?.7,7X,15HMAX RESID RESP=fFl?.7) 
9|2 FOR*tAT( iHl ,55X.10HSH0PT F0RM//4SX .20HDAMPINCi COEFF I C I ENTs fFl0.8/// 

),'9Xt?7HFRF0UENCVICVCl P5/SFC.).19X,20HMAX RESPONSE X OMEGA.18X.26HM 
7AX RF^ln RESPONSE X OMFGA) 

VIT FP9MAT(«9M  PlOTTING ERROR FOR X V^ T. NUMBER OF POINTS OUT OF RAN 
1GE=.!7,6H FPEO=»F10,7//) 

014 FORMAT!IXtI?.43H POINTS OUT OF RANGE FOR XDOT VS TIME.FREO=»FIQ,7 

91^ FORMATtlHl ,«i5X.9HL0NC- FORM//45X .20HDAMPI NG COEFFIC IENT= .F 10.8//// 
17X.16HFREO(CYCLES/5FC)»12X.20HMAX RESPONSE X OMEGA.10X.20HMIN RESP 
20NSE X OMEGA,8X.22HM/IX RESID RESP X OMEGA) 

916 F0RMAT(4X.nHFIRST FPFO=,F10.5 .1 OX.9HMAX RESP=,Fli.7.1 OX,9HMIN RES 
1P=,«:12.7) 

gi^ FORMAT!'HI,18X»1HI,T8X.4HS(I)»34X.7HS?ND(1)// 
1(17X,l4.14X»F12.7,28X.F12.7l) 

q-,H   FORMAT! 1H1 , «iOX . 1 9H INTFPMFDI ATE VALUES / 19X , 1HI , 35X . 9HX0MEGA I I ) , 
T-1X.7HX00T! I ) // 
71 !7X,n,^4X,Fl?.7,?HX.Fl?.7) ) 

019 FOR"AT!iX,I?,43H POINTS OUT OF RANGE FOR V    VS TI ME,FREO= ,F10.7 
1 //) 

qyr   FORMÄTMF20.8 ) 
9?^ cnRMAT!f,Fl S.6) 
977 FORMAT!IX,17,49H POINTS OUT OF «ANGE FOR VEL VS. FREO WITH ALPHA=, 

'«"10.8) 
927 FORMAT!IX,12,SOH POINTS OUT OF RANGE FOR RESIDUAL PLOT WIT^ ALPHA» 

!,  F10.P) 
FND 
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TRANSPORTATION ENVIRONMENTAL MEASUREMENT 

AND RECORDING SYSTEM 

Frank J. Holley 
NASA Goddard Space Flight Center 

Greenbelt,   Maryland 

The newly developed Transportation Environmental Measurement and Re- 
cording System (TEMARS) is a complete, unified system for the measure- 
ment of critical environmental parameters.   It can operate continuously and 
unattended for over two weeks.    The primary considerations in the system 
design were economy, universal compatibility, maximum reliability, and 
practical weight, volume, and power consumption.    To meet these require- 
ment ., most of the electronics are molecular electronic devices which con- 
vert analog data from transducers into preanalyzed digital form for record- 
ing in IBM computer-compatible format on a cartridge incremental digital 
tape recorder.   The recorded information includes the direction, magnitude, 
duration, and time occurrence of transient vibration or shock above prede- 
termined threshold levels, as well as periodic measurei.'ents of quasi-static 
phenomena such as temperature and humidity.    The exis'.ing system is based 
on using triaxial piezoresistive accelerometers with dc response to time 
duration measurements of Z msec and three low-speed data channels for the 
periodic recording of quasi-static environmental data.    The volume of the 
system is slightly over 1 cu ft with a weight of approximately 35 lb.   Over 
'00,000 complete sets of data can be recorded with the present 300-ft tape 
recorder capacity. 

F. J. Holley 

INTRODUCTION 

One of the major problems in military and 
space programs is the determination of envi- 
ronmental parameters in the handling and ship- 
ment of specific or sensitive equipment by the 
four primary modes of transportation [1]. Many 
methods and types of measurement equipment 
have been developed to obtain significant data 
relative to transportation environment.  Previ- 
ous approaches to this basic problem range 

from the use of simple mechanical shock 
measurement devices which only indicate that 
some preset shock level has been exceeded to 
large complex analog or digital acquisition sys- 
tems.  Often these systems require a full-time 
instrumentati 'n crew and sometimes an auxil- 
iary carrier [2] to accommodate the equipment 
and peräonnel (Fig. 1).  The simple devices, 
even with various recording schemes [3], can- 
not adequately measure or define the various 
modes of transportation environment, while the 
large systems require considerable expenditure 
in time, equipment, and personnel and usually 
can only be justified for a limited number of 
major or priority projects (Fig. 2). 

After a careful survey of available methods 
and equipment, the design and development of a 
new unified system was deemed necessary to 
meet basic requirements for obtaining in- 
transit environmental data during all handling 
and transportation modes.  The design and de- 
velopment of the TEMARS was initiated by God- 
dard Space Flight Center under contract with 
the Endevco Corporation. 
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Fig.  1   - Instrumentation van and spacecraft transporter 

L^ 

Sy      .-y--      ?\M 

Fig. 2 - OGO spacecraft 

The basic consiaerations in the design of 
the TEMARS required a self-contasned unat- 
tended system for the automatic measurement 
and digital recording of significant time—cor- 
related in-transit environmental parameters 
for periods of more than two weeks.  The direc- 
tion, magnitude, duration, and time of occur- 
rence of acceleration data above selected It els 
would be automatically recorded on magnetic 
tape in IBM computer-compatible format. 
Quasi-static data, such as temperature and 
humidity, would also be recorded at periodic 
intervals. 

SYSTEM DKSCRIPTiON 

The TEN: ARS is a self-contained digital 
recording system in a portable metal housing, 
as shown in Fig. 3, measuring 14-1/8x 15-5/8x 
11 in. and weighing 35 lb.  For installation in 
locations subject o high shock, a special shock 
isolation fixture c^n be used as shown in Fig. 4. 
The functional equipment of the system consists 
of the fo'lowing major items:  accelerometers, 
auxiliary transducers, electron       .'nit, mag- 
netic tape recorder, and power source. 
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Fig. 3 - TEMARS recording system 

Fig 4 - TEMARS with shock isolation 
fixture and accelerometers 

The accelerometers, as shown in Fig. 5, 
are pieaoresistive strain gages [4, 5] that are 
normally mounted remotely in a triaxial config- 
uration.  They are the Endevco model 2262 [6] 
with a flat frequency response between 0 and 
750 Hz, and they weigh 28 gm (1.0 oz.j. 

Four auxiliary transducers or inputs can 
be selected by the user to meet his special en- 
vironmental measurement requirements for 

Fig. 5 - Triaxially mounted piezo- 
resistive accelerometer 

165 



quasi-static data such as temperature and nu- 
niidity.  Other parameters such as speed or 
mileage could also be recorded at periodic 
intervals. 

The electronics unit contains all electronic 
circuits to condition, sample, digitize, and pro- 
vide recorder outputs for triaxial acceleration 
and auxiliary transducer measurements.  Maxi- 
mum use of solid state devices and integrated 
circuits, as shown in Fig. 6, provides great re- 
liability with mimmun size, weight, and power 
consumption.   All electronics are contained in 
a card cage assembly with the following re- 
placeable printed circuit card modules: 

1. Three condition'.ng amplifier modules 
containing the x-. y-, and z-axes accelerometer 
amplifiers, scaling and threshold controls, and 
threshold sensing circuits; 

2. Two dual conditioning amplifier modules 
containing sensitivity and range controls for the 
auxiliary transducer channels; 

3. Memory card module containing the 
diode logic, polarity memory, pulse width-to- 
amplitude converter, and multiplex circuits; 

4. Programmer module containing the 
sampling commander and analog-to-digital con- 
verter circuits; 

5. Output write gate module containing the 
analog-to-digital clock, output memory register, 
and write logic circuits; 

6. Time register module containing the 
Accutron clock mechanism and time register 
circuits; and 

7. Power supply module consisting of & 
wired-in assembly which generates the five 
voltages necessary for the operation of the 
system. 

The magnetic tape recorder is a 7-track 
incremental digital recorder |6|, Kennedy Corp; 
model 340 SE.   It records on a 300-ft magnetic 
tape cartridge at a packing density of 200 7-bit 
characters per inch at a maximum speed of 200 
characters per second.   Special low-power cir- 
cuitry is incorporated for the standby or the 
quiescent mode of operation. 

The power source is presently an external 
12-v storage battery with a i20-amp-hr capac- 
ity to provide system operat:~i for more than 
two weeks.   The transportation vehicle's stand- 
ard automotive battery could be used to meet 
TEMARS power source requirements.   An in- 
ternal rechargeable Ni-Cd or Ag-Cd battery is 
now in the design stage to mset requirements 
for either interim handling operations or com- 
plete self-contained operation for the entire 
transportation period. 

SYSTEM OPERATION 

The TEMARS system provides for input 
signals from triaxial piezoresistive accelerom- 
eters and responds only when an acceleration 

Fig. 6 - Programmer module 
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along any axis exceeds a preset threshold level. 
When this threshold is exceeded, the polarity, 
peak amplitude, and time duration of the shock 
pulse are stored in analog form in channel A. 
After the shock input has passed, these data, 
for each 01 three axes, are converted to digital 
form and the digitized values are recorded in 
IBM-compatible format on the integral incre- 
mental magnetic tape transport. 

To preserve a history of closely spaced 
shock impulses, a second analog storage chan- 
nel B retains ihc peak amplitudes, polarities, 
and time duration of a second shock pulse which 
may occur during the 20-msec time period the 
data in the first channel are being digitized and 
recorded. 

The internal clock mechanism also triggers 
an alternate recording cycle at 15-min inter- 
vals.   At this time, quasi-static input data from 
the auxiliary transducers such as temperature 
or humidity sensors are digitize^ and recorded. 
This alternate cycle also permits the time his- 
tory of shock data to be resolved to i7.5 min. 

Figure 7 shows the functional block diagram 
of the TEMARS system.  Shock data from the 
input accelerometers are amplified by the sig- 
nal conditioners (Fig. 8, which provide normal 
(X) and inverted complementary (X) outputs. 
Scaling controls in these signal conditioning 
circuits permit full-scale output of r5 v .o cor- 
respond to input levels ranging from 5 to 30 g 
in six steps.   Threshold controls in each circuit 
allow the lower level threshold to be varied 
from 5 to 50 percent of selected full-scale range 
in ten steps. 

If the input shock on any of three axes ex- 
ceeds the preset threshold value, as determined 
by the threshold detector circuits, the ir.put sig- 
nal polarity is detected by the polarity sensing 
circuits which, in turn, control the diode gates. 
These diode gates select either the normal or 
the inverted signal conditioner outputs on each 
of the three axes to provide a positive analog 
signal output regardless of input polarity to ac- 
commodate the analog-to-digital converter. 
Simultaneously, the three input signal polarities 
are stored in he polarity memory. 

The positive output signal from each of the 
diooe logic circuits is peak delected, and the 
peak analog values are maintained on storage 
capacitors Cxn, Cy0,C,„. 

When the initial input signal exceeds the 
threshold level, a gate signal is generated and 
maintained until the input falls below the 

threshold.   This gate signal, in the pulse width- 
to-analog converter, causes a constant current 
generator to charge a capacitor C.» linearly. 
At the end of the input shock period, the volt.ge 
value stored on the capacitor is proportional to 
the time duration of the input shock signal. 

The basic analog storage cycle is now com- 
plete, and digital processing of the four signals 
(X, Y, Z and time) now begins, as shown in Fig. 9. 
To permit the capture of other input data which 
may occur before processing is complete, the A 
and B channel switch is now set.  This circuit 
enables a duplicate memory consisting of a por- 
tion of the polarity memory. C,t), Cyl), Clb. and 
their associated control circuits. 

Processing of each of the fr.jr stored ana- 
log signals occurs sequentially under the con- 
trol of the sampling commander.  The program 
sequence consists of converting the value on C^ 
to digital form, recording on magnetic tape, and 
then converting the value on CYa to digital form, 
etc. 

If a second input occurs, its peak valuta 
stored on C,,,, Cyll, C,,,, and Cml> are then in- 
serted into the output format immediately fol- 
lowing the first values.   If no second event oc- 
curs, the program cycle terminates. 

The stored analog data are switched, one 
variable at a time to the input of the analog-to- 
digital converter.  The data are then converted 
to digital form by generating a linear sawtooth 
voltage concurrent with a 100-kHz clock pulse 
train.  The clock pulses are accumulated in a 
counter, which starts at the beginning of the lin- 
ear waveform and stops when the amplitude of 
the c  Artooth equals the amplitude of the stored 
voltage.  Thus, the value standing in the counter 
at the end of the conversion cycle is propor- 
tional to the amplitude of the input voltage. 

At the completion of the conversion cycle, 
the digital data are transferred to the memory 
register, where they form 5 bito of the output 
word.  The 6th bit, controlled by the sampling 
commander, corresponds to the polarity of the 
digitized signal.  Tim»? is digitized to ö-bit ac- 
curacy since no sign indication is required. 
These 6 bits form or.e word of the output data 
and are recorded in parallel on magnetic tape, 
A parity bit, selected by the recorder to make 
the total number of recorded bits an odd num- 
ber, is added in the 7th bit position by the re- 
corder circuits. 

Quasi-static data such as temperature and 
humidity are sampled and converted every 15 
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Fig. 8 - Accelerometer signal conditioner 
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min under control of the samplLig commander. 
At 15-min intervals, the integral Accutron clock 
mechanism (Fig. 10) provides a command to the 
commander which, in the absence of shock data, 
generates an alternate program to sample each 
of the quasi-fc atic inputs sequentially and re- 
cord their digital values on tape, along with the 
contents of the time register. 

The 15-min clock pulses are accumulated 
in the time register, which resets to zero alter 
48 input pulses, the equivalent of 12 hr.   This 
counter reset pulse sends a signal to the re- 
corder gap generator, which generates a 3/4-in. 
interrecord gap on tape to aid in computer proc- 
essing and time identification. 

SYSTEM PERFORMANCE 

The primary factor affecting overall sys- 
tem performance is presently related directly 
to the magnetic tape recorder. With the present 
7-track incremental digital magnetic tape re- 
corders, TEMARS performance specifications 
«.re as follows: 

1.    Shock Data 

a. Amplitude ranges — normal sensitivity 
(12-v transdurers excitation voltage), ranges of 
5, 7.5, 10, 15, 20, and 30 g full scale; 2 x sensi- 
tivity (24-v transducer excitation voltage), 

rarges of 2.5, 3.75. 5. 7.5, 10, and 15 g full 
scale.   The full scale of each gain range corre- 
sponds to a full- scale binary number ol 3? 
(5 bits) with the 6th bit indicating polarity and 
the 7th bit for parity.  The resolution is 3.3 
percent with an accuracy of •! part in 31 of full 
scale. 

b. Duration — 126 msec lull scale corre- 
sponding to a binary number of 63 (6 bits) wit*- - 
—at polarity indication.   The resolution is 1.67 
percent with an accuracy of 11 part in 63 of full 
scale. 

c. Threshold level —ten selective threshold 
levels in 5 percent increments from 5 to 5C per- 
cent of full scale within a tolerance of i2 per- 
cent on each level. 

2. Quasi-Static Data 

Provisions for up to 4 channels of data with 
a 5-v full scale corresponding to the binary 
number 63 (6 bits) and a resolution of 1.67 per- 
cent of full scale with an accuracy of il part in 
63 of full scale. 

3. Time 

An internal clock generates 15-min time 
pulses, with a nominal accuracy of ±1.5 sec/day, 
which are recorded on the tape with the quasi- 
static data.   A 3/4-in. interrecord gap is gen- 
erated every 12-hr time period. 

Fig.   10 -  Time  register module 
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4.    Data Storage Capacity 

The magnetic tape cartridge accommodat- 
ing 300 ft of 1/2-iii. tape provides (or the stor- 
age of 720,000 7-bit characters or approxi- 
mately 100,000 sets of recorded data. 

FUTURE PERFORMANCE 
CAPABILITY 

The present performance of TEMARS can 
be increased in accuracy, resolution, speed, 
and storago capability by the use of an incre- 
mental digital recorder compatible with the new 
IBM 360 computer system.  Characteristics of 
two recorders are compared in Table 1.  As in- 
dicated, performance can be improved by a fac- 
tor of 3 to 16 with the availability of these re- 
corders for TEMARS. 

TABLE 1 
IBM Computer-Compatible Formats 

Characteristics 
i 

Standard3 360b 

Tape tracks 7 9 

Information density 
(cluracters/in.) 

200 800 

Recording speed 
(characters/sec) 

200 800 

Tape supply (ft) 300 1200C 

aTEMARS increment?! digital magnetic tape 
recorder (cartridge). 

"Design goals for recorders now under devel- 
opment. 

cReel. 

CONCLUSIONS 

The design concepts of TEMARS enabi > ac- 
quisition of signiilcant data on the environmental 
conditions encountered during the transportation 
o! critical jr sensitive equipment.  Most addi- 
tional or specialized requirements can be read- 
ily accommodated with only minor modification 
or replacement of an existing module.  Each 
Item In the system, from transducer to re- 
corder, takes advantage of available equipment 

to provide a completely unified and compact 
system that is compatible with standard com- 
puter data reduction and analysis techniques 
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DISCUSSION 

Mr. Venetos (USA Natick Laboratories): 
How long will the recorder ope. -ne before the 
batteries have to be recharged? 

Mr. Holley:  Operation is based on a stor- 
age battery supply, and the recorder will run 
more than one week on 120 mamp hr.  With a 
design change and using integrated circuits, we 
hope to reduce the current drain considerably. 

Mr. Venetos:  Will the recorder also 
measure humidity? 

Mr. Holley:  Yes. 

Mr. Venetos:  Have you selected a humidity 
transducer yet? 

Mr. Holley: We are presently considering 
a hydrodynamic transducer, mainly because it 
will operate off the existing power supply with- 
out any modification.  The input to the analog- 
to-digital converter in this system requires a 
high-volt signal, and this would provide a 5-v 
output. 

Mr. Rommel (Lockheed-California Co.): 
What g level did you use as a threshold to trig- 
ger the recorder ? 

Mr. Holley:  The threshold is variable. 

Mr. Rommel: What did you use on the 
OGO? 

Mr. Holley:  The OGO had a specification 
essentially based on a probability figure.  The 
maximum duration they were concerned with 
roughly was under 5 g at 95 percent.   The ex- 
ample I have given in OGO was taken from a 
Goddard requirement to obtain environmental 
data during shipment.  In other words, this re- 
corder presently is scheduled for shipment on 
the Isis satellite from Montreal, but it has not 
been used on the OGO project. 

Mr. Rommel: V/ould 1 /2 g be a nominal 
threshold level? 

Mr. Holley:  Between 1/2 and 1 g is prob- 
ably a realistic level, depending on the quantity 
of data and the fineness of resolution desired. 
There has been work done on Saturn, for exam- 
ple, with a maximum level of less than 1-1/2 g, 
so the resolution of the instrument would be 
considerable, from 1/2 to 1-1/2 g.  It depends 
on the project requirements.  For a survey, you 
would probably want the maximum dynamic 
range and resolution without running out of tape 
before the time had elapsed. 

Mr. Rommel: What frequency response 
were you able to acquire with this system ? 

Mr. Holley:  The basic system is limited 
in the period measurement for a binary number 
of 63, that is, from 2 to 120 msec resolving 
power. With the other recording system, we 
shall go probably from 2 to 512 msec, but the 
electronics are not frequency limited and the 
accelerometer we are using could record accu- 
rately down to approximately 1-msec duration. 

Mr. Rommel: And the tape recorder ? 

Mr. Holley:  The tape recorder is limited 
only by the time it takes to process the data. 
Presently it takes 20 msec to complete 3 chan- 
nels.  With higher stepping, we could shorten 
the time to 5 msec.  Data that come in while we 
are processing the information are stored in 
the auxiliary or redundant channel, so it is a 
flip-flop system. 

Mr. Rommel:   /ou are working at rela- 
tively low frequency then? 

Mr. Holley: We are going from about 2 to 
126 msec, so this would be from the regions of 
4 to 8 cps to about 250 to 500 cps.  But the sys- 
tem responds to dc. 
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DEVELOPMENT OF VELOCITY SHOCK RECORDER 
FOR MEASUREMENT OF SHIPPING ENVIRONMENTS 

Matthew  A. Venetos 
U. S. Army Natick Laboratories 

Natick, Massachusetts 

The primary purpose of this study was to develop a velocity shock re- 
corder capable of measuring and recording the shock environment, in 
terms of impact velocity or drop height, to which containers are sub- 
jected in shipment, handling, and storage.   The performance require- 
merts and electromechanical operation of a recorder developed during 
a preliminary investigation are discussed.   In-house investigations to 
determine the duration of the shock inputs to be expected in typical 
container handling situations are described.   This shock duration infor- 
mation was used to determine the required natural frequency of the 
velocity transducer.   The problems encountered in the design and de- 
velopment of a suitable velocity transducer are described, as are in- 
house efforts to develop a sliding rod magnet transducer satisfactory 
for the measurement of shock durations up to 30 msec and of the re- 
sponse to those velocity components of angular impacts parallel to the 
sensitive axis of the transducer. 

M. A. Venetos 

INTRODUCTION 

One of the major problems in the develop- 
ment of effective packaging and container sys- 
tems is the lack of reliable information on con- 
ditions encountered by supplies during shipment, 
handling, and storage.  Container design in the 
past has been chiefly based on observations and 
experience gained over a long period of time on 
the actual field performance of many types of 
containers of varied size and construction.  Al- 
though many containers presently used in our 
supply system may have excellent protective 
qualities, they may be overpackaging, wasting 
materials and labor. 

At the present time there is no direct 
method of evaluating, with a high degree of cer- 
tainty, the suitability of new types of containers 
prior to their introduction into the supply sys- 
tem.  One procedure currently used is to eval- 
uate from trial field shipments.  However, such 
test shipments are both costly and time con- 
suming.  Another method is to compare the per- 
formance of a new item with that of a container 
which has already proved to be suitable.  How- 
ever, there is a risk of overpackaging if the 
standard of comparison is an overprotective 
pack. 

in an attempt to correct this situation, the 
U.S. Army Natick Laboratories las initiated a 
project on the establishment of design criteria 
for containers. One of the primary goals of the 
project is to develop recording devices for the 
measurement of important environmental con- 
ditions, such as shock, temperature, humidity, 
precipitation, and superimposed loading experi- 
enced by containers in shipment, handling, and 
storage. 

The overall program on container design 
criteria comprises five distinct work phases: 

1. Determination of the environmental pa- 
rameters to be measured; 
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2. Design and development of instrumenta- 
tion suitable for measuring and recording the 
required information; 

3. Survey of domestic ard overseas ship- 
ping, handling, and storage conditions with in- 
strumented containers; 

4. Analysis and reduction of data on supply 
line conditions to a form suitable for container 
design purposes; and 

5. Development of reliable performance 
tests for containers based on the measured en- 
vironmental data. 

Although several environmental conditions 
will be considered in the long-range program, 
current efforts are being concentrated on the 
determination of shock inputs experienced by 
shipping containers.  Past experience has shown 
that the shock environment produced during the 
manual handling of containers is more damag- 
ing than that associated with the mode of trans- 
port.  Moreover, quantitative information is 
lacking chiefly in the handling area.   It was de- 
cided, therefore, to investigate this area first. 

APPROACH 

Since the shock environment can be ex- 
pressed in many different forms, the form most 
useful to the packaging engineer had to be de- 
termined.  Sinue the greatest damage to a con- 
tainer and its contents is likely to occur when 
the container is dropped during handling oper- 
ations, impact velocity and equivalent drop 
height were fell to be very representative of the 
shock environiT'ent.   The importance of drop 
height is reflected in the fact that many stand- 
ard test procedures utilize the free-fall impact- 
ing of containers.  A knowledge of the impact 
velocity of a container is also useful in the de- 
sign of protective cushioning, since the impact 
energy absorbed can be readily calculated from 
the impact velocity (KE =12 MV2).   In view of 
these considerations, the decision was made tc 
develop a shock recorder for the measurement 
of container impact velocity. 

DETERMINATION OF CONTAINER 
IMPACT SHOCK DURATIONS 

Essential to the design of the recorder was 
a knowledge of the duration of the shock inputs 
to be expected in typical container handl.ng sit- 
uations, since this information would be needed 
to establish the required natural frequency of 
the velocity transducer to be used in the shock 

recorder.  This information was obtained by 
dropping an instrumented containe.v on impact 
surfaces typical of those to be encountered dur- 
ing shipment.  The surfaces selected were con- 
crete, packed sand, and a standard wood pallet 
base.  Since shock input durations will be af- 
fected not only by the nature of the impact sur- 
face but also by the orientation of the container 
at impact, both corner and flat face drops were 
made.  These two attitudes were selected be- 
cause they would establish the minimum and 
maximum values of pulse duration to be en- 
countered.  At impact the penetration of the 
relatively sharp corner of the container into the 
impact surface wi.l extend the duration of the 
shock input, whereas the larger bearing or con- 
tact area associated with a flat drop will result 
in a greater decelerating force and consequently 
a shorter stopping time. 

The test container for the determination of 
impact pulse duration was designed to corre- 
spond to a typical supply pack in dimensions 
(16-1/4 X12-3/16X9-3/« in.), weight (45 lb), and 
exterior appearance.  Tne basic skeletal struc- 
ture of the case was formed from metal angles 
bolted together in a rectangular framework. Six 
plywood panels of 3/4-in. thickness were bolted 
to the metal framework to increase the rigidity 
of the case and to separate the sharp edges of 
the metal framework from the fiberboard ship- 
ping container into which the entire assembly 
was placed.  A large wooden block was fastened 
to the interior of the framework to provide a 
rigid support on which the accelerornelers could 
be mounted for both the flat and corner drops. 
The block was divided into two segments by a 
plane passing through the geometric center of 
the container assembly and perpendicular to a 
line extending from a corner to the geometric 
center.   For corner drops an accelerometer 
was mounted on the surface of the plane at the 
point where it intersects the geometric center 
of the assembly.  Crystal accelerometers were 
used for the measurement of the shock pulse 
durations.   Shock pulse signals were read on an 
oscilloscope and recorded with Polaroid oscil- 
loscope camera. 

The initial height of drop was 18 in. and 
was increased by 6-in. increments until a max- 
imum height of 36 in. was reached.   Five test 
drops were made for each combination of drop 
height, container orientation and impact surface. 
The drops on a standard 40- < 48-in. pallet were 
made at two locations, the unsupported midspan 
of a deck board and a portion of deck board sup- 
ported by a corner post block (or stringer). 

In the corner drop tests the containers 
were suspended from one corner so that a line 
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passing through the impact corner and the cen- 
ter of gravity of the container was perpendicular 
to the impact surface.  The flat drops were per- 
formed on 0 standard drop-leaf impact tester 
with 'he container side panel as the impact face. 
The results of these impact tests, presented in 
Fig. i, indicate that the maximum pulse dura- 
tions which should be expected for the type of 
impact surfaces investigated are approximately 
30 msec.  These maximum pulse durations were 
produced by corner diops on the midspan of a 
pallet deck board and into packed sand.  Pulse 
duration information for corner drops on con- 
crete from a height of 36 in. were not obtained 
because severe racking and distortion occurred 
in the test container.  As expected the flat face 
drops (Fig. 2) resulted in the shortest pulse 
durations, with pulse times as low as 2 msec on 
the concrete impact surface. 
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Fig. 1 - Impact pulse durations for 
container corner drops on typical 
stacking surfaces 

DESIGN REQUIREMENTS 

In addition to the natural frequency re- 
quirements for the recorder which could now be 
established from the information obtained in the 
pulse duration study, several other design re- 
quirements were presented to the contractor 
undertaking the developmental work on the 
recorder: 

1. Self-powered recorder, carable of oper- 
ating unattended for periods of at least 6 mo. 
The 6-mo operaiiona1 period is considered min- 
imum for military shipments. 

2. Magnetic tape recording for ease of data 
processing.  In many commercially available 
shock recorders, data are recorded by marks 
scribed on wax-coated chart paper.  The ampli- 
tudes of these marks must be visually measured 
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Fig. Z - Impact pulse durations for 
container flat drops on typical stack- 
ing surfaces 

and manually recorded to obtain the desired in- 
formation.  This not only is a time-consuming 
operation but also is susceptible to human 
error.  In any large-scale study involving the 
measurement of shipping conditions over nu- 
merous supply routes and extended periods of 
time, the volume of data generated would create 
a serious processing problem.  However, mag- 
netic tape can be played back through analog- 
to-digital converters, and the iesired informa- 
tion can oe printed rapidly and automatically on 
paper tape. 

3. Compact size.  The recorder must fit a 
container that will be subjected to rough manual 
handling rather than to handling by mechanized 
equipment. 

4. Data capacity of 4 channels with 5000 
events per channel.  A minimum of 3 channels 
is required for the three velocity transducers 
to be mounted in mutually perpendicular planes 
to provide measurement of impacts from any 
direction.  A fourth channel is needed to place a 
timing mark on the tape each hour to pinpoint at 
what time and place in shipment the shock inputs 
occurred. 

5. Adaptability to the measurement of addi- 
tional parameters.  The recorder unit had to be 
able to be readily modified to measure other 
important supply line parameters such as hu- 
midity, temperature, acceleration, and stacking 
loads. 

DEVELOPMENT OF A 
VELOCITY TRANSDUCER 

Using as a guide the pulse duration irfor- 
mation previously obtained, the contractor [1] 
analytically determined the natural frequency 
required for the velocity transducer.  Figure 3 
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Fig. 3 - Response of velocity 
shock recorder to half-sine 
pulses   of various   durations 

shows a four-coordinate nomograph of peak in- 
put acceleration, relative velocity, and relat've 
displacement as a function of the natural fre- 
quency of the transducer.  Shock spectrum re- 
sponses are plotted for five half-sine accelera- 
tion pulses of different time durations but 
representative of the same velocity changes of 
215 in./sec.  As indicated in Fig. 3, each of the 
5 curves is asymptotic to the 215-in./sec ve- 
locity line at low frequencies.  The frequency 
at which the curves become asymptotic indicates 
the highest natural frequency which a transducer 
could have and still accurately measure the ve- 
locity change represented by a particular ac- 
celeration pulse.  Based on these curves the 
contractor selected a design fn ]uency of 10 
cps, so half-sine acceleration inputs up to ap- 
proximately 40 msec duration could be accu- 
rately measured.  As our previous studies in- 
dicated, a transducer of this natural frequency 
would be more than adequate for the measure- 
ment of shock inputs expected in shipment. 

The contractor used the principle of elec- 
tromagnetic induction in designing the velocity 
transducers.  The prototype design shown in 
Fig. 4 consists essentially of a coil anJ magnet. 
The C-shaped Alnico V magnet has a strength 
of approximately 3000 gauss.  The coil, wound 
flat, is embedded in the nylon housing of the 
transducer.   Note from the coll winding details 
Illustrated in Fig. 4 that one segment of each 
loop of the coll Is positioned so that it will be 
Intercepted by the field of the magnet as the 
magnet slides along the guit» rod.  However, 
the opposite segment of each loop is arranged 
so that it is beyond the allowable limits of 
travel for the .nagnet and, therefore, beyond its 
magnetic field.  If this were not the case, the 

REC0RKR 
JHPÜT 

COL VMNDM6 OETNL 

Fig. 4  -  Prototype vel       tv transducer 

voltage induced in these outlying coll segments 
would be of such polarity as to cause cancella- 
tion of the signal.  The magnet Is mounted by 
four springs with one end ol each attached to 
the magnet and the other end to a pin connection 
located at a midpoint on the back face of the 
transducer housing.  Two nylon pulleys located 
at each end of the housing are used to ciiange 
the direction of the springs.  This transducer 
has a natural frequency of 10 cps and allows 
for magnet displacements of ±3.5 In. which, as 
indicated in Fig. 3, Is sufficient for drop heights 
up to 5 ft.  Performance testing of the trans- 
ducer by the contractor revealed that the proto- 
type design gave excellent results lor vertical 
drops but was unsatisfactory for angle drops 
because of tht friction developed between the 
nylon runner of the magnet and the guide rod. 
Because of this fact and the complexity and ex- 
pense of fabrication, this design was discarded 
in favor of a cantilever beam style of trans- 
ducer, as shown in Fig. 5.  This transducer 
consists of a cantilever beam constructed of an 
aluminum channel and a piece of spring steel 
which connects to a point on the transducer 
housing.  A colled conductor wound around the 
unsupported end of the beam rests in a magnetic 
field produced by the permanent C magnet.  At 
impact, the relative motion between the coil and 
the magnetic flux lines generates voltage.  Vac- 
uum cups were positioned on both sides of the 
beam.  In Fig. 5, one vacuum cup is visible di- 
rectly below the midpoint of the beam, while the 
vacuum cup on the opposite side of the beam is 
hidden by the beam housing.  The purpose of 
these cups was to stop the beam momentarily at 
Impact until tape advancement has occurred.  If 
the beam were permitted to rebound immedi- 
ately, the voltage produced of opposite polarity 
would erase all or most of the original signal 
recorded. 

Performance testing of the cantilever beaii 
transducer was conducted on a Model SM-Ö20 
AVCO shock tester.  By interchanging the rubber 
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180 VOLTS 

Fig. 5 - Cantilever beam-type 
velocity transducer 

shock pads on the shock tester, the duration of 
the hall-sine input pulses to the transducer 
could be varied from 3 to 30 msec. 

The results of a series of 12-in. vertical 
drop tests at varied pulse durations are pre- 
sented in Fig. 6.   In these tests the transducer 
was aligned with its apparent sensitive axis 
parallel to the direction of impact.  These re - 
suits showed that velocity measurements with 
this transducer design were dependent on pulse 
duration.  At a 10-msec pulse duration, the peak 
voltage output was only 61 percent of the value 
obtained with a 3-msec pulse duration.  After 
reexamination of the transducer design, it was 
concluded that the attenuation of the voltage 
outputs with increased pulse duration was due 
to a decrease in the number of coils being cut 
by the magnetic flux lines.  As the impact ac- 
celeration pulse duration is increased, the coil 
end of the cantilever be?  i is further displaced 
from its equilibrium position before the maxi- 
mum relati'e velocity is reached.  However, as 
the cantilever beam displacement increases, a 
greater proportion of the coil begins to move 
outside of the concentrated flux field lying in 
the gap of the magnet, resulting in a drop-off in 
signal strength.  The situation was improved by 
effectively increasing the gap width of the mag- 
net so that all co Is of the transducer would re- 
main in the flux field for greater beam dis- 
placements.  However, because of certain design 
limitations, it was not practical to increase the 
gap length of the magnet to the point required 
for accurate velocity readings of shock inputs 
up to 40 msec duration. 

137 VOLTS 

3 MILLISECOND 
INPUT PULSE 

6 MILLISECOND 
INPUT PULSE 

10 MILLISECOND 
INPUT PULSE 

Fly. ■ - Cantilever beam velocity trans- 
ducei outputs for hall-sine pulses of 
various   durations   (12  in.   drop   height) 

The r, sult> obtained on angle drops with 
this transducer were equally disappointing. The 
transducer was positioned on the drop table of 
the shock tester so that its "apparent" sensitive 
axis was at angles of 0, 30, 45, and 60 deg with 
respect to the direction of impart.   The dashed 
lines in Fig. 7 indicate the fraction of the re- 
sponse at 0-deg deviation that should have oc- 
curred at the 30-, 45-. and 60-deg alignments. 
However, for the 30- and 45-deg angles the 
voltage signal outputs were instead greater than 
those obtained when the transducer axis was 
parallel to the direction of impact.   Even at the 
60-deg angle the response was still 4" percent 
higher than the calculated value.  A., explanation 
of these results is that the translational velocity 
developed during free fall is converted into ro- 
tational velocity at impact. 

CALCULATED OUTPUT LEVELS 

28 VOLTS   36 VOLTS   30 VOLTS   26 VOLTS 

- 0*  30*  45* 60*  

Fig. 7 - Cantilever beam ve- 
locity transducer outputs for 
various angles between trans- 
ducer's apparent sensitive 
axis  and direction of impact 

Because of the obvious inadequacies of the 
cantilever beam transducer, pn in-house effort 
was undertaken to develop a new transducer.   A 
design (Fig. 8) which appeared to have promise 
was one in which a rod magnet slides within a 
rigid tube.  Coil conductors are wound around 
the outer circumference of the tube.  The 
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within the recording unit.  Alier several plastic 
materials were corsidered (or the tube, graph- 
ite impregnated nylon was selected because of 
its low friction.  The magnets used were formed 
from cast Alnico V with a relatively high finish. 

vmmmcT vtLOarr 
g^HMnrr cansnin 

Fig. 8 - Sliding   rod magnet  velocity 
t-ansducer (double-ended  operation) 

advantages of this design were simplicity of 
construction and, unlike the cantilever beam- 
type transducer, the ability in angle drops to 
respond only to that component of the velocity 
vector V,, parallel to the axis of the trans- 
ducer.  Several variations of this basic design 
were evaluated.  The first prototype design 
(Fig. 8) incorporated a bronze spring at both 
ends of the magnet and utilized magnet wire 
over the full length of the tube.  To prevent sig- 
nal cancellation, the direction of the windings 
were reversed at the midpoint of the tube.  One 
of the advantages of this design was that it could 
be used to measure impacts in both directions 
along its longitudinal axis.   However, its linear 
operating range was found to be limited.  The 
single-ended transducer shown in Fig. 9a uti- 
lized a spring which acted in compression. 
However, the tendency of the spring in con.- 
pression to buckle against the side walls of the 
tube resulted in large friction forces which pro- 
duced erroneous velocity readings.  Therefore, 
in the final design. Fig. 9b, a tension spring 
was utilized.  Although friction is reduced to a 
minimum, this transducer design can measure 
velocity in only one direction along its axis. 
Therefore, a total of 6 transducers will be re- 
quired to measure impact from any direction. 
A combination stop and bumper is provided at 
both ends of the tube to absorb impact energy 
and to prevent overextension and compression 
of the spring.   Two metal projections located on 
top of the bumper pad, adjacent to the uncon- 
nected end of the magnet, serve as switch con- 
tact points.   These contact points are electri- 
cally bridged by the end face of the rnagnet when 
it comes in contact with them.   This effectively 
closes the switch and activates the circuitry 
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Fig. 9  - Sliding  rod nagnet velocity 
transducers (single-ended  operation) 

Because of the relatively small container 
size tobe instnimented, transducer length be- 
came an important design consideration. For a 
drop height requirement of 4 ft, a 10-cps system 
would be displaced 3 in.  After making further 
allowances for the magnet, the spring, and the 
transducer housing, the overall length of the 
transducer would be approximately 9 in.  How- 
ever, since the maximum relative velocity will 
occur before the total displacement of 3 in. is 
reached, it was decided to shorten the spring 
and use the bumper stops to dissipate the ki- 
netic energy not absorbed by the dispLicement 
of the spring.  The length to which the springs 
could be shortened and still provide accurate 
measurement of maximum impact velocity was 
determined experimentally.  A transducer was 
subjected to a series of 30-msec half-£.ine pulse 
impactc from 9 height of 4 ft   A mechanical 
bumper was used to limit the displacement of 
the magnet to successively decreasing values 
until the signal output began to drop off.  By 
this means it was deterir.ined that the length of 
the spring mi'st allow displacements of 2 in. 

The results of the performance evaluation 
of the single-ended sliding rod magnet velocity 
transducer design are preset;'id in Figs. 10 and 
11, respectively, for both vertical and angular 
orientation "'ith respect to the input shock 
directions. 

In Fig. 10, velocity transducer output vs 
drop height is plotted for half-sine pulse dura- 
tions of 6, 15 and 30 msec.   Drop height was 
varied from 6 to 48 in., and the longitudinal axis 
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Fig. iO - Sliding rod magnet velocity transducer 
output vs drop height for half-j'ne shock pulses 
of various durations 
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Fig. 11 - Sliding roc' magnet trans- 
ducer output vs angle of shock input 
tc transducer's longitudinal axis 

of the transducer was in parallel alignment with 
the direction of shock input.  As Indicated in 
Fig. 10, there was close correspondence among 
the outputs obtained from 6 to 30 msec.  The 
greatest deviations occurred at the approximate 
midpoint of the drop height range investigated. 
This deviation amounted to 9 percent si a drop 
height of 24 in. 

Transducer outputs obtained when the lon- 
gitudinal axis of the transducer was oriented at 
angles of 0, 10, 30, and 60 deg to the direction 
of the shock input are presented in Fig. 11. 
These values were obtained at a drop height of 
12 in. and a puise duraticn of 15 mser.   The 
solid line is a plot of the calculated o .cput at 
the various angles and, as can be seen, the ac- 
tual readings obtained are in fairly close agree- 
ment with the calculated values.   The greatest 

deviation, 15 percent, from the calculated values 
occurred at the 60-def ingle drops. 

DEVELOPMENT OF VELOCITY 
RECORDING UNIT 

The recording unit is a solid-state elec- 
tronic device, which In addition to the trans- 
ducer section, consists of five basic elements: 

1. Spring loaded magnetic tape supply and 
take-up reels; 

2. A 4-channel in line tape recording head; 

3. A rotary stepping motor to advance the 
tape 1/16 in. for each shock mput; 

4. A 45-v dc power supp'y; 

5. Solid-state circuitry to provide the 
proper electrical triggering impulses for ad- 
vancing the stepping motor; and 

6. Electronic switch circuitry for the elim- 
ination ot undesirable secondary signal inputs. 

ünJ'ke the conventional type of tape re- 
corder, recordings with this unit are made when 
the tape is statiotiary.  This resulted in a sim- 
plified design and eliminated the need for a 
large power supply.  However, because the tape 
was stationary during the recording of the sig- 
nal, it was necessary to block out all but the 
Initial peak velocity pulse.  Otherwise, the sub- 
sequent pulses of opposite polarity produced by 
the damped oscillation of the magnet alter im- 
pact would erase all or most of the initial signal 
pulse from the tape.  The required elimination 
of all but the initial pulse is achieved by an 
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(■lectronic switch «huh shorts out any si^tui 
altiT tht-- iniu;1' sii;iial for a pt-nod of 2 sec. 

As shown in Fig. 12 th«; recorümg unit is 
shock-mounted with 6 1-in. pads of tx>nded 
fiberglass with a density of 7.5 pcf.   Figure 13 
is a block diagram of the velocity shock re- 
corder.   At impact a voltage proportional to the 
impact velocity is developed by the transducer. 
This voltage produces a current which flows 
through a resistance network into the recorder 
head, from which a signal is recorded on the 
magnetic tape.   The purpose of the resistance- 
network is to limit the induced current to less 
than tape saturation levels. 

When the rod magnet of the transducer 
reaches its mecnanical stop, it closes a set of 
contacts (transducer limit switch) which causes 
a series of »ransistors in the recorder elec- 
tronics to be biased into conduction, providing 
a path for the power supply to discharge through 
the digimotor which is then actuated and ad- 
vances the tape.  The digimotor will continue to 
advance the tape until all the transducer limit 
switches return to an open position.  However, 

Fig.   1.!  - Velocity shock recorder unit 

bt-cauM- ol tlse time required for the current 
booster caixu-itor in the power supply '.ircuit to 
reach the operating voltage level of the digi- 
.notor. '.here is an interval of 2.5 sec for the 
stepping intervals of the digimotor. 

The electronic switch, whose function as 
described previously is to block temporarily 
all secondary signals to the recorder head aiter 
the initial signal puise occurs, is set into oper- 
ation by the current pulse associated with the 
operation ol the digimotor.   The digimotor cur- 
rent pulse causes a series of transistors in the 
electronic switch to conduct current.  These 
transistors, connected in parallel between the 
transducer coil and the record head, effectively 
short or ground all signals before they reach 
the record head.  This shorted condition con- 
tinues to exist lor a period determined by an 
R-C timing network in tho electronic switch. 

A timing circuit is al.' o used to actuate the 
recorder at I-hr interval.. A time piece in 
this circuit closes *< swit jh, causing a pulse to 
be fed to the recorder electronics, which ener- 
gizes the digimotor. Simultaneously a pulse is 
fed to the recorder head and recorded on mag- 
netic tape as a timing mark. 

FUTURE WORK 

Some further work will be conducted on a 
lower frequency transducer of approximately 
7 cps to determine whether the increase in ac- 
curacy warrants the required increase in trans- 
ducer length. 

Our studies to date on the sliding rod mag- 
net transducer have been conducted with the 
transducer separated Irom the basic recorder 
unit.   Since the performance of this transducer 
hris proven to be satisfactory for both the re- 
quired pulse durations and for angle drops, the 
shock recorder now must be evaluated as a 
complete unit, that is, with the transducer elec- 
trically connected to the recording unit.   This 
evaluation will include subjecting the recorder 
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Fig.   13  - Velocity shock  recorder block diagram 

180 



to programmed shock inputs as previously con- 
ducted on the transducer alone.   These tests 
will then be followed by the free-fall drop test- 
ing of shipping containers instrumented with the 
recorder 

Fi.ally  *iier completion of the laboratory 
calibration of the recorder, a series of con- 
trolled field test shipments to both domestic 
and overs as destinations will be conducted to 

obtain information on the shipping environment 
as well as on the field performance of the ve- 
locity shock recorder. 
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ABSOLUTE CAUBRATION OF VIBRATION GENERATORS 

WITH TIME-SHARING COMPUTER AS INTEGRAL 

PART OF SYSTEM 

B. F. Payne 
National Bureau of Standards 

Washington, D.C. 

Improved shakers with a simplified ceramic ir.oving element and a 
reference acceierometer now permit reriprccity calibration over a 
frequency range from  10 to 5000 Kz.   This paper describes the present 
NBS sha;er calibration procedure in which magnitude and phase lag 
measurements are made.   Calibrai.ons to  10 kHz are planned. 

A teletypewriter givs access to a central time-sharing computer 
which can accept commands and data from punched paper tape or from 
the keyboard.   The data may be recorded from digital measuring in- 
struments by a special coupling system.    Data reduction is rapid and 
permits errors to be corrected quickly.    The combined use of the com- 
puter and the digital data recording system cuts the calibration time to 
about one-fourth that required by previous methods.   Monitoring the 
quality of motion of the shaker by the computer makes possible im- 
proved accuracy of the calibration process.    Calibration of one of the 
improved shakers is descr'.bed. 

B. F. Payne 

INTRODUCTION 

In cr.libration of vibration standards, accu- 
racy is affected by many mechanical and elec- 
trical factors, and exact reproduction of condi- 
tions is extremely difficult.  Accordingly, it is 
particularly important to know the results of 
measurements while the experimeüUJ setup is 
still in place.  It is useful to know almost im- 
mediately if data are "hanging uniformly or 
randomly, anu to assess the effects of varying 
the parameters tf obtain optimum performance. 

This paper describes a system for data 
collection and reduction with a time-sharing 
computer as an integral part of a calibration 
system.  Oa'a from digital instruments such as 
voltmeters and frequency counters are trans- 
T.itted to a teletypewriter either automatically 
or manually.  The teletypewriter prints a copy 
of the data and also punches a paper tape.  Data 
from the tape can be fed into the computer 
through the teletypewriter, and the computed 
results are recorded in return by the teletype- 
writer.   Various combinations of data sources 
can bs read into the recording system by a 
switch located on the interface equipment. 

Most of this paper is devoted to the appli- 
cation of this technique to the known reciprocity 
calibration of vibration exciters.  The ratio 
circuitry is presented in a general form and 
other applications for the circuitry are sug- 
gested in the Appendix. 

The data analysis techniques follow current 
practice which has been found to be useful. 
Additional experience with the calibration sys- 
tem may lead to alternative criteria for the 
screening of data due to bad motion and other 
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causes.   Other aspects ol daU analysis tech- 
niques are also bein^ irrvestigated. 

FEATURES OF TIME-SHAIUNG 
COMPUTER SERVICE 

A time-sharing computer gives the user a 
connection between the computer and his labo- 
ratory and permits him to communicate with 
the computer by some suitable means — usually 
a typewriter.   By typing »n or reading in taped 
data and commands, the user can receivf an- 
swers in a matter c{ seconds or minutes. 

The time-sharing system here is a com- 
mercial system using the BASIC languagec 
There are other systems available which in 
addition to BASIC can be programmed in ALGOL 
and a special version of FORTRAN.   The com- 
puter used in this system has a 16 K word stor- 
age and a 6-Msec memory cycle. 

Changes in the program are easily made 
by retyping a statement number and statement 
for each correction since a program is recom- 
piled on each run.  New statements can be in- 
serted between existing ones.   Each user is 
allocated a certain amount of space in which he 
can store his programs and recall them later 
by tyoing out the name ol the desired program. 
Storis>g the most commonly used programs pro- 
vides a rapid means of access to a large amount 
of iiucrmation.  Some of the systems also have 
libraries of commonly used programs, called 
syslen programs, available to each user.  If a 
laboratory has a number of instruments which 
are used as reference stands   Is, a detailed 
cali'jration or performance characteristic chart 
can be compiled in the form o: a program for 
tach instrument.  The users of the instruments 
use the comi uter efficiently by naming the pro- 
gram for that instrument when the calibration 
information is desired for a comparison test. 

The remote consoles are commercial tele- 
typewriters connected to the central computer 
by telephone lines.   The computer time is sold 
to c-jstomers by the terminal hour each month; 
usually 25 or 50 hr is the minimum.   The tele- 
typewriter can be rented or purchased. 

BASIC is a user-oriented language. It is 
similar in structure to FORTRAN, but does not 
take as much training and time to learn. The 
average person can learn the essentials of 
BASIC in 2 hr vising an instruction book. For 
more sophisticated programming. FORTRAN 
and ALGOL arc available. 

One of the attractive features of this sys- 
tem is that one tan program, edit, debug, store, 
and update at the typewriter console with only a 
small delay between temmands.  The editing 
commands have a higher priority than the run 
command, thus making It possible to debug a 
program very rapidly.   Programs in the user's 
storage can be combined to form still other 
programs.   Large segments of a program can 
be deleted Trom the current program in the 
working area of the computer without affecting 
the "saved" program in the memory area.  This 
residual program can then be combined with 
another program, using the "merge" oi "weave" 
commands, thus creating a uew program which, 
if desired, can be renamed and saved for future 
use.   In all this, the two original programs are 
unchanged and are still available for use.  An 
application of this technique is in transferring 
data from one program to another, eliminating 
the need for re -reading in the data for the sec- 
ond program. 

DESIGN OF IMPROVED SHAKER 

For a number of years the reference In the 
National Bureau of Standards calibration serv- 
ice foi vibration pickups has been a velocity 
sensing coil calibrated by a reciprocity method. 
The coll was part of the shaker used to provide 
motion for the pickups being calibrated.  The 
large size and complicated structure of the 
shaker caused resonances and cross-axis mo- 
tions which limited the accuracy which could be 
achieved and the frequencies at which satisfac- 
tory calibrations could be performed.   Modifi- 
cations of the flexures of the shaker reduced 
cross-axis motion but provided little significant 
improvement because the basic design remained 
unchanged.  A much smaller, simpler shaker 
has been built specifically for calibration and 
has been found suitable to 5 kHz j 1).  The new 
shaker uses an accelerom^ter in place of a 
velocity coil.  This change was necessary be- 
cause at the higher frequen ies the velocity 
coil signal was, lost in the noise level.   Also, 
since most of the pickups calibrated are accel- 
erometers. it was convenient to have a standard 
that was linear with acie'eration instead of 
velocity. 

The shaker is shown schematically in 
Fig. 1.  The moving element is made from a 
single casting of alumina (Al20,) which is 
ground to fit the stainless steel bearing.  The 
driver coll is wound on and epoxied in place to 
make the whole moving element rigid.   Pickups 
can be mounted on this by a 10-32 screw. 
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O XRAMC MOVING ELOIENT 
• «■> RCARING 
• VIBRATION ABSORBER 
• PERMANENT MAGNET 
• VIBRATION PICKUP 
• AIR INLET 

Fig. 1 - Eiectrodynamic vibration exciter 
equipped with air bearing and ceramic 
moving element 

RECIPROCITY CALIBRATION 

By the reciprocity technique, a shaker 
equipped with a velocity coil or transducer is 
calibrated.  This shaker can then be used to 
calibrate other transducers.  The reciprocity 
calibration is called "absolute" because it is 
independent of arbitrary standards.  It is based 
on measurements of voltage ratio, resistance, 
frequency, and mass, and is not a technique of 
comparison of secondary standards.  The accu- 
racy attained reflects the accuracy with which 
one makes the measurements and the character 
of the physical motion of the exciter, for exam- 
ple, whether the motion is purely sinusoidal or 
distorted and whether or not one is operating 
near a resonance. 

Until recently the reciprocity calibration 
of shakers was limited in frequency range to 
10 to 2000 Hz.  Ln large part, this limitation 
was due to the complicated structure of the 
shakers.  With the advent of the new shakers 
described earlier, it has been possible to ex- 
tend the range to 5000 Hz. 

and 3.  A brief outline of the measurements 
necessary for a reciprocity calibration follows. 

Experiment 1 

With the shaker being driven by an oscilla- 
tor and amplifier and the circuit as shown in 
Fig. 2, the first set of measurements consists 
of the transfer admittance given by 

I (driver coi1) 

E (standard accolerometer) 

where a bar above the symbol for the variable 
denotes a complex number.  This ratio can be 
measured by computing the current I from the 
known drop in voltage across a 10-ohm resistor 
in series with the driver coil and amplifier. 
The quantity measured is 

E ( 10-olim  resistor ) 

E  (standard   accpleromcter) 

Therefore, 

The reciprocity calibration technique used 
was an aiaptation of the one given in Refs. 2 Y        ^ ^ 
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Fig.   I - Schematic for transfer admittance 
mcasuremenls and use as calibratoi 

A block diagram of the electrical circuit 
for the ratio measurements is given in Fig. 3. 
This shows a general circuit used for voltage 
ratio measurements.  In the case of experiment 
1, the reference signal is the voltage drop 
across the 10-ohm resistor and signal 2 is the 
voltage generated by the standard accelerome- 
ter.   Both switches are in position 1.  A series 
of such readings is taken for each frequency 
and consists of readings taken with incremental 
weights attached to the mounting table one at a 
time; the increments ranged from 0.1 to 0.5 lb 
in this calibration.   Zero load readings are 
taken after each load.  Also, the phase angle 
for each point is needed.  In all, 22 data points 
for each frequency are required for a calibra- 
tion. 

Having measured the transfer admittance 
for a series of loads at a given frequency, we 

now plot graphs of the real and imaginary 
components of the ratio  * (y, - Y0) vs w, where 
w is the value of mass attached to the table and 
Y, and V0 are the transfer admittance for the 
various loads and zero load, respectively.  The 
zero intercepts of these plots and their slopes 
are computed by the weighted least square 
method of Bouche [4], who has shown that the 
error in 
to w. 

w (Y„- v0) is inversely proportional 

The values of Y0 used in the calculations 
are obtained by averaging the values of the y0 
measurements before and after each measure- 
ment of Yt.   The computed values of intercept 
J and slope 0 are used in determining the sen- 
sitivity of the standard.  Figure 4 shows the 
shaker and readout instruments used for these 
measurements. 

SlSMl I Q       L 

[ICTDC cwvtwiil' 

PHISEKETER 

CUHODE        V 
fJUMdl |  

101 
»USE I 

I   Tt.Eim 

"TT 
COHPUIEII 

i-'ig. 3 - Block diagram for phase angle 
and/or voltage ratio measurements for 
two ac signals 
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Fig.  4   -   Experimental   setup  for 
obtaining transfer admittance data 

Experiment 2 

In this experiment, the open circuit voltage 
ratio of the standard accelerometer to the 
driver coil is measured when the shaker is 
driven with a second shaker.  The moving ele- 
ment of the second shaker is connected to the 
mounting table of the shaker being calibrated. 
The ratio circuit is again given by Fig. 3.  This 
time the reference is the voltage generated by 
the driver coil as it movts ir. the magnetic field 
of the shaker.  Signal 2 is the voltage generated 
by the standard accelerometer.  In such a case, 
where both signals fall below 2 v, the reference 
is amplified before being fed into the reference 
channel of the ratiometer.  Measurements are 
usually taken every 50 Hz throughout the cali- 
bration frequency range.  Three sets of data 
are usually taken and are used to compute the 
final value used.   Phase angles are also taken 
here for each ratio data point.  For the fre- 
quency range of 10 to 2000 Hz, a Goodman's 
V47 shaker was used to drive the standard 
shaker.   For the frequency range of 2000 to 
5000 Hz, a piezoelectric shaker was used. 
While driving with the piezoelectric shaker, a 
matching transformer and a network of step 
inductors in parallel with the driver coil was 
found to be necessary to minimize the distortion 
in the motion.  By a careful adjustment of the 
inductor bank, the c'.stortion was kept at ap- 
proximately 1 percent.  Data from these two 

experiments are sufficient to determine the 
sensitivity of the mounting table of the shaker 
in volts output of the standard accelerometer 
per (j (acceleration of gravity) of table acceler- 
ation. 

DRIVING ELECTRONICS 

The oscillator provided a signal with no 
more than 0.05 percent distortion and fluctua- 
tions in amplitude after one hour warmup of no 
more than t 10 nv for a 0.5-v signal level, as 
measured by a differential voltmeter. 

The potentiometer which controlled the 
amplitude of the signal to the power amplifier 
had the equivalent of 10 turn resolution. 

The power amplifier provided 250 watts 
with less than 0.1 percent distortion.  The 
combined harmonic distortion of the oscillator 
and amplifier was checked periodically at less 
than 0.1 percent. 

A matching network of capacitors, varying 
from 0.1 to about 150 ^f, v/as used to turn the 
amplifier and shaker for best efficiency.   Paper 
or mylar-paper capacitors were used, since 
they are the least noisy for this purpose. 
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MEASURING SYSTEM 

The principal measurements in reciprocity 
calibration are ac a" ratios.  The instruments 
available to measure such ratios have improved 
greatly in the last few years.  Systems used 
earlier are described in Refs. 2, 5 and 6 

The system used for the work described 
here consists of the following components:   (a) 
two ac dc voltage converters effective to fre- 
quencies as low as 1 Hz, (b) frequency counter, 
(c) phase meter with dc voltage output to feed 
into a digital voltmeter, (d) dual trace oscillo- 
scope, (e) coupler program box. (f) digital 
ratiometer-voltmeter. (g) Model 101 data set, 
(h) Model 35 teletypewriter, (i) two high-input 
impedance cathode followers, (j) dc amplifier, 
(k) two voltmeters (3 percent) for setting lev- 
els, and (O ac voltage divider. 

The digital ratiometer used consists of two 
ac dc converters and a dc dc ratiometer.  It 
measurt^ ac voltages over the frequency raj.^e 
from 10 to 10,000 Hz with an accuracy of ap- 
proximately 0.5 percent for voltage signals 
from 10 mv to 10 volts.  Ratios of ac ac can be 
measured with greater accuracy by keeping the 
reference voltage (denominator) at 3 v or more. 
Over the frequency range from 10 to 10,000 Hz, 
the accuracy of the ratio will be about 0.2 per- 
cent if the numerator signal is as low as 5 mv. 
and it improves to about 0.1 percent if »he nu- 
merator signal is above 10 mv.  If the reference 
signal is less than 3 v, a good dc amplifier tan 
be used in the reference branch of the ratiom- 
eter.  The gain of the amplifier can be meas- 
ured so accurately that the overall accuracy of 
the ratio is not appreciably impaired. 

In using the dc amplifier in the reference 
branch of the circuit, we found we needed to 
buffer it on the ratiometer side by a cathode 
follower of high-input Impedance (1000 meg- 
ohms).  A cathode follower was also used on 
the signal side of the dc amplifier to buffer the 
signal feeding Into the voltage divider (Fig. 3). 
These cathode followers prevent loading effects 
which otherwise would Introduce appreciabl? 
errors.   For signals whose reference signal Is 
greater than 2v, both switches 1 and 2 are in 
position 1 and the ratiometer reads the ratio 
directly. 

The procedure for ubtainlng voltage ratio 
measurements for signals whose reference 
drops below 2v is as follows: 

1. Set the dc amplifier to some convenient 
gain (usually > 30^ and adjust the voltage di- 
vider to give a reference signal of 5 to 10 v. 

2. With switch 1 in position 1 and switch 2 
in position 2, record a voltage ratio R 1. 

3. With switch 1 in position 2 and switch 2 
in position 2, record a second voltage ratio R 2. 

4. Program the computer to calculate the 
ratio R = R 1 R 2. 

An alternate method for signals with low 
reference voltage is to measure the combined 
gain of the dc amplifier and cathode followers 
for the various frequencies of the calibration 
and then program the computer to make the 
gain corrections. 

The r ysUMn described above can reflect 
chu'i^s in ratio very quickly (5/sec in tracking 
modp;, lias an o\ irall accuracy of at least 0.2 
percent, nas provision for printer output, and 
will feed a paper tape punch and typewriter. 

INTERFACE BETWEEN MEASUR- 
ING INSTRUMENTS AND 
COMPUTER 

In Fig. 3 the interface equipment is denoted 
by the coupkr and program box and the data set. 
The coupler accepts information from the dig- 
ital ratiometer. frequency counter, and phase 
meter.   It operates on this information by cod- 
ing, formatting, and transmitting it to the tele- 
type    The data set, a standard piece of telephone 
hardware, permits th3 user to use the teletype 
as a device to record data, both as hard copy 
and on paper tape.  The coupler can work with 
many different printout devices, including mag- 
netic tape producing units as well as the tele- 
typewriter.  The teletypewriter, however, is r\n 
economical printer-tape punch as well as a 
computer outlet. 

The choice of data is made by providing 
various format options cf all the possible types 
of data sequences likely to be needed 'or a par- 
ticular application.  A switch on the front panel 
of the coupler Is used to choose the format op- 
tion.   Each position of the switch provides a 
particular sequence of data to b^ collected and 
:he various positions comprise all possible 
-equences   ikely to be needed for a given appli- 
cation.  The data collection is done while the 
:eietvpewrlter Is disconnected from the tele- 
phone line to the computer.  This is accom- 
plished by u switch located on the teletype which 
either connects the telephone line or the coupler 
to the teletype.   For data recording, the tele- 
type is connected to the coupler. 
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The coupler has two modes of operation, 
manual and automatic.  In the manual mode, 
one data logging cycle is executed wh'i  the 
command button is depressed; in the automatic 
mode, the coupler continues to log data one 
cycle after another until switched out of the 
automatic position.  The coupler also formats 
the data for use on the computer.   The coupler 
has a number of features for data formatting. 
Extra characters can be inserted, such as com- 
mas and decimal points.  A manual data entry 
panel provides for manual data entries, such as 
run numbers or time. After the coupler logs 
the data, it automatically advances the state- 
ment number. 

After the date are collected on the paper 
tape, the teletype is connected to the telephone 
line and the data on the paper tape are read into 
the computer by the tape reader located on the 
teletype.  The results of the computer program 
are printed on the teletype and can also be put 
on tape for future use. 

FROM DATA TO RESULTS-USE 
OF TIME-SHARED COMPUTER 
SYSTEM 

Alter the voltage ratio is taken (experiment 
2), the calibration measurements are completed 
by obtaining the transfer admittance (experi- 
ment 1).  Figure 4 shows the shaker and equip- 
ment setup for obtaining the transfer admittance 
readings.  First, we establish the frequency at 
which we wish to calibrate.  In tUs experiment 
we take voltage ratio and phase with a sequence 
of masses attached one at a time to the shake 
table. After obtaining the necessary 32 data 
points, plus the frequency and voltage ratio 
from experiment 2, the data are entered into 
the computer to obtain the final results.  The 
results are illustrated by an actual run given in 
Fig. 5.  At the top of the page is the frequency, 
value of the standard resistor used in experi- 
ment 1, and magnitude and phase (radians) of 
the voltage ratio of experiment 2.  Next is a 
printout of the data, consisting of the load at- 
tached to the table, ratio and phase angle as 
given for experiment 1, and the computed trans- 
fer admittance.  In the following columns are 
the average of the zero load transfer admit- 
tances ( YBO AVE), the difference in these and 
the loaded transfer admittances < Y VEOAVF , 
and the real and imaginary components TOR and 
Mil  using the recorded phase angles.  The YM'S 
are the components of the quantity 

In practice the voltage ratio experiment is 
performed first.   Usually, three sets of ratios 
covering the frequency range are taken.  The 
data, collected on tape and teletypewriter as 
described above, consist of frequency, voltage 
ratio, and phase angle.  The phase angle can be 
recorded at the same time as the ratio, or it 
can be recorded in a separate run. 

To measure the phase angle, a digital phase 
meter is used which utilizes the digital dc volt- 
meter part of the ratiometer.  By a remote 
command feature, the ratiometer can be elec- 
tronically s'   tched from voltage to ratio and 
the input can i>e switched to the signal from 
the phase meter, so that the coupler will pre- 
sent to the teletypewriter voltage ratio, phase 
angle, and frequency. 

f    (YH)      (YH) AVE). 

In the next step, the computer develops a 
weighted least squares fit for each of the real 
and imaginary components VMR and YVl, re- 
spectively, vs the masses w.   The j's and o's 
are the intercepts and slopes, respectively, of 
these plots.  Next the experimsntal and calcu- 
lated YMR ard YMI and the deviation (DEVi and 
percent deviation (YMI DP and YMR DEV PC) for 
these data are printed out.  The index is a 
measure of how well the data fit a straight line. 
It is an average weighted deviation given by 

Ln 'm 
Index 

In the voltage ratio experiment, the com- 
puter is asked to read in the ratio, phase, and 
frequency data points, normalize the ratio by 
dividing by 2 F   > !0'6 (F = frequency), and give 
a second-degree polynomial fit for the lormal- 
ized data vs frequency.   Using the constants for 
this fitted equation, the computer calculates 
and prints out the fitted voltage ratio for inte- 
gral frequencies (every 50 Hz).  Thus, even 
though the original data were taken at only ap- 
proximate frequency inte; vals, in its final form 
results are for exact intervals. 

where n is the loading factor which varies di- 
rectly as the mass (that is, 0.1 l6 is counted 
once, 0.5 lb is counted 5 times); m is the per- 
centage deviation of the YMR (since YMR con- 
tributes much more to the final answer than YMI, 
we are more interested in how YMR behaves); and 
N is the number of masses used in the sequence 
(in this case, five). 

Next there is a second pass made; that is, 
the computer decides which points, if any, 
should be eliminated based on how far the point 
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Tz   1900 t2:  10.219 m- i.5io<7 VR-PIU   1.92195 

LOAD MTIO PHASE YB 

0 .oocni 2.29 14.2269 
.1 .00C2I9 2.9 19.7415 
0 .oocn 2.55 14.229 
.2 .009*79 2.7 17.2581 
0 .OOCStl f.M 14.2269 
.5 .009222 2.79 18.7487 
0 .oocmz 2.55 14.2248 
.4 .004851 2.92 20.284 
0 .00(S82 2.55 14.2248 
.» .004492 2.99 21.7952 
0 .00C88» 2.55 14.2186 

VEO-AVE Y-VEOAVC Y« YM 
14.2279 .128041 «.97791 E-2 9.9800« E-3 
14,227» .255991 «.«205« E-2 9.19001   E-5 
14.2259 .554192 «.«1902 E-2 4.90075 E-5 
14.2248 .4959(9 «.«019« E-2 4.97474  E~5 
14.2217 .945594 «.98499 E-2 4.73659 E-J 

JU  9.45901 E-5 J2: .0«C592 
IM r.|.57130 E-5 Q2t-I.02902 e-5 

LMD VW-EX YW-CAL YW-05V YHI-DP 
.1 9.9600« E-5 9.50188 E-5 2.78176 E-4 4.98517 
.2 9.19001 E-5 9.1«479 E-S -1.47426 E-5 -.286263 
.5 4.90079 E-5 9.02762 E-5 -1.J6876 E-i -2.58892 
.4 4.57474 E-5 4.89090 E-5 8.42489  E-5 1.69355 
.» 4.73639 E-3 4.79557 E-5 -i.'mi   E-5 -.559181 

LOAD YIW-EX YW-CAL YMt-OEV YHH-DEV-PC 
.1 «.97791 E-2 «.«2891 E-2 -5.09980  E-4 -.775292 
.2 «.«205« E-2 S.6I862 E-2 1.7556« E-5 2.62174  c-2 
.5 «.«1902 E-2 «.«0855 E-2 6.68957  E-5 .1011'./ 
.4 «.«019« E-2 6.99804 E-2 5.92104 E-5 5.9-^21   E-2 
.5 «.98495 E-2 «.98779 E-2 -5.15651   E-! -'.79548   E-2 

lüOEJC  .107225 

XXXXXXXXXXXXXXXX SECOND PASS XXXXXXXXXXXXXXXTAXXXXXX 

LOADI80 FACTOR PC DEV 

1 -.775292 
2 2.62173  E-2 
3 .101127 
4 .059392 
5 -4.79349  E-2 

IMDEX:: .107223 

SUmARY  FOR  1500 HZ 
IIUGINARY 

J -5.43901   E-3 
0 1.37130 E-3 
BYP 

REAL 
.066392 

-1.02902 E-3 

SEN- 0  LOAD 
SEN-   1/2 LB 

MAGNITUDE 
6.66144 E-2 
1.71449  E-3 
.298693 

20.1028 
19.9321 

PHASE 
-8.17401   E-2 
2.21455 
2.23099 

-3.74154 
-3.18928 

Fig. 5 - Calibration data sheet for 
typical frequency calibration point 

deviates from the straight line. The limit for 
selection is programmed into the computer 
beforehand; usually it is 2 percent. The limit 
of 2 percent is tentatively selected as a working 
rule based on experience to date. With cumu- 
lation of additional data, this figure may be 

adjusted upwards or downwards. Other reason- 
able rules for the screening or editing of data 
are also being investigated. A new index is 
then computed and is printed with the loading 
factor used. In this sample run, no points were 
omitted on the second pass. 
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The components of the new j's and 0*8 are 
combined to get magnitudes and phases of j and 
Q which, together with the voltage ratio from 
experiment 2, provide all the informaüon for 
obtaining the sensitivity. The computer now 
substitutes these quantities into the equation 

S = 2634.95 m"["'i] ■v/g , 

where 

i = uait Imaginary vector, 

9 = weight attached to exciter table (lb), 
and 

F = frequency (Hz). 

Using the usual rules of complex numbers, the 
computer then computes senäitivitfca for w as 
3ero and 1/2-lb loads from this eq jUion. 

The final summary at the bottom of the 
data sheet (Fig. 5) gives the pertinent informa- 
tion for the intercepts, s'ope, and sensitivities 
for zero and 1/2-lb loads. The sensitivities 
here are in millivolts per g and degrees. 

The computer then fits two second-degree 
polynomials to each of the two sensitivity- 
frequency curves by the method of least squares. 
The interpolation formula for sensitivity for 
other weights-is given by 

So" ol (<0 -S./a) 

where s0 are the values given by the zero load 
second-degree equation and sl/2 are t^e values 
given by the 1/2-lb load second-degree equation. 

This sensitivity is tabulated by the computer 
for incremental loads which might be attached 
to the mounting table, usually every 0.05 lb 
from 0.0 to 0.5 lb for the various frequencies 
which are ordinarily used in a pickup calibra- 
tion. These tables provide a convenient cali- 
bration listing for any load up to 1/2 lb through- 
out the calibration frequency range. Having 
established the calibration of the primary 
standard in millivolts output per g of accelera- 
tion, we can use the same ratio circuit to es- 
tablish by comparison techniques the sensitivi- 
ties of secondary standards. 

Before the computer was used, not only 
was the calibration slower, but also some of 
the data handling could not have been done. For 
example, computing deviations and quality 

indexes would not have been considered practi- 
cable. 

The reciprocity technique is independent of 
other calibration methods and a calibratton re- 
sulting from the procedures described above 
can be considered as equal in accuracy and 
resolution to a calibration derived by any other 
means. However, vibration measurements are 
subject to so many sources of error that check 
measurements are desirable to minimize 
chances of systematic error. The calibration 
described In this paper was checked in a num- 
ber of ways, since both the shaker and the 
computer routine were fairly new. 

The accelerometer used as the calibratioc 
standard was calibrated oy the usual NB8 rou- 
tine: from 10 to 2000 Hz on two electrodynamlc 
shakers using velocity sensing coils, and from 
l.S to 10 kHz by the modulated frequency inter- 
f<>rometric technique [7]. These results were 
compared with the manufacturer's calibration. 
After the new shaker was calibrated as de- 
scribed above, it was used to calibrate a num- 
ber of accelerometers maintained at NBS whica 
are known to produce repeatable results on the 
current standard shakers. A good check at 10, 
15, and 30 Hz was obtained by using the new 
shaker to calibrate a servo accelerometer 
which had been calibrated statically on a till 
table. A further check over the frequency range 
below 2000 Hz was obtained by using a strobe 
light synchronized with the motion, and a micro- 
scope with a filar micrometer eyepiece. The 
discrepancies between the reciprocity calibra- 
tion and the check measurements were well 
within the estimated uncertainties of the meas- 
urements. 

USE OF RECIPROCITY TECHNIQUE 
TO EVALUATE DESIGN 

The reciprocity expei'iments combined with 
the computer can be used to evaluate design 
features of shakers under development. This 
can be seen from the data collected on the new 
shaker shown in Fig. 2.  Figure 6 shows the 
frequency response for the voltage ratio ex- 
periment 2. The smoothness of the curve indi- 
cates undistorted uniaxial motion of the shaker. 
If distortion oconus or local resonances affect 
the motion, it will be reflected in these data. 
On the older shaker, these data would show 
breaks in the curve indicating bad motion. 

The transfer admittance data also reflect 
the quality and uniformity of the motion. The 
scatter indices described above, taken on three 
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for experiment 2 
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shakers calibrated with the readout system de- 
scribed here, are given In Table 1.   Shakers 
619 and 676 are an older modified commercial 
type, and the indices reflect their scatter on the 
first pass through the computer. On the shaker 
AF H, very few points were rejected by the 
computer with a cutoff limit of 2 percent. These 
data indicate that the new design of the ceramic 
shaker reduced the scatter by a factor of about 
three.  Figure 7 shows the frequency response 
of the shaker calibrated by reciprocity «ring an 
accelerometer as the standard. 

TABLE 1 

Shaker 
Average Scatter Index 

1st Pass 2nd Pass 

No. 619 

No. 676 

AFH 

0.886 

1.00 

0.327 

0.415 

0.420 

0.259 
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Appendix 

The circuit given in Fig. 3 can also be used 
for the calibration of pickups by comparison 
with the reciprocity calibrated shaker using the 
standard accelerometer. The sensitivity of an 
unknown pickup mounted on the exciter table is 
given by 

unknown 
unknown  I  e 

E        G   ^standard 

where G is the gain of the dc amplifier and 
s«t.ndard is **& sensitivity of the standard ac- 
celerometer. The quantity in brackets is that 
measured by the ratiometer. Our standard ac- 
celerometer has a sensitivity of approximately 
20 mv/g. By setting the dc amplifier gain on 
approximately 50 and using the voltage divider 
to correct for small variations in the sensitivity 
of the standard and the gain of the amplifier 
and cathode followers, the meter will read the 
sensitivity of the unknown pickup directly. 

This leads to a simple means of setting the 
system for direct reading of sensitivity: 

1. Feed the output from an oscillator into 
both inputs of Fig. 3. That is to say, use posi- 
tion 2 on both switches 1 and 2.  Let the ampli- 
tude level be approximately what the output of 
the standard pickup would be at 5 g. 

2. Pick a gain setting on the dc amplifier 
so that its reciprocal will be approximately the 

sstandnid ^ ^ ^av^ equaticwi (in volts per g). 
In our case l/G should be 0.02. 

3. Adjust the voltage divider so that the 
exact calibration factor of the standard accel- 
erometer appears on the ratiometer when 
switch 2 if in position 2. Note this voltage di- 
vider setting. 

4. Repeat step 4 for the various frequen- 
cies taken in the calibration range, noting the 
voltage divider setting lor each frequency. 

To calibrate pickups, the standard acceler- 
ometer output will be fed into channel 1 (refer- 
ence); the unknown to be calibrated will be fed 
into channel 2. Switch 1 will be in position 1 
and switch 2 in position 2. If the voltage divider 
is now set for the appropriate frequency, the 
ratiometer will read the sensitivity of the un- 
known directly in volts per g. 

At the two lowest frequencies, 15 and 10 Hz, 
the reference in the system drops below 1.5 v 
at the lower acceleration levels if the dc ampli- 
fier is held at the same gain. Therefore, at 
these two frequencies, the system must be cali- 
brated for the separate levels of acceleration. 
In our case this is 5, 2, 1 for 15 Hz and 2, 1, 
0.5 at 10 Hz. This is especially convenient 
when using the coupler and teletype to record 
the data. Activating the command button pro- 
vides a direct printout of the sensitivity. 

193 



DISCUSSION 

Mr. Arne» (Fnakford Argenai): What 
mettaad 1« used to support the moviiig element 
in the vertical axis? 

Mr. Payne: At the present time we use 
two methods: a flexible rubber tube or by a dc 
voltage Imposed on the driving coll- The rubber 
tube works a little better than the dc suspension. 

Mr. Jackman (General Dynamics/Pomona): 
What is the cross-axis sensitivity in your cali- 
brations? 

Mr. Payne; It runs unter 2 percent over 
the caUbratton range, with some points below 
1 percent. 

Mr. Jackman: Is tteU 2 percent more or 
less uniform, or do you have resonances pulling 
up to the 2 percent? 

Mr. Payne: Throughout the calibration 
range from 10 to 5000 Hz, we do not have any 
evidence of resonances. The cross-axis mo- 
tion seems to have a more or less random pat- 
tern. A paper in the Journal of the Acoustical 
Society of America, September 1966, gives the 
actual experimental data on this. 
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EXPERIMENTAL TECHNIQUES FOR OBSERVING MOTION 

OF EXTENDIBLE ANTENNA BOOMS 

Donald J. Hershfeld 
NASA Goddard Space Flight Center 

Greenbelt, Maryland 

Some unique experimental techniques, developed for the damping tests 
of 23- to 43-ft long segments of the 750-ft long extendible antenna 
booms used on the Radio Astronomy Explorer (RAE) satellite, are de- 
scribed.   The booms, which are stored as a flat tape on a spocu in the 
spacecraft and then assume a tubular shape when deployed, are ex- 
tremely flexible in long lengths.   High damping is desirable to insure 
stability of the antennas in the orbital environment.   These tests were 
conducted by suspending segments of the boom as vertical cantilevers 
in a vacuum and measuring the decay rate of amplitude when the Doom 
was released from an initially deflected configuration.   Two methods 
were used to observe the motion of the boom:   a photographic method 
in which time exposures of the boom tip v/ere recorded on film, and a 
strain gage transducer which r».sasured bending moments in two direc- 
tions at the root end of the boc m.   The output signals from the strain 
gage transducer, when displayed OA an X-Y plot, describe interesting 
Lissajous patterns which essentially duplicate the path traced out by 
the free end of the boom.   These patUrns are interpreted by a mathe- 
matical model of the boom which has been programmed on an analog 
computer. 

D. J. Hershfeld 

INTRODUCTION 

The Radio Astronomy Explorer (RAE) sat- 
ellite represents the first attempt to obtain di- 
rective measurements of electromagnetic radi- 
ation from space in a frequency range which is 
shielded from the earth's surface by the iono- 
sphere. This directive capability will be 
achieved using a double V antenna configuration 
which, to measure low radio frequencies in the 
0.4 to 10 Mc range, requires that each leg of 

the V's be 750 to 1,000 ft long. An artist's con- 
cept of the RAE in orbit is shown in Fig. 1. In 
addition to serving as the prime antenna system 
on the RAE, these long antenna elements will 
also be utilized to provide gravitational gradient 
stabilization of the spacecraft attitude in orbit; 
i.e., the spacecraft will be continually oriented 
with one V pointing toward the earth along the 
local gravity gradient vector while the opposite 
V points toward the celestial sphere. The 
forces or torques necessary to achieve and 
maintain such an orientation are derived from 
the very small differences between the gravita- 
tional and the centrifugal forces acting on the 
long antenna elements. Associated with this 
technique for spacecraft attitude control is a 
set of libration modes or oscillations about the 
local vertical. These oscillations may be 
caused by initial conditions of misalignment 
with respect to local vertical or by disturbing 
torques due to such influences as orbital eccen- 
tricity, the earth's magnetic field, and solar 
radiation. 

To support a study of the effects of these 
libration modes and of other perturbing torques 
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Fip. 1  - Artist's concept of Radio Astronomy 
Explorer (RAE) satellite in orbit 

on the pointiivg accuracy of the antenna system 
and on the overall stability of the spacecraft, it 
was necessary to measure experimentally the 
mechanical damping of these antenna elements. 
The extreme flexibility and light weight per unit 
length of these antennas required the develop- 
ment of some unique techniques to accomplish 
these measurements. This paper describes 
these techniques and presents some typical test 
results obtained thereby. 

TEST OBJECTIVES 

The RAE antenna element is a 2-in. wide 
tape of silver-plated beryllium copper, 0.002 in. 
thick, which has been heat treated to form an 
overlapping tubular shape approximately 1/2 In. 
in diameter. These tapes are stored in a 
strained, flattened condition on spools inside 
the satellite during launch and, upon command, 
are unreeled at a controlled rate. As the tapes 
extend, they resume their natural tubular sliape. 

Figure 2 shows an antenna element forming into 
a tubular shape as it is deployed.  These an- 
tenna elements weigh approximately 0.015 lb/ft 
and have a bending rigidity (El) of 2,000 lb-in2. 

To measure the damping characteristics of 
these antenna booms, sample segments of boom 
were suspended vertically as cantilever beams, 
Initially displaced at the tip, and then released. 
By observing the rate at which the amplitude of 
the motion decreased, some measure of damp- 
ing could be obtained. These tests were per- 
formed in a vacuum environment to eliminate 
air drag which would introduce damping consid- 
erably greater than the mechanical damping of 
the boom itself. 

The arrangement of the test equipment and 
test boom is shown in Fig. 3.   This figure 
shows a 10-ft long test boom suspended from a 
fixture inside the vacuum chamber.  Initial de- 
flection and release of the boom were accom- 
plished by a "Polynoid" linear actuator and a 
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Fig. 2 - Antenna element forming into 
tubular shape during deployment 

Fig. 3 - Teat setup in GSFC dynamic 
test chamber 

techniques were developed. In chrooolugical 
order, they were the photographic technique and 
the strain gage bending moment transducer. 

Photographic Technique 

In the photographic technique, a 70-mm 
Hulcher pulse camera was located below the 
boom and aligned so that it looked vertically up 
at the bottom tip of the boom. Time exposures 
of the motion of the boom tip were to be obtained. 
However, because the period of obcillation of 
the boom was about 3 to 5 seconds, all tests had 
to be performed in a dark chamber with an ex- 
tremely small "pinlight" attached to the tip of 
the boom to provide a trace of the motion on the 
film. With this technique, the camera shutter 
could be left open continuously, and a trace of 
the motion was obtained simply by turning the 
boom tip light on and off. A frame advance sig- 
nal to the camera provided a new frame of film 
when required. This system could then be used 
to record any number of cycles of boom motion 
on one frame of film or could be used to record 
single cycles of boom motion on a series of 
frames. 

Typical test results obtained by this photo- 
graphic technique are shown in Figs. 4 and 5. 
Figure 4 is a typical record of a single cycle of 
motion. This exposure is one of a series of 
single-cycle exposures which were recorded 
while the amplitude of boom motion decreased. 
By scaling and plotting the amplitudes of suc- 
cessive exposures on a logarithmic scale vs 
the elapsed number of cycles of motion on a 
linear scale, a curve was obtained whose slope 
was directly proportional to the logarithmic 
decrement. These series of single-cycle expo- 
sures thus provided the quantitative data needed 
to evaluate the mechanical damping of the boom. 
Additional qualitative Information on the dy- 
namic behavior of the booms was obtained by 
continuous time exposures of multiple cycles of 
motion on one frame such as that shown in 
Fig. 5. This exposure shows some iOO oscil- 
lations of the boom and required exposure time 
of 5 mln. 

solenoid-operated boom catching mechanism 
shown in the lower part of the figure. To per- 
mit Initial deflection of the boom in various di- 
rections relative to its cross section, the fix- 
ture from which the boom Is suspended could 
be rotated about a vertical axis. 

Because of the vacuum requirement, direct 
observation of the boom motion was impractica- 
ble and, therefore, some unusual experimental 

Analog Computer Simulation of 
Boom Motion 

The pattern of motion shown In Fig. 5 can 
be explained as the result of combining the os- 
cillations of the boom in its two principal planes 
of bending.  Because the rigidity of the boom Is 
asymmetrical, the frequencies of these oscilla- 
tions In the principal planes are slightly differ- 
ent; this difference results In a type of planar 
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Fig. 4 - Typical time exposure 
of one cycle of boom tip motion 

Fig. 5 - Five-minute continuous time 
exposure of boom tip motion 

motion which has been discussed by Tlmoshenko 
and Young [1]. For the case of no damping, as 
described in the above reference, the motion 
describes a series of ellipses which may be in- 
scribed in a rectangle with sides parallel to the 
principal planes. The dimensions of the rec- 
tangle are determined by the initial displace- 
ments in the two principal planes. The orienta- 
tion and shape of the ellipse within this rectangle 
changes uniformly with time at a rate propor- 
tional to the difference in the two frequencies of 
oscillation. When damping is introduced, the 
dimensions of the rectangle are reduced with 
time so that the circumscribing figure no longer 
"ijpears as a rectangle but rather as a series of 

parallelograms. The motion then describes a 
pattern as shown in Fig. 5. 

To verify this theory, an analog computer 
program was used which consisted simply of 
two uncoupled sprlng-mass-dashpot systems 
whose natural frequencies differed only slightly, 
and the displacements of the two systems were 
displayed simultaneously as the X and Y coor- 
dinates cm an X-Y plotter. A typical plot, shown 
In Fig. 6, compares well with the photographic 
time exposure of the boom tip motion In Fig. 5. 

Fig. 6 - X-Y plot of analog 
computer program 

Strain Gage Bending Moment 
Transducer Technique 

After the first series of boom damping 
tests, it was apparent that the photographic 
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technique, while providing all necessary data 
for engineering analysis, did have several dis- 
advantages which made its application somewhat 
cumbersome. Particularly, the number of tests 
which could be run was limited by the available 
film capacity, and the test data were not avail- 
able concurrently with the conduct of the test. 
The strain gage bending moment transducer was 
proposed to overcome these disadvantages. 

The measurement concept for this tech- 
nique is based on the fact that the bending mo- 
ment at any cross section of a beam is related 
to the deflection of the beam as described by its 
normal mode shapes.   If the load distribution 
on the beam, and therefore its deflected mode 
shape, can be well defined, it is possible, at 
least in theory, to determine the deflection of 
any point along the beam by nieasurlng the 
bending moment at some particular cross sec- 
tion. In this case, we attempted to determine 
the tip deflections of a cantilever beam by 
measuring the bending moment at the root end 
oi the beam. Also, since the cantilever beam 
was free to vibrate in all directions, bending 
moments had to be measured In two perpen- 
dicular planes to determine the motion com- 
pletely. For convenience. It was desirable that 
these bending moments be measured along the 

principal planes of bending of the boom so that 
the bending strains in these planes would cor- 
respond to the uncoupled normal modes in the 
principal planes. 

Prior experience in attempting to measure 
strain In the boom material indicated that it 
was inadvisable to apply strain gages directly 
to the boom itself since the strain field In this 
thin-wall tubular section Is extremely complex. 
Instead, it was decided to instrument the man- 
drel on which the booms are moHoted for these 
tests. The mandrel thus became a bending mo- 
ment transducer. 

This bending moment transducer is shown 
in Fig. 7. Essentially, the transducer consists 
of a 1/2-ln. diameter aluminum rod which has 
been machined near one end to provide a strain 
section 1/4 In. square, approximately 1/2 in. 
long.  Four strain gages, one mounted on each 
face of the strain section, are connected elec- 
trically to form two independent Wheatstone 
bridges which measure bending moments in two 
perpendicular directions. The RAE boom seg- 
ments were clamped over the l/2-in. rod. The 
complete transducer system was carefully cal- 
ibrated by dead weight loading prior to use In 
the test setup. 

i/4 INCH SQUAK STIAIN 
SKTION STIAIN OAGtS (4 CAOCS - t ON 

EACH fACC) 

Fig. 7 • Strain gage bending moment transducer 
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The same test setup and procedure were 

tued with the beading moment transducer as 
were used with the photographic technique. In 
fact, both techniques were applied simultane- 
ously to compare the test data obtained. This 
comparison is demonstrated in Figs. 8 through 
IS. All of these patterns were obtained from a 
test of one boom segment. The difference be- 
tween them is caused by the initial displacement 
of the boom in different directions.  Figures 8 
through 10 are photographic time exposures of 
the boom tip motion. Notice the narrowness of 

Figs. 8 and 10 in which the initial displacements 
were almost aligned with the principal planes, 
thereby exciting only one >( the normai modes. 
This contrast with the bioad pattern of Fig. 9 in 
which the initial displacement was misaligned 
with both principal planes by about 45 deg, 
thereby exciting both normal modes. Figures 11 
through 13 were generated from the output volt- 
ages of the bending moment transducer system 
during the same tests. These voltages were 
initially recorded on magnetic tape and then 
later played back and displayed simultaneously 

Fig. 8 - Photographic time exposure of boom tip motion after initial 
displacement in G-deg direction 

Fig. 9 - Photographic tir e exposure of boom tip motion 
after initial displacement in 45-deg direction 
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Fig- 10 - Photographic time exposure of boom tip motion after initial 
displacement in 90-deg direction 

Fig. ll - X-Y plot of bending moments after initial displacement 
in 0-deg direction 

as X and Y coordinates on an X-Y plotter. Ob- 
viously, the boom tip motion illustrated in the 
previous set of figures has been fairly well re- 
produced by these bending strains as expected 
in theory. 

By measuring bending moments in the 
principal planes of bending of the boom, it is 
possible to analyze the normal mode frequen- 
cies and damping characteristics in these 
planes. A preliminary analysis of these data 
has verified a difference in the fundamental 
mode frequencies in the principal planes, which 
is attributed to a difference in the bending ri- 
gidity in these planes. 

obtained by these techniques have been pre- 
sented.  The interesting, somewhat esthetic, 
patterns of motion generated by the boom mo- 
tion, which have been illustrated, have been ex- 
plained in terms of the normal bending modes 
in the two principal planes of the boom. It has 
been shown that it is both theoretically possible 
and practicable to reproduce the motion of the 
tip of the boom by measuring the bending mo- 
ments at the root of the boom. It is hoped that 
the presentation of these techniques may serve 
to stimulate ideas for other applications of these 
techniques in the solution of similar experimen- 
tal problems. 

CONCLUSION 

Two unique experimental techniques for 
measuring the motions of extendible antenna 
booms have been described and typical test data 
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Fig. 1Z - X-Y plot of bending moments after initial 
displacement in 45-deg direction 

Fig. 13 - X-Y plot of bending moments after initial displacement in 90-deg direction 
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DEVELOPMENT OF LOW-COST FORCE TRANSDUCER* 

Marlyn W. Sterk 
Sandia Corporation 

Albuquerque, New Mexico 

and 

James A. Ellison 
California Institute of Technology 

Pasadena, California 

The Vibration Division of Sandia Corporation has developed 
a low-cost force transducer from a commercially supplied 
ceramic material.   This transducer, as compared to com- 
mercial types, is about 6 percent as expensive, 7 to 40 times 
as sensitive, and comparable in all other aspects. 

M. W. Sterk 

the need for electrical Isolation of the trans- 
ducer. The two disks are placed, one on top of 
the other, with their axes of polarization in op- 
posite directions.  A piece of copper placed be- 
tween the two disks acts as a common lead, and 
the insulation is used to prevent the bolt from 
grounding the inside edge of the transducer. 

The PFC transducer has an outside diameter 
of 1.5 in., an inside diameter of 0.5+ in., and a 
thickness of 0.4 in.  However, the PFC material 
Citd be purchased from the Electra Scientific 
Corporation in many sizes and shapes. 

INTRODUCTION 

The need for a low-cost force transducer 
is indicated by the increased emphasis on force 
control vibration testing, the large number 
needed to test large items, and the number of 
replacements needed for those that become 
damaged. In an attempt to satisfy this need, a 
force transducer was constructed from a polar- 
ized ferroelectric ceramic (PFC) material. 
The following transducer properties were in- 
vestigated:  cost, sensitivity, frequency re- 
sponse, preload effects, temperature effects, 
stiffness, and age effects. 

PFC TRANSDUCER 

The PFC transducer is constructed from 
two PFC disks (Figs, 1-3), thereby eliminating 

TRANSDUCER PROPERTIES 

Cost 

The PFC transducer costs about $20, which 
Is 6 percent of the cost of some coratnerclal 
transducers. Of the total cost, $!0 is for ma- 
terials and $10 for modifications. 

Sensitivity 

Open-circuit nominal sensitivity Is 420 
mv/lb.  This Is at least 7 times the sensitivity 
of the commercial transducers Sandia has 
evaluated. 

*This work wab supported by the United States Atomic Energy Commission. 

203 



WUME 
NEASUKMOn 

FOMX 

n 

i" 

x 

■i 

ü!     t 

B 
Kl 
DI 
"l 11' 

-O. 

.conft 

-INSUATOt 

I AXIS OF NUWIZATI« 

Fig. 1 - Schematic of PFC transducer 

Fig. 2 - Disaiisembled PFC transducer 

Fig. 3 - Assembled PFC transducer mounted on MB C-10 shaker 
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Frequency Response 

The frequency response was checked be- 
tween 20 and 2500 Hz und varied less than 2 
percent. 

Preload Effects 

If the mating surfaces are clean, properly 
lubricated, parallel faced and smooth, there is 
little variation in sensitivity due to torque. 

Temperature Effects 

Between -650F and 1750F, the PFC's sen- 
sitivity varies less than 10 percent. 

This is no problem at Sandia, since system 
calibration is a part of each test procedure. 

The voltage-dependent properties were 
measured by an experimental setup identical 
with that used at Sandia for force transducer 
calibration. The reliability of the experimental 
results is, therefore, the same as that of the 
force transducer results, which must be high. 
The experimental setup and method Is detailed 
in the Sandia Corporation Development Report 
SC-DR-65-664. 

Other properties are determined from in- 
formation given by the mantfacturer and from 
experience obtained during oesign and develop- 
ment of the transducer. 

Rigidity 

The transducer showed nominal rigidity of 
3.25x 10-8 in./lb. 

Aging 

There may be a question about the varia- 
tion of the transducer's properties with time. 

CONCLUSIONS 

The investigation reveals the possibilities 
of a low-cost transducer. The PFC transducer 
is comparable to commercial transducers in 
frequency response, preload effect, tempera- 
ture effects, stiffness, and aging. It is superior 
to commercial transducers in sensitivity and 
low cost. 
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AUTOMATIC CALIBRATION AND ENVIRONMENTAL 
MEASUREMENT SYSTEM FOR LAUNCH PHASE SIMULATOR* 

Harry D. Cyphers and Frank J. Holley 
NASA Goddard Space Flight Center 

Greenbelt,  Maryland 

A new environmental testing facility, the Launch Phase Simulator 
(LPS), is presently undergoing acceptance testing at the Goddard Space 
Flight Center.   This facility will completely cover in a single exposure 
the launch environmental condition; i.e., it will incorporate the latest 
vibration, acoustic, and vacuum developments with the static (or 
steady-state) loads generated during launch. 

The LPS requires supporting instrumentation to mrnitor a large number 
of parameters which vary considerably in amplitude severity and fre- 
quency.   Since this complex instrumentation involves many subsystems, 
the checkout and calibration procedure must be properly sequenced to 
minimize test preparation time.   Therefore, the LPS data collection 
system was designed to permit both automatic calibration and operation 
from a master control panel.   The control panel functions an a complete 
status display of all data collection subsystems.   The system can be 
completely calibrated and checked in less than 15 min and produce a 
digital printout to indicate system status. 

The data collection facility is designed around a 98-channel constant 
bandwidth frequency multiplex recording system which uses acceler- 
ometer and bridge-type signal conditioners as inpuis.   Specific re- 
quirements are frequency response 0 to 10,000Hz, signal-to-noise 
ratio of 45 db, and interchannel phase correlation of 5 degrees from 0 
to 4,000 Hz.   A unique feature of this complex system is the complete 
integration of the many specialized calibrators by several automatic 
calibrators, a digital voltmeter, a scanner, and a master control panel. 
Several alternate methods of calibration, including some design con- 
siderations for equipment setup and flexibility are briefly discussed. 

INTRODUCTION 

The complexity and quantity of data gener- 
ated by advanced environmental testing facili- 
ties have necessitated increasingly sophisticated 
calibration techniques. 

The system described here was designed 
with maximum emphasis on operational sim- 
plicity, accuracy, and rapid pretest and post- 
test calibration.  The system is presently being 
installed at the Goddard Space Flight Center 
and will be used tc collect ail the data generated 
on the Launch Phase Simulator (LPS). 

LPS INSTRUMENTATION 
REQUIREMENTS 

This simulator was designed to subject 
spacecraft to the environments experienced 
during the powered phase of launch. It is bas- 
ically a 60-ft radius centrifuge with a vacuum 
chamber located at itz fitter end.  This chamber 
houses a 3-degree-of-freedom vibration system 
in a removable end cap and an acoustic noise 
source (Fig. 1). 

The centrifuge can produce up to 30 g of 
steady-state acceleration.  The vibration system 

*This paper was not presented at the Symposium. 
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Fig.   I - Launch phase simulator 

is capable of operation in the thrust (radial) 
direction; producing yaw about a vertical axis, 
and transverse motion in a plane tangential to 
the arm rotation.  Vibration can be sine or 
random from 1/2 to 200 Hz. The acoustic system 

can produce a sound pressure level of 145 db 
rms and has a frequency range of 100 to 10,000 
Hz. The vacuum system can operate to 0.3 mm 
Hg (approximately 190,000 ft altitude).  All en- 
vironments can be simulated in real time. 

Fig.   2 - FM rocording and display center 
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DESCRIPTION OF INSTRUMEN- 
TATION SYSTEM 

This system is physically separated into 
two parts: (a) the centrifuge arm instrumenta- 
tion and its associated on-board calibrators 
(Fig. 1) providing impedance matching and am- 
plification of data signals prior to transmission 
off-board via slip rings, and (b) the control 
room instrumentation which displays and re- 
cords on magnetic tape the data signals re- 
ceived from the centrifuge arm (Fig. 2). This 
second portion contains the calibration control 
center which enables automatic checkout and 
calibration of the entire system from the off- 
board location (Fig. 3). The system require- 
ments are frequency response of 0 to 10,000 
Hz, 45-db signal-to-noise ratio, and interchan- 
nel phase correlation of 5 degrees from 0 to 
4,000 Hz with the tape recorder. Because of 
the wide bandwidth, the great number of chan- 
nels, and the phase correlation requirements, 
the recording medium chosen is considered the 
best. An analog-to-digital (A/D) conversion 
system could also be used if the number of 
channels and bandwidth requirements were 
within the speed of presently available A/D 
converters. 

The significant difference between this and 
other systems is the integration of the many 
calibrators into a coordinated system with a 
central control panel. 

SYSTEM CALIBRATION 

With the master program and calibrate 
control (Fig. 4), the system may be calibrated 
completely by one operator from the central 
control area.  Under system control, all cali- 
bration equipment functions, such as the data 
channel sequencing, measuring, calibrator 
stepping, and limit testing, operate simultane- 
ously. 

Calibration of the system consists of the 
application of voltages or frequencies to the 
system or subsystem to determine system op- 
erational capability.  Under operator control, 
discriminators, voltage control oscillators 
(VCO) and discriminators, differential amplifi- 
ers, charge amplifiers, and strain gages are 
calibrated independently and automatically. 
The outputs are tested against predetermined 
limits. Digital printout accompanies calibra- 
tion to identify subsystem and channel. Quanti- 
tative information is printed only for out-of- 
limit parameters.   For a rapid pretest and 
posttest calibration, a 3-point calibrate mode 

Fig. 3 - Master calibra- 
tion and control center 

records all channels simultaneously on mag- 
netic tape. 

In the calibration of the system, limit test- 
ing is performed on the system employing fixed 
parameters. These test results indicate under 
static conditions, such as the application of a 
constant band edge frequency to a discrimina- 
tor, whether it is in or out of set limits. Simi- 
lar static deviations are checked throughout the 
system. 
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Fig. 4 - Block diagram of system 

After static testing, sinusoidal signals of 
sequential amplitudes aad frequencies are ap- 
plied to charge amplifiers and differential am- 
plifiers to determine whether rms deviation of 
amplitude linearity and frequency response of 
the system as a whole (exclusive of transducers) 
is within preset limits. An oscillographic re- 
cording of the sinusoidal response can also be 
made as the system if sequenced through se- 
lected frequencies.  Flexibility in the selection 
of frequencies, levels, and dwell times is an 
inherent part of system design. 

In addition to control functions required 
for calibration sequencing, the following spe- 
cific calibrators are used: discriminator cali- 
brator, VCO calibrator, charge amplifier cali- 
brator, differential amplifier calibrator, and 
strain gage calibrator. Typically, calibration 
of tho system will proceed when in AUTO-CAL 
as:  (a) calibrate discriminators, (b) calibrate 
VCO/discriminators, (c) calibrate charge am- 
plifiers, (d) calibrate differential amplifiers, 
and (e) calibrate strain gage. Results are re- 
corded as digital printout and as an oscillo- 
graphic record.  The calibration time required 
depends or'y on the ac conversion rate of the 
digital voltmeter and the printer speed. The 
time saved in setup and checkout of the above 
system Is Illustrated by comparing it to another 
similar system in the Structural Dynamics 
Laboratory which contains no automatic features 
(Table 1). 

SYSTEM DESIGN 

The overall system is divided into three 
major subsystems:  (a) the FM multiplex, (b) 
charge amplifier, and (c) strain gage condition- 
ing and dc amplifier subsystem. The calibration 
system, which unifies these subsystems, con- 
sists of the individual remotely controlled cali- 
brators to provide programmed calibration 
inputs, a 100-point scanner which scans all 
subsystem outputs, and an ac-dc digital volt- 
meter (DVM) and printer to record the outputs. 

FM Multiplex System 

The constant bandwidth FM multiplex sys- 
tem consists of 98 VCO's, associated summing 
amplifiers, a 14-track wideband tape recorder 
(7 VCO's per track), and two sets of 7 discrimi- 
nators (Fig. 2) [1]. 

In addition to the completely manual method 
of setup and calibration, there are two concepts 
of FM system semiautomatic calibration, both 
using servo loops wherein the VCO frequency 
error voltage is used to drive a screwdriver 
which readjusts the VCO.  One method uses 
voltage comparison and the other frequency 
comparison. 

In the voltage comparison technique (Fig. 5), 
the discriminator is first calibrated using 
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TABLE 1 
Comparison of Test Preparation Times for Manual and Automatic Calibration Systems 

Subsystem Operation No. of Channels 
Time Required (hr)       j 

Automatic Manual    1 

FM system Setup 
Check 

98 
98 

0.50 
0.10 

5.00    1 
2.00 

Charge amplifier Setup 
Check 

56 
56 

1.00 
0.05 

2.00 
1.00 

Differential amplifiers Setup 
Check 

24 
24 

0.50 
0.02 

1.00 
1.00 

Signal conditioning Setup 
Check 

24 
24 

1.00 
0.02 

1.00 
1.00 

Total system time Setup 
Check . 

3.00 
0.19 

9.00      | 
5.00 
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Fig. 5 - Servo calibrator diagram (voltage comparison method) 

crystal oscillators and a digital voltmeter for 
accuracy. Then upper band edge, lower band 
edge, and center frequency voltages from the 
VCO calibrator are inserted in the VCO input. 
These voltages are then compared with the out- 
put of the discriminator and the VCO frequency 
error voltage. This method is sub. sc! to dis- 
criminator drift (usually small) and limit» th« 

discriminator output versatility because it is 
used as part of the comparison circuits. This 
limitation can be overcome by using the auxil- 
iary output voltage tap (usually 1 v for full- 
scale deviation) available on several discrimi- 
tators. This voltage is available before the 
adjustable output, thus allowing full use of the 
discriminator for playback purposes. 
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Fig. 6 - Servo calibrator diagram (frequency comparison method) 

The frequency comparison method (Fig. 6) 
ditfer« in that the VCO output is compared to 
crystal oscillators and the discriminator now 
serves aä the comparison device. 

The VCO and crystal oscillators are con- 
nected alternately to the discriminator. The 
difference between the two is the error voltage 
ustrd to position the VCO zero and gain adjust- 
ments until the VCO output is the same as that 
of the appropriate crystal oscillator. The dis- 
criminator does not need to be accurately cali- 
brated for this method, and the same crystal 
oscillators can be used to set up the discrimi- 
nators. BoUi techniques are incorporated into 
systems which will automatically insert cali- 
bration signals and scan the discriminator and 
VCO/discriminator outputs.  An accuracy of 
0.1 percent of full bandwidth can be obtained 
with either system. 

In the acoustic calibrate sequence, signals 
derived from the master calibrate control cause 
the discriminator calibrator to apply appropri- 
ate signal frequencies to discriminator banks 
and to sequence automatically through upper 
band edge, center frequency, and lower band 
edge. When operating with output scan and 
limit testing, the calibrator will apply seven 
frequencies corresponding; to upper band edge 
for the seven oscillators in a discriminator 
bank. The line scanner then scans the output 
lines, connecting the DVM to each in sequence. 
Associated limit testng is accomplished on 
each output during the scan.  As the calibrate 
sequence progresses, the digital printer pro- 
duces a record of channel identification.  In the 
event that an output falls oi tside set limits, the 
limit test will cause an appropriate control 
function to be generated so 'hat binary coded 

decimal (BCD) data are transferred from the 
DVM under print control for subsequent print- 
out. Identification and quantity is printed for 
out-of-iimit data. In the VCO/discriminator 
calibrate mode, VCO's will be automatically 
connected to discriminators, thus bypassing the 
tape recorder; the VCO calibrator is then pro- 
grammed for a 3-point calibration and limit 
tests are run on discriminator outputs. 

Charge Amplifier System 

This subsystem uses a set of relays in the 
front end of the charge amplifier which permits 
series ox shunt insertion of signals ai.d a cali- 
brator which controls these relays for its cali- 
bration system. This calibrator also has pro- 
visions for amplitude calibration from 0 to 100 
percent of full scale in 3 or 9 steps in a manual 
or automatic mode of operation and manual se- 
lection of sinusoidal frequencies from 2 to 20 
kHz. 

Calibration of the charge amplifiers may 
be accomplished by local control or by auto- 
matic control of the charge amplifier calibrator 
as an integral part of system calibration. The 
actual calibration of the charge amplifiers con- 
sists of inserting sinusoidal signals for rms 
limit excursion and checking limits off-arm at 
the inpu*. to VCO's. During this phase of cali- 
bration, the signals at the input of the VCO's 
are converted from rms to parallel BCD by the 
ac to dc converter and DVM combination.  A 
scan of all lines derived from charge amplifiers 
proceeds under system control with associated 
limit testing against preset limits.  Printout 
with identification as to subsystem and channel 
accompanies calibration in the usual manner. 
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The relays enabling series insertion of 
signals to the input line are used to check the 
input lines to the charge amplifiers. Since the 
transducer used is a capaciüve device, the line 
and the transducer serve 18 a capacitlve divider. 
A meter can be used to determine whether the 
input line is open, shorted or normal [2,3]. The 
line test mode can be automated if desired. 
Gain normalization is obtained in the charge 
amplifiers by attenuators ganged to the input 
level selector. The proper level calibration 
voltage is automatically selected when the gain 
is dttermined for the transducer to be used. 

Signal Conditioning System 

The bridge completion and conditioning 
subsystem consists of the universal signal con- 
ditioning modules and the dc differential ampli- 
fiers. These modules will accommodate either 
bridge- or potentiometer-type transducers 
merely by changing printed circuit cards. The 
output of the module is fed to dc differential 
amplifiers ami then to the recording system. 

The calibrator used with the bridge com- 
pletion networks provides simultaneous and/or 
sequential calibration in a manual or automatic 
mode and two levels of calibration:  14 steps 
plus zero and * 1 step plus zero. Control func- 
tions, channel identification and calibration 
step identiiication are available both visually 
and in digital logic form for system integration. 

This subsystem is calibrated by connecting 
the scanner to the dc differential amplifier out- 
puts and the dc amplifier calibrator to the dc 
amplifier inputs. Since the differential ampli- 
fiers will have different settings, it is neces- 
sary to normalize the calibration input to the 
respective channel being calibrated.  This can 
be done by a divider network on the calibrate 
input to the differential amplifier or by switch- 
ing different resistors into the feedback circuit 
of the differential amplifiers. The latter method 
is T.ore convenient in a system application but 
requires modification of the amplifier and, 
thereby, limits interchangeability. 

Once the differential amplifiers have been 
set up and calibrated in a manner similar to 
that fcr the charge amplifiers, the bridge con- 
ditioning calibrator is programmed to step 
automatically through each channel applying 
shunting resistors to one or more arms of the 
bridge transducers.  The differential amplifier 
output is fed to the scanner and then to the 
digital voltmeter where it is compared with the 
predetermined limits and flagged on the printer 
if it is out of tolerance. 

Once the above mbsystemff have aeen set 
up and checked, it is possible to calibrate all 
channels simultaneously and record this on 
magnetic tape prior to and just after a test run. 

Patching and Grounding System 
Design 

The operational capability of « complex 
data acquisition and recording system hinges 
on the patching system which unifies its many 
components. Where possible, a one-for-one 
patching relationship should be maintained with 
functional grouping of inputs. An example of 
onc-for-one patching would be charge amplifier 
1 connected to VCO 1. Self-normalizing jacks 
which require no patching in a one-to-one or 
normal setup were used on this system.  For 
other test configurations, it is only necessary 
to insert a patch cord to break the normal con- 
nection and patch the input where desired. 

In any low -ievel data collection system a 
good grounding system is mandatory. In the 
LPS facility this consists of one central ground 
block tied to the main water line. Tied to this 
central block by Individual connections are 
several satellite blocks. In addition, the sepa- 
rate building or earth ground is utilized for any 
circuits requiring ground returns. This pre- 
vents the instrumentation ground from becom- 
ing a current carrying ground. The equipment 
was selected with high common mode rejection 
ratios, ac and dc, and full differential isolated 
inputs and outputs where practicable. Proper 
procedures for termination of shields, selection 
of grounding points for various transducer con- 
figurations, etc., are available in the literature 
[4-6]. 

CONCLUSIONS 

Test preparation time can be reduced to 
1/5 of the time required for a manual system 
by using automatic calibration features. The 
automatic method is more comprehensive, less 
subject to operator error, and produces a 
printout verifying complete system status. 
Detailed dynamic analysis indicates that, ex- 
clusive of the transducers, an overall system 
error of less than 1 percent will be obtainable. 

Despite the number of calibrators involved 
in a system of this size, they all operate in 
very similar ways.  More effort should be ex- 
erted by industry to develop a universal modu- 
lar ac-, dc-, and frequency-calibrator which 
could be easily adapted to various calibration 
requirements. Thus, one calibrator with some 
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programnring could accoaunodate any portion 
of a complex system.  Low-level (miUlvolts) 
voltage-controlled oscillators are now becoming 
available. These can in mary instances obviate 
the need for signal amplification between trans- 
ducer and recording medium. Also units have 
recently become available which combine signal 

cooditioning, amplification, and VCO into one 
compact unit. These units have high- and low- 
voltage outputs plus the VCO frequency output. 
Other desirable features would include Internal 
gain normalization capability and differential 
inputs and outputs. 
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MICROMINIATURE INSTRUMENTATION AMPURERS* 
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I 

The measurement of physical variables such as strain, displacement, 
velocity, acceleration, and temperature has become increasingly im- 
portant to both government and Industry engineers and scientists. Asso- 
ciated with these measurements are serious problems of instrumenta- 
tion size, cost, and number of data points required.   The transducer 
amplifier uf ed for these measuremrnts plays a major role ia attcining 
performance goals.   In many areas, and particularly in the aerospace 
field, the number of measurements is dictated by the size, weight, and 
performance of the instrumentation.   Many sensors and amplifierr are 
needed to insure a satisfactory number of measurements, but the ve- 
hicle cannot be overloaded.   This paper describes the development of 
two families of microminiature amplifiers small enough that with exist- 
ing technology they can be made an integral part of moat transducers. 

INTRODUCTION 

Instrumentation amplifiers have played 
prominent roles in the field of experimental 
mechanics.  Early amplifiers made from vac- 
uum tubes were large, bulky, and expensive, but 
the introduction of the transistor made possible 
a considerable reduction in amplifier size and 
cost.  Research and development in the field of 
solid-state devices during the past ten years 
has resulted in a new technique for the next 
generation of instrumentation amplifiers- 
molecular electronics.  The active portion of 
each of these amplifiers is a monolithic linear 
integrated circuit which in its entirety is no 
larger than a single transistor of the type now 
used.  Research and development work per- 
formed during the past year has resulted in the 
development of two families of instrumentation 
amplifiers suitable for use with conventional 
lo» - and high-impedance transducers. 

The use of integrated circuit linear differ- 
ential amplifiers not only reduces size and 
weight but improves circuit performance in 
certain areas owing to the unique features of 
monolithic silicon construction.   Linear ampli- 
fiers made from integrated circuits have the 
following advantages over their counterparts 
made from discrete solid state components: 

(a) small size and low weight, (b) well-matched 
device characteristics, (c) excellent device 
thermal tracking, (d) low noise, (e) high reli- 
ability, and (f) low cost. 

MICROMINIATURE AMPLIFIER 
DEVELOPMENT 

Generally speaking, the users of transducer 
amplifiers incorporate them into instrumenta- 
tion systems such as those shown in Fig. 1. 
Although many different system applications 
are possible, several are worthy of note. In 
Fig. la, the present system connection is shown 
where the transducer is remotely connected, 
and all data processing and signal conditioning 
equipment including power supplies is centrally 
located. Owing to the small size and weight of 
the integrated circuit (I.C.) amplifiers, addi- 
tional flexibility is available to the user either 
to locate amplifiers where he would have been 
unable to before, or to locate many mere ampli- 
fiers in a given place. In Figs, lb and 1c, sys- 
tem connections where transducer amplifiers 
are remotely located adjacent to the transducers 
are shown.  Owing to the extremely small size 
of integrated circuit instrumentation amplifiers, 
they may easily be incorporated into the same 
case as the transducers with a negligible increase 

♦This paper was not presented at the Symposium. 
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in size and weight.  Systems of this type are 
shown in Figs. Id through Ih for various power 
supply locations.  Although the system config- 
urations shown in Fig. 1 are merely typical and 
quite general in nature, they effectively demon- 
strate the new freedom available to the instru- 
mentation system designer as a result of re- 
moving constraints regarding amplifier location. 

The microminiature amplifier was designed 
using a monolithic integrated circuit together 
with the smallest resistors, plugs, and capaci- 
tors commercially available.  Examples of the 
types of resistors, capacitors, and integrated 
circuits used to develop the low-impedance 
strain gage amplifier are shown in Fig. 2.  To 
illustrate the size reduction possible if further 
development work is done, a silicon die which 
could be designed to perform all functions now 
performed in hybrid fashion by the combination 
of an integrated circuit and discrete components 
has been placed in the upper edge by the foil 
strain gage and may be located beneath the point 
of the pencil at the upper right side of Fig. 2. 
Where sensors such as strain gages and ther- 
mocouples which have no case in which to house 
both transducer and amplifier are used, the 
amplifier may be separately encapsulated, but 
will be small enough to be mounted adjacent to 
the sensor and will be capable of operation in 
most environments suitable for the sensor. 
This amplifier is unuiual because it uses the 
same 12-v dc power supply for the amplifier as 
well as the bridge circuit, and as a result, only 
one power supply is needed for such a system. 
A schematic diagram of a 120-ohm strain gage 
bridge and molecular amplifier is shown in 
Fig. 3. 

In all, three types of microminiature am- 
plifiers were designed, built, and evaluated, of 
which two were low-impedance or strain gage 
amplifiers.  The first, shown in Fig. 4, has fixed 
gain of 250, and the other, shown in Fig. 5, has 

a gain variable up to 500.  Although incorporat- 
ing the dual trimpot for gain adjustment in- 
creased amplifier size considerably, NASA, the 
customer, felt that tae improved system flexi- 
bility provided by the variable gain feature out- 
weighed the undesirable effect of increased size. 
The third amplifier, shown in Fig. 6, has high 
impedance and has a fixed gain of 15.  A typical 
frequency-response curve for *he low-impedance 
amplifier operating with a gain of 500 is shown 
in Fig. 7.  The frequency-response curve for the 
high-impedance amplifier is shown in Fig. 8. 
The amplifiers investigated are only a few of 
the many which can be developed.  Ranges of 
values for performance parameters of interest 
in instrumentation system design when integrated 
circuit amplifiers are used are given in Table 1. 
Because the design of a given amplifier always 
involves certain tradeoffs, arbitrarily chosen 
sets of parameter values may not necessarily 
be realizable.  It is difficult to specify a value 
for the minimum physical size attainable be- 
cause as the amplifier becomes small, other 
things such as connector size beconu determin- 
ing factors instead of the amplifier active ele- 
ments.   Eventually, however, the size will ap- 
proach that of the silicon chip shown in Fig. 2. 

GENERAL SYSTEM CONFIGURATION 

In most systems where amplifiers of the 
type developed are used, the basic function per- 
formed is a physical parameter measurement 
resulting in either a record or a display.  In 
general, many parameters are sensed simul- 
taneously, requiring a multiplicity of sensors. 

A general system configuration is shown in 
Fig. 9.  Many types of sensors which provide 
electrical signals in correspondence with some 
physical variable are available.   Parameters 
which may be sensed include strain, accelera- 
tion, velocity, displacement, force, pressure, 
and temperature. 

Fig. 2 - Low-impedance strain gage amplifier 
and its components 
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Fig. 3 - Schematic dia- 
gram of 1 ZQ-ohm strain 
gage integrated circuit 
amplifier 

* 

Fig. 4 - Fixed gain low-impedance 
strain gage amplifier 

Fig. 5 - variable gain low-impedance 
•train gage amplifier 

Because of the low signal levels produced 
by available sensors, an amplifier usually fol- 
lows each transducer.  The outputs of the am- 
plifiers may go to a multiplexer—if needed— 
where the signals are combined, either by pulse 
duration or subcarrier multiplexing techniques, 
into a single signal capable of transmission 
over a single wire.  As shown, signal paths may 
include telemetry loops where necessary. 

The output of the multiplexer may then go 
to a tape or oscillograph recorder for perma- 
nent record or to an oscilloocope for instanta- 
neous display.  Where multiple-head tape re- 
corders are available, multiplexer requirements 
may be reduced, or the multiplexer may even 
be eliminated if the number of sensors is small 
enough. 

Certain systems may also include some 
circuitry for the purpose of trend or out-of- 
iimit signal condition sensing.  The outputs of 
such circuits may also be recorded or displayed 
as required. 

Fig. 6 - High-impedance fixed 
gain transducer amplifier 

Electromechanical measurement systems 
and system performance monitors, two specific 
arrangements of the general system configura- 
tion using microminiature instrumentation, will 
be discussed in greater detail because of their 
many possible applications. 

Electromechanical Measurement 
System 

The primary function of the electromechan- 
ical measurement system is collection of data 
concerning parameters of physical systems ex- 
cited in certain ways.  The embodiment of this 
system is quite similar to that of the general 
system configuration shown in Fig. 9.  A multi- 
plexer may or may not be used depending on the 
number of sensors and the number of simulta- 
neous recording channels available. 
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Fig.  8  -  Frequency-response  curve for  Westinghouse high- 
impedance molecular electronic amplifier with 1000-ohmload 

The complete system is of interest for the 
following reasons.  Amplifier size is decreasing 
rapidly and in many cases begins to approximate 
the size of the transducer used with it.   From 
considerations of noise and calibration, it is ad- 
vantageous from the point of view of system 
performance to locate the amplifier next to the 
transducer.  The next most obvious step is to 

integrate sensor and amplifier into a single unit 
which would be lower in price than the combine^ 
prices of the amplifier and transducer. 

In some situations, hard wiring between 
sensor and multiplexer is impossible, and in 
others, hard wiring between multiplexer and 
recording or display equipment in impossible. 
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TABLE 1 
Typical Specification Ranges for Present R&D Microminiature Amplifier» 

Periormance Parameter 
Low-Impedance Model» High-Impedance Model* 

Minimum Typical Maximum Minimum Typical Maximum 

Input impedant .• (kilohms) 2 10 300 10« 10« 

Output impedance (kilohms) 50 2.7 3 50 50 100 
Output voltage swing (v) -- — *5 -- -- ±5 

Transfer Characteristics: 
Gain, continuously variable 10 — 1000 10 100 200 
Common mode rejection ^db) 60 70 90 — — — 
Noise, referred to inp-a (jxv) 5 6 10 20 50 60 
Frequency response, ?, db down (Hz) DC — 10s 0.8 — 2xl04 

Gain stabUity {%/"€) — — 0.1 — — •1 
DC offset stabUity (MV/0C) 3 5 7 — — 
Linearity (% of full scale) 0.1 — 1 0.1 " 1 

Operating Temp. Range ("C) -55 — +125 -55 -- +125 

Voltage requirement (v) 1.5 12 DC 15 1.5 12 DC 15 

at 

Volume may range from 1/2 to 1/300 cu in. 
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Fig. 9 - General instrumentation system block diagram 
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For these situations, telemetry lit   a are required 
«here signals are converted to FM by voltage- 
cootroiled oscillators and transmitted at some 
Ugh carrier frequency.  Telemetry links of the 
type needed may be constructed from combina- 
tions of integrated circuits and discrete com- 
ponents.  Integrated circuit broadband amplifiers 
may easily be obtained, but where frequency se- 
lectivity is needed, discrete components must 
be used. 

Except for the recording device — usually 
a tape recorder or oscillograph — the remainder 
of the system, which Includes all display ampli- 
fiers as well as all fault-sensing circuits, can 
easily be made from microminiature instrumen- 
tation. 

The type of system described can be used 
in physical test laboratories and for structure 
prototype tests on aircraft, spacecraft, rockets, 
mass transit vehicles, automobiles and trucks, 
ships, motors, turbines, generators, and fans. 
In many of these applications, measurements of 
physical parameters must be made at many dif- 
ferent locations on the structures.  Because of 
the present large size and high cost of the re- 
quired Instrumentation, general practice has 
been to use a small number of instruments and 
to take a few readings at several locations.  As 
the size and price of the required instrumenta- 
tion decreases, simultaneous measurement at 
more and more places will become more attrac- 
tive, requiring the use of more amplifiers ard 
more sophisticated time-sharing and multiplex- 
ing systems. 

System Performance Monitor 

The system performance monitor is most 
easily differentiated from the electromechanical 
measurement system by the fact that the per- 
formance monitor operates continuously as the 
monitored system is used.   The previously de- 
scribed system, however, is used merely to 
evaluate a prototype structure or to make a 
one-time qualification evaluation of a finished 
structure. 

The basic building blocks of the system 
performance monitor are the same as those 
shown in Fig. 9, and all considerations concern- 
ing their development and construction described 
in the previous section apply here as well.  In 
general, the same types of parameters must be 
sensed using the same types of transducers or 
combined transducer-amplifiers as described 
previously.  In some cases, the parameters to 
be sensed will be electrical signals taken from 

a functioning syste.n eliminating entirely the 
need for any transducer. 

Although a commoa s?t of building blocks 
can be used, systems of this sort may take 
many different forms depending on the applica- 
tion.  A partial but by fat not ill-inclusive list 
of some of the types of system! is given in the 
following paragraphs. 

Simple Monitoring c! Critical Parameter — 
In many instances, much money or the safety of 
people may be jeopardised if a system functions 
improperly.  A fairly simple monitoring sys- 
tem can be used to sense and warn of cit..er 
existing or impending trouble.  An example of 
such a system would be an aircraft turbine 
vibration sensor which has been shown to be 
invaluable in sensing impending turbine failure. 

Fault Detection — Some systems function 
properly only when a number of independently 
operating subsystems each operates properly. 
If any one of the subsystems malfunctions, the 
total system will not work, and when failure 
does occur, the indicators of failure may be 
such that it is difficult to quickly isolate the 
failed part.   Most transportation systems includ- 
ing aircraft, automobiles, and ships are exam- 
ples of such systems. In almost every case, the 
performance of the total system must be moni- 
tored by personnel, and when failure occurs, 
they must diagnose the indicators of failure to 
locate the failed part or subassembly as quickly 
as possible. 

In general, the more diagnostic data avail- 
able, the shorter is the time required to locate 
and replace the failed part or assembly.  If the 
total system is an automobile, the amount of 
time required to diagnose and repair the failure 
is usually of little consequence.  But, if the sys- 
tem is a warship or an aircraft, obviously time 
can be critical. 

Data Logging — Many systems operate with 
no control, with inadequate control, or with un- 
reliable or antiquated control.   For any one oi a 
number of reasons, it may be ■>! interest to gen- 
erate a continuous record of a critical parameter 
in such a system for future use.   If the process 
or system considered is large and enough param- 
eters are to be recorded, a process control or 
data logging computer is required.  Such a sys- 
tem is not considered here.  Under considera- 
tion are small systems where only a few pa- 
rameters of Interest are needed and where the 
cost of a computer would be out of the question. 
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Monitoring systems of the type suggested al- 
ready exist, but they are mainly of old design, 
large, electromechanical in nature, and expen- 
sive.  By using microminiature instrumentation 
and utilizing fully the new and unique features 
available in system design which arise from the 
use of integrated circuits, many applications 
today considered to be out of the question will 
be feasible. 

Areas of applications of all three types of 
system performance monitoring systems in- 
clude aircraft, mass transit vehicles, computer 
systems, power generation equipment, machine 
tools, water pollution control systems, and fab- 
rication processes.  In all of these cases, of 
course, the sale price of the system must be 
consistent with the economics of th>; marlrel 
considered. 
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INVESTIGATION OF PULSE X-RAY TECHNIQUES FOR 

JTUOY OF SHOCK-WAVE INDUCED EFFECTS IN SOIL* 

Warren .1. Baker and Frank J. Janza 
Eric H- Wang Civii Engineering Research Facility 

University of Ne» Mexico 
Albuquerque. New Mexico 

The recent development of pulse x-ray systems provides an important 
new instrument with capabilities not previously available for testing in 
study of shock-wave phenomena-   Technological advances in x-ray sys- 
tems have resulted in pulse powers of 50 kv to over i mv and pulse 
widths of 10 to 30 nanoseconds.   Such extremely narrow x-ray pulses 
and high-accelerating potentials now provide a means of radiographing 
the interaction effects of a shock wave with test models embedded in 
various homogeneous media.   Soil can be penetrated to a depth of 12 in., 
and the interaction effects can be radiographed at repetition rates (or 
framing rates) from 10* to 105/sec.   The feasibility of a pulse x-ray 
system in the study of shock-wave-induced motion of modeled struc- 
tures buried in soil was investigated.   The results from about 20 tests 
on models burie!1. in soils are presented by radiographs and 35-mm 
photographs.   Initial tests determined the tei.hmques, model size, and 
density of soil which would yield optimum pictures.   The use of gamma- 
rsy sources and other x-ray phenomena for shock-wave measurements 
«as also investigated- 

INTROnUCTION 

X-Rays Applied to Soil Research 

With the recent advances in flash x-ray 
systems, the possibility of obtaining useful in- 
formation of shock-wave-induced motion of ob- 
jects buried in soils by the application of these 
systems was investigated.  The prospects of 
being able to radiograph the shock wave as it 
interacted with a buried model warranted the 
initiation of a series of tests with a flash x-ray 
system which generated a group of eight IBO-ker 
!- /isec pulses space 1 msec apart. 

Tests were conducted to determine;  the 
capabilities of the pulse x-ray system to resolve 
density variations in soil, ed^e detail ot the 
burled models, and the maximum soil sar>ple 
that could v   penetrated and still produce usable 
radiographs. 

Previous radiography served at a basis for 
this study; unfortunately, most of this work had 
been done with static x-ray systems. 

Role of X-Rays in Soil Studies 

X-rays have been used occasionally in soil 
mechanics to monitor soil-density changes un- 
der load or as a result of various placement 
techniques [1,2].   Tracking the motion of small, 
x-ray-opaque pellets in the soil has also been 
an important application [2,3,4,5]. 

Three unique features of the x-ray tech- 
nique make it a desirable method of measure- 
ment in soil.   First, it is a whole-field tech- 
nique which gives a full picture of the events in 
an are^ that can be photographed,   in compari- 
son, gages placed in roll to measure soil or 
structure mot' in ;?JI give, essentially, only 
point; ofi   . .ation.   X-rays may be used to de- 
fine .      egression and shapes of failure planes, 
a decided advantage over other instrumentation 
techniques   Second, the penetration of x-rays 
through a soil sample, resulting in the exposure 
on recording film, is a direct functtor. of the 
soil density »Jid a convenient way to tecord den- 
sity changes as stras,«« are developed in a soil 

'f'This oaper was noi presented at t!ie Symposium. 
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mass.  Third, very small, opaque pellets 
(slightly larger than soil grains) embedded in 
a soil mass can be tracked when subjected to 
stress changes.  Thus, many displacement 
measurements of soil can be taken in the field 
of view by setting up an array of pellets.  The 
measurements may be taken without disturbance 
of the soil by internal instrumentation since the 
x-ray source and recording medium are outside 
of the soil sample. Generally, soil-placed gages 
will affect the surrounding soil motions which 
occur when stress is applied to the soil [6,7,8]. 
Factors such as modulus mismatch, acoustic 
impedacci mismatch, and arching will influence 
the readings from an embedded gage. 

The x-ray technique used in the study of 
soil dynamics has not yet produced the expected 
results [9].  Repetition rate, duration, and in- 
tensity of x-rays have not been developed to a 
point where the Information on a dynamic record 
is adequate for analysis of the changes in the 
soil as a stress wave passes through it.  The 
minimization of the scattering of x-rays in soil 
also requires extensive investigation. 

Review of Static Work 

In 1929 Gerber [3] used x-rays to determine 
the overall displacements in a soil sample when 
a failure load was applied.   He was able to track 
3•mm lead pellets in sand loaded by a 3-in. 
steel plate.  The thickness of the sample was 
8 in., the maximum thickness that could be ef- 
fectively penetrated.  The photographs were not 
clear enough to be reproduced, and some of the 
pellets did not show on the radiographs. 

The next major step In the use of the x-ray 
technique, with a continuous source system, did 
not occur until 1949 when David and Woodward 
[2] investigated a two-dimensional, looting- 
failure problem.   Their results were very en- 
couraging:   density changes and incipient failure 
planes and patterns were easily seen beneath 
the footing.   Lead bird shot was placed in a 
mesh below the footing.   Displacements of the 
bird shot were measurable at depths of three 
footing widths.   A dense wedge which developed 
directly beneath the footing was also easily de- 
tected.   Their study employed direct exposure 
of 11- by 17-in. x-ray film, as well as a fluo- 
rescent screen placed behind the soil sample 
and photographed with a 35-mm camera.   The 
soil samples were moderately well-compacted 
sands, 3.0 to 4.5 in. thick.   The latter dimension 
was the maximum thickness that could be pene- 
trated by their x-ray systems. 

In 195! Berdan and Bernhard (ll performed 
pilot studies on density measurements by x-ray. 
In essence they took pictures before and after 
compaction of a soil sample.   A granular beach 
sand and a cohesive silt were used; the samples 
were 3.11 in. thick.   The x-ray equipment was 
a Westinghouse Industrial Unit with a ISO-kv 
rating.   The x-ray exposure - at 60 kv, 30 ma, 
und a 48-in. focal length — was 9 min and pro- 
duced a readable x-ray film placed behind the 
soil sample.   Large density changes (10 to 15 
percent) did occur.   However, the minimum 
density change that could be detected was not 
determined.   The authors also embedded a 
pressure cell in the soil which was then com- 
pacted.   The decreased density in the area be- 
low the cell was obvious fron; the radiographs. 

More recently Roscoe et al. [4] used a con- 
tinuous x-ray technique to determine strains in 
sand.   This study was conducted in a model 
earth-pressure apparatus [5] to determine the 
state of stress and strain behind a vertical wall 
structure as the structure was rotated from the 
surface into »he soil mass.  The apparatus had 
glass walls 6 in. apart, and x-ray film was 
placed in a cassette directly behind the sample. 
The equipment was a continuous industrial-type 
Müller M. G. 150 x-ray machine wuh a maxi- 
mum rating of 3 ma at 150 kv with ^ i.i-ü'.m 
focal spot.  The sand was used in a 'let.de atate 
(void ratio, .» =0.55), and adequate :i(:Mres 
were obtained with a source current o' i ma at 
130 kv and an exposure time of 4 miu.   Displace- 
ments of lead shot, 2.5 mm in diameter and 
placed in a fine mesh behind the wall structure, 
were tracked with satisfactory results.   Shear 
planes and planes of incipient failure could be 
detected from the dilatancy which took place on 
these planes. 

Arthur et al. [5] were interested in Studying 
plane-strain problems which required that the 
apparatus walls be rigid, have a .ow coefficient 
of friction, and be transparent to x-rays.   De- 
signing walls with these characU ristics is dif- 
ficult when the x-ray flux and exposure time 
are limited as in a dynamic situation.   However, 
the information presented in rtefs. 4 and 5 prove 
rather convincingly that for static work in soil 
the x-ray technique is a very useful means of 
i istrumentation. 

TECHNIQUES  FOR   JSt OF  X-RAYS 
IN DYNAMIC SOU.. TESTS 

The major difference between x-ray studies 
in static and dynamic soil tests is the amount of 
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time available during the test to pass sufficient 
x-rays through the sample tc expose the record- 
ing film adequately. 

When the tests are dynamic, two types of 
available x-ray machines may be used.   The 
first has a multiple-flash x-ray source with a 
pulse width about I ßscc.   The duration of the 
pulse is short enough essentially to stop the 
motion in a sou sample loaded dynamically. 
The number of pictures per second (or frame 
rate, fr/sec) and the time lapse between pictures 
depend on the number of voltage pulses applied 
to the x-ray tube, or the pulse-repetition fre- 
quency (prf).   The pictures are recorded with a 
high-speed motion picture camera after the 
shadowgraphs resulting from the transmitted 
x-rays have been transformed and converted to 
visible light through an x-ray image intensifier. 
The transmitted x-rays can be used to expose 
x-ray film directly without image intensifier 
and high-speed motion picture camera.   If the 
film is held stationary, the record is in the 
form of a series of multiple exposures on one 
frame.  The film on a drum can be rotated at a 
convenient rate to provide multiple frames with 
single exposure.   The time history in all cases 
is provided by the pulse-repetition frequency. 

The second machine has a constant-potentia! 
x-ray source which produces a continuous flow 
of x-rays through the soil sample. By rotating 
a drum with the film on it, a streak photograph 
of buried objects may be obtained.  The devia- 
tion of this streak from its original path is di- 
rectly related to the displacement of the object 
in the soil.   Since the drum velocity provides 
the time base for this record, the slope of the 
streak is directly related to the object velocity. 

The use of radioactive pellets (gamma-ray 
emitters) embedded in soil has also been given 
some attention [9,10].  In most cases detection 
of the motion of the radioactive pellet is the 
means of obtaining information.   Since very 
little research on radioactive pellets has been 
done for applications to soil measurements, nev 
designs and techniques will have to be tested. 
It is likely that such a measurement system 
would require from two to three years for de- 
velopment. 

Some priorities based on penetrability, 
practicability, and availability have developed 
in the designation of x-ray (gamma-ray) sys- 
tems for dynamic soil measuremen'^.   Aftei 
research into the application 01 x-iays to non- 
destructive testing and fields closely associated 
with soil dynamics, priorities in the following 
order are suggested: 

1. Multiple-flash x-ray system (field- 
emission type). 

2. Multiple-flash x-ray system (hot-cathode 
type). 

3. Embedded radioactive isotopes used with 
scintillating crystal detectors.  (Considerable 
developmental work and experimentation are 
required before a usable system would be avail- 
able for dynamic soil measurements; however, 
the feasibility of such a system has been dem- 
onstrated for other applications with similar 
stringent requirements.) 

4. Embedded radioactive isotopes in an 
arrangement to maintain the whole-field char- 
acteristics of x-rays, or the application of the 
Mossbauer effect.   (Both techniques require ex- 
tensive development before a workable system 
would be avilable.) 

Certain areas of research in soil dynamics 
are particularly suited to experiment with x-ray 
techniques, because displacements, density 
charges, and formation of shear or rupture 
planes as a function of time are important char- 
acteristics; and the formation of shear or rup- 
ture planes usually cannot be obtained conven- 
iently with other techniques. 

The changes in the free field as a stress 
wave passes through a soil sample may be 
studied with x-rays.   The motion of small lead 
pellets which appear opaque to x-rays when 
embedded in soil samples 3 to 8 in. thick may 
be tracked on film with an appropriate time 
marker.  However, information derived from 
x-ray records is limited by the effects of 
boundaries on samples only 3 to 8 in. thick, and 
boundary effects are serious when simulation of 
one-dimensional behavior at great depths is at- 
tempted.   Displacement gages have been de- 
veloped recently [6] which are reliable for 
frer -field measurements.   By using gages in 
progressively larger samples, the effects of 
sample thickness may be detected.   Conse- 
quently, free-field information derived from 
x-ray records is expected to be somewhat lim- 
ited; it probably can be outlined more easily 
and reliably by other means. 

Laboratory experiments on direct explosion 
coupling, cratering, and underground explosion 
cavities iTI' can be monitored using high-speed 
x-ray techniques.   The x-ray records will pro- 
vide information on the development of cavities, 
propagation of fractures in brittle materials, 
and the mechanism associated with cratering. 
The experiments are restricted by boundary 

227 



conditions imposed by sample thickness limited 
to 3 to 8 in. The type of information obtained in 
experiments with x-rays, however, cannot be as 
complete as with other techniques. 

The greatest advantage of the x-ray tecn- 
nlque is found in experiments where interaction 
between the soil and a structure takes place. It 
is nearly impossible to instrument such experi- 
ments adequately with gages on the structure 
and in the soil to define the interaction. 

Buried models taken to failure or subjected 
to large deformation are well suited to the x-ray 
technique.  Some success has already been 
achieved in monitoring with x-rays with collapse 
and deformation mechanisms of lined and un- 
Uned tunnels of various shapes and the resulting 
soil deformation.  Model footings taken to failure 
dynamically develop displacements and failures 
in the soil that are easily detectable by x-ray. 

An important feature in any laboratory test 
on large samples of soil is the effect of soil- 
container boundary conditions.  Recording by 
x-ray the motions near boundaries can be par- 
ticularly effective since most soil-placed gages 
are unreliable near boundaries. 

Great effort has been expended recently to 
develop soil-placed gages for dynamic use. 
Berdan and Bernhard [l] showed that placement 
problems of buried pressure cells could be 
studied with x-rays. The placement and re- 
sponse of gages used in soil dynamics are par- 
ticularly important, and the development of an 
evaluation technique using x-rays would be very 
worthwhile.   The evaluation technique should be 
designed to assess the influence of the gage on 
the surrounding soil and to distinguish between 
the motions of the gage and the soil if the gage 
were not there. 

FLASH X-RAY TECHNIQUES 
IN SOIL DYNAMICS 

When flash x-ray studies in soil dynamics 
were first considered in 1963, it was difficult to 
provide comprehensive specifications for the 
test apparatus.   The difficulty arose because 
great penetrating power was needed in very 
short time to record Information.   Proved flush 
x-ray equipment to provide this penetrating 
power in short bursts was not available, and 
some development was needed.   Technology in 
flash x-rays has advanced rapidly in the past 
two years, and tests indicate that specially pre- 
pared soil samples and buried test objects can 
be studied under dynamic conditions with flash 
x-ray equipment. 

Time 

In dynamic events the time factor associated 
with sensing instruments means several things. 
Specifically, with a multiple-flash x-ray system, 
one is concerned with the x-ray-pulse duration, 
the pulse-repetition rate, and the total time span 
over which x-ray pulses can be produced.  The 
pulse duration must be short enough so that a 
still picture of the soil sample can be taken 
(without objectionable blurring) while a shock 
wave is traveling through the soil at high veloc- 
ities, i.e., 800 to 2,500 fps.  Today x-ray tech- 
nology can easily produce pulse widths from 
18-nanosec to 2 Msec. 

X-Ray Intensity 

The most important requirement of a flash 
x-ray system in dynamic soil tests is the gen- 
eration of flash x-rays of high intensity.  This 
radiation intensity or flux emanating from 
nearly a point source is subject to geometric 
attenuation as the x-rays diverge from the 
source.  In addition to geometric attenuation, 
the x-rays are also subject to severe attenua- 
tion from mass absorption of radiation as they 
penetrate the soil sample. 

To obtain a shadowgraph of that portion of 
the soil bin (approximately a 9-in diameter 
field of view) containing the embedded pellets, 
the x-ray source was placed about 18 in. from 
the front of the soil bin.  The intensity was thus 
limited by the requirement for the field of view. 

The mass absorption was severe since it is 
an exponential decay function which depends on 
the mass-absorption coefficient and thickness 
of the material.  The following example of the 
mass absorption of a 6-in. dense sample of 
20-30 Ottawa sand (standard testing material) 
will delineate the problems in producing suffi- 
ciently intense x-rays of short-pulse widths. 

In Ottawa sand a unit weight of 111 pcf — 
1.775 gm/cc — represents a void ratio of 0.5. 
Ottawa sand is nearly 100 percent silica (a form 
of silicon dioxide, Si02) in the form of quartz, 
and a 6-in.-thick sample represents 4 in. of 
solid quartz which must be penetrai J. 

Mass-absorption coefficients for particular 
bodies can be calculated by weighting the mass- 
absorption coefficients of the elements in the 
body.   In this example it is convenient to cal- 
culate an x-ray intensity-reduction factor as 

I. (   )t (1) 
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where 

I, = radiation intensity after beam has 
passed through body, 

;,  = radi ^tion intensity incident to body, 

= :::ass-absorp(ior <•oef, cient of body, 

= »nasj- rt^^sity of body,  and 

i  = thick,» ■   of body to be penetrated. 

The value of ,.     tor Si02 at 150 kev is nearly 
0.14 sq cm/gm given by Bloedow f9l   The den- 
sity of quartz is 2.65 gm/cc.   Thus I, I0 : 
computed to be 0.023, or the x-ray flux inciden: 
on a 6-in. sample of dense Ottawa sand suffers 
an attenuation of nearly 98 percent because of 
mass absorption of the sand. An 8-in. sample 
would absorb about 99.7 percent of the x-rays. 

Resolution 

Poor resolution in x-ray records limits the 
quantitative information which can be gathered. 
By using specially prepared soil samples and 
test objects, valuable information about dynamic 
behavior can be collected even if investigation 
is limited to large displacements.  The displace- 
ments that might be effectively studied with 
x-rays are peak particle displacements of 150 
to 250 mils.  To determine the minimum de- 
tectable displacement, it will be assumed for 
purposes of calculation that the peak particle 
displacement decays linearly in 10 msec.  It 
seems valid to require that a measurable change 
in displacement be recorded at least every 
1 msec.  This means that particle displacements 
between pulses should be resolvable to at least 
33 percent in the interval (about 5 to 8 mils) so 
that the 15- to 25-mil change in displacement 
can be readily measured. 

Field of View 

The size of the field of view is dictated by 
the particular experiment.  It is important to 
keep the field of view to a minimum to control 
better the various kinds of geometric distortion 
and scatter for higher radiographic sensitivity. 
In the experiments with model footings, lined 
and unlined cavities, explosion cratering, and 
instrumentation evaluation, the field of view 
cannot be reduced below certain minimums. 
The area of interest above model structures for 
which arching studies have been made is nearly 
8 sq in.  Consequently, a very large field of 
view is desirable; anything smaller than 8 in. 

in diameter could seriously hamper the scope 
of studies in soil dynamics and soil-structure 
interaction. 

The field of view must not be distorted 
dimensionally beyond correction.  In particular 
tests where density changes and failure planes 
are of primary interest, the field of view should 
maintain a nearly uniform intensity (brightness 
or film density).   In cases where image intensi- 
fiers are used, the Inherent vignetting is very 
noticeable; however, the vignetting on recently 
developed image intensifiers has been greatly 
improved. 

Material Properties 

It is desirable to study various soils from 
dry sand to wet clay, with grain sizes from 0.6 
to 1.2 mm and 0.0002 to 0.002 mm, respectively, 
and with mineral contents from Si02 (quartz) to 
2H20 • A1203 ■ Si02 (kaolinite cl:.y).  The dynamic 
response of soil is generally attributed to the 
constitutive relationships exhibited by a partic- 
ular soil.  A dense, uniformly graded sand may 
exhibit a one-dimensional secant modulus of 
40,000 psi at a stress level of 100 psi, while a 
soft clay could easily have a modulus of 4,000 
psi.  The density of the sand may be as high as 
120 pcf, and that of the clay as low as 80 pcf. 
In a dynamic soil test on a column of soil 3 ft 
high, the surface will displace 0.1 in. if the ma- 
terial is the dense sand, and 1 in. If the mate- 
rial is the soft clay.  The stress wave velocities 
at 100 psi in dense sand and soft clay will be 
about 1,300 fps for the sand, and 500 fps for the 
clay; and typical peak particle velocities will 
range from 2.5 fps for the sand to 12.5 fps for 
the clay.  Thus, depending on the capabilities 
of the x-ray equipment, a wide variety of soil 
types can be studied.  U the resolution and 
penetration factors of the x-ray system are low, 
the selected soil must be softer (less dense ma- 
terial) if adequate x-ray penetration is to occur. 

Boundary Conditions 

The boundary conditions of concern are 
those at the soil-container walls.   The walls 
create a friction effect in the soil which carries 
shear stresses normally carried by the soil. 
The stresses developed at the wall are trans- 
mitted to the soil and influence the soil response. 
The walls must be nearly rigid (and maintain a 
high transparency to x-rays) to minimize the 
influence of three-dimensional deformations 
occurring in tests to simulate one-dimensional 
and two-dimensional behavior. 
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RESULTS OF EXPERIMENTS WITH 
FLASH X-RAY SYSTEM 

Multiple-Flash X-Ray System 

The pilot tests with the multiple-flash x-ray- 
system were concerned with how well particular 
areas of soil dynamics and soil-structure inter- 
action could be studie«! by multiple-flash x-rays. 
The particular multiple-flash x-ray system which 
was used for tests wus developed for specific 
soil experiments and has been used statically 
(for calibration purposes) znA dynamically with 
sand and silt In rectangular cross-sectional 
containers.  The dynamic inputs were developed 
with shock waves from a 45-ft vertical shock 
tube and with hydraulic rams.   Figure 1 shows 
a typical test arrangement. 

Figure 2 is a schematic of the multiple- 
flash x-ray system in a typical test arrangement. 
The system generates a series of eight l-jisec 
pulses with a pulse-to-pulse time separation of 
1,000 /isec.   As the pulse-repetition frequency 
is lowered, the number of pulses per sequence 
increases.  The high pulse-repetition frequency 
is possible for only a limited number of x-ray 
pulses because of the low rate of heat dissipa- 
tion by the anode of the x-ray tube. 

The advantages of the multiple-flash x-ray 
system over conventional x-ray systems in 

medical and industral laboratories are as 
follows: 

1. The system has stop-motion capability 
for transient events.   For example, a radiograph 
of a shock wave front having a velocity of 3,00C 
fps is smeared out 36 mils by a 1- usec x-ray 
pulse.  A soil set in motion with a velocity of 
100 fps by the shock wave has the radiograph of 
the motion smeared 1.2 mils by the l-fisec 
x-ra., pulse. 

2. The system provides a sequence of 8 
pulses at a pulse-repetition frequency (prf) of 
1,000 pulses per second (pps) which makes it 
possible to get sequential sets of data of the 
shock wave as it propagates through the sample. 

3. The system has an 8-ln. image-intensif ier 
tube which converts x-rays to electrons at the 
input screen and then converts the electrons to 
visible light at the output screen. The tube 
provides a nominal gain of 3,000, thus the x-ray 
dosage can be lowered considerably.  The infor- 
mation transformed to visible light can then be 
coupled to a motion picture camera by optical 
methods.   The image intensifier permits use of 
longer x-ray wavelengths with consequent re- 
duction of the accelerating voltage, and allows 
improving the contrast, particularly when the 
x-ray wavelength can be set at the radiation 
absorption edge of a material.  The image 

J3 
1.    Higli spcrtl H-m cwnpra 

1.    9-in.-dt jitter iiwsn- intensifier 

i.    12-m.-diawter shock tube 

S.    ReetanfUl»r section of shock tube 

ti.    Sc:l bib.   IS n io \ " m. 

X-rav bra» 

Pulsed X ray sottrce 

Fig.  I  - Flash x-ray test setup for soil dynamics studies 
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Fig. 2 - Multiple-flash x-ray system used to analyze shock- 
wave-induced pellet motion in Ottawa sand 

intensifier allows the use of high-speed cameras 
for photographing pulse-by-pulse information 
over the same, or a fixed, field of view on 16- 
or 35-mm high-speed high-contrast film. 

For the desired dynamic soil measure- 
ments, the multiple-pulse x-ray system has 
certain limitations: 

1. The upper pulse-repetition frequency of 
1,000 pps is inadequate for recording the inter- 
action of the leading edge of a fast-rising stress 
wave with a small pellet (4-mm diameter); how- 
ever, it is adequate for recording the slow decay 
phenomena.   For example, an x-ray system gen- 
erating 105 pps could provide two radiographs 
as the shock wave passes over the pellet. 

2. Even with the image intensifier the in- 
tensity developed with 150 kv is inadequate to 
expose the film sufficiently when 4 in. of sand 
has to be penetrated; 300 to 600 kv is required. 

3. The resolution is limited by the image 
intensifier and the optical system.   The resolu- 
tion at the output ot the calcium tungstate sur- 
face (Fig. 2) la about 2 line pairs per millimeter 
(fp/rnni); at the output of the lens system it is 
about 1.5 fp/mm.   (Exposing the film directly 
with x-rays increases the resolution where the 
extent of this increase is a function of the dis- 
tance of the object from the lilm, the granular- 
ity of the film, the x-ray target size, and the 
density and scattering of the free-field medium.) 

Test Procedure 

Experimentation with the multiple-flash 
x-ray equipment was necessary to determine 
the most efficient procedure to get the best 
data from rectangular soil samples loaded dy- 
namically.  Positioning the x-ray source at 24 
to 28 in. from the image intensifier proved a 
good compromise and yielded a rezsonably 
sharp final image, provided the maximum field 
of view, and k?pt the spatial attenuation of in- 
tensity to a minimum. 

Clear Plexiglas supported by steel braces 
was used for the soil-container walls.  Other 
materials tested were laminated wood and 
aluminum.  Wood was eliminated after a few 
tests because of the large lateral deflections 
experienced at high pressures (100 psi), its 
nonuniform density, and its low strength.   Alu- 
minum was eliminated because aluminum walls, 
as thin as 1/4 in., scattered and attenuated the 
x-ray beam quite severely.   Plexiglas offered 
the advantages of low x-ray absorption, trans- 
parency to light, uniform density, a relatively 
high modulus of deformation, and adequate 
strength when supported by steel braces spaced 
sufficiently far apart to maintain a maximum 
field of view. 

The scattering of x-rays in soil and by the 
side walls of the container was quite high.  This 
produced a foggy background on the film, caus- 
ing decreased contrast between the soil and the 
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lead pellets.  Scattered x-rays behave as nu- 
merous x-ray sources which cast shadows of 
the sand and the pellets from numerous direc- 
tions on the x-ray film.  By placing a lead sheet 
in front of the soil sample with a window cut to 
the iize of the field of view, the scatter was 
greatly reduced (Fig. 2).  The scatter was re- 
duced further by using microllne x-ray grids of 
lead (60 to 150 strips per inch) to clean the 
scattered x-rays out of the flux which has pene- 
trated a test specimen. 

The definition of the edges of the lead pel- 
lets was very poor due to their spherical ge- 
omet ry. Lead cubes (3/16 in.) were used in place 
of spherical pellets with much more success. 
Rectangular bars (3/16 in. square, 1/2 in. long) 
were also used with the long dimension placed 
along the path of the x-rays.  These bars, as 
expected, weie better defined than the cubes; 
however, it is difficult to place lead cubes and 
rectangular bars so that the edges are parallel 
to the x-ray beam.  Any rotation of the pellets 
will distort the shadowgraph and could easily be 
interpreted as translation. 

Pilot Tests 

Pilot tests were performed to assess the 
utility of the multiple-flash x-ray system in 
tracking the motions of lead pellets and buried 
objects, and in detecting density changes in the 
soil.  The first tests determined the quality of 
pictures that could be obtained through various 
thicknesses of soil.  The x-rays were so atten- 
uated by a 6-in. sample of dense Ottawa sand that 
no pictures could be obtained.   Hence, a theo- 
retical attenuation of 98 percent of the maximum 
x-ray intensity from the flash x-ray system is 
severe enough to prevent any data acquisition 
with present techniques.   In 6 in. of loose Ottawa 
sand sufficient x-rays passed through the cam- 
ple to actuate the image intensifier.   Although 
film exposure was evident, little information 
was obtainable from the radiograph. 

The photographs improved rapidly as sam- 
ple density and thickness were decreased since 
'he intensity on the film was raised to the re- 
q'iited level   Tests were also conducted to 
show the improvements in film contrast using 
as models 5-mm lead cubes buried in the cen- 
ter of a 5-in. thick sample of medium-dense 
Ottawa sand and of a 4-in. thick sample of loose 
silt.   The detail is more evident in the medium- 
dense Ottawa sand because of less x-ray scat- 
ter.   Data-reduction techniques consisted of en- 
larging the frame size on an optical comparator 
and using x-y cross-hairs to measure changes 
in distance between the pellets and a fixed 

reference frame.  Considerably more detail was 
lost when these records were magnified, and the 
technique gave results only to the nearest 30 to 
50 mils,  in samples of loose silt the displace- 
ments expected under high-explosive loads will 
be quite large, and the detection of small move- 
ments will not be as important as in dense 
samples. 

Another test was performed using 4-in. 
thick samplen of loose soil; however, recording 
was limited to 1 pulse (from the multiple-flash 
x-ray system) directly on x-ray film in a cas- 
sette placed behind the back wall of the soil 
container.  The inclusions were a 1/8-in. lead 
bar in Ottawa fand and a 1/8-in. thick lead 
T-section in silt.  The results of the test show 
that the image is approximately 15 percent 
larger than actual size due to the shadowgraph 
effect.   From these data it is evident that res- 
olution, detail, and field of view can all be im- 
proved by direct recording on x-ray film.  For 
dynamic studies there are problems in film 
transport and sensitivity.  In this particular 
test the film was pre-exposed for 1 pulse to 
place the film higher on the gamma curve (den- 
sity versus log-exposure) to obtain greater 
sensitivity. 

Three types of cylindrical shells buried in 
soil were photographed using the multiple-flash 
x-ray system.  The cylinders were 4, 2, and 
5/8 in. in diameter and all had nearly the same 
wall thickness of 0.040 in.  Pellets were placed 
around the 5/8- and 2-in. diameter cylinders 
and were loaded with a hydraulic-ram piston 
hitting the surface of the soil.  A sequence of 
eight 35-mm photographs was taken which shows 
the time history of the 5/8-in. cylinder loaded 
with a pulse that had a rise time of nearly 60 
msec and a long dwell at peak stress.   The 
cylinder was in a layer of loose silt about 1-1/4 
in. deep with medium-dense silt above and be- 
low.   It is evident after close examination of the 
35-mm films that some deformation occurred 
in the cylinder and that the soil density in- 
creased from the time of incident load, result- 
ing in less exposui e of the film.   The progres- 
sive deformation of the cylinder from frame to 
frame was readily discernible; however, the 
density variations were barely perceptible. 

Where the buried object is larger and edge 
detail is not of significance, the radiographs 
provide valuable inforr.ation not obtainable by 
other methods.   The deformations were clearly 
evident in the 2-in. cylindei.   From these data 
it is reasonable to assume that by using this 
technique qualitative information can be col- 
lected when the deformations are large enough 
to change the shape of a buried object.  The 
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to be marginal under more limited conditions, 
ft is informative to review the specification« 
of a 600-kv field emission flash x-ray system 
now available (Field Emission Corporation, 
McMinnville, Oregon, single or multiple x-ray 
tube), since they can be used as a basis for 
projectip- ehe improvements over the radio- 
graphs ujcen with a 150- or 300-lcv system: 

1. X-ray tube performance: 

X-ray pulse width at half irtenbtiy 
points, 18 nanossc; 

X-ray dose per pulse on axis 1 meter 
from tube face, 0.03 r; 

Total x-ray energy per pulse, 1.6 j; 

Peak x-ray power, 70 m; 

Effective x-ray source size, 5 mm 
(200 mils). 

2. Absorber penetration: 

2.5 ft FTSD, 6 in.; 

Shadowgraph, 22 ft. 

Fig. 3 - X-ray record of 4-in.-diameter 
cylinder buried in Ottawa sand 

4-in. cylinder was loaded to failure and is 
shown in Fig. 3. 

Field-Emission-Type X-Ray 

Field-emission-type x-ray systems have 
been recently developed which have a number of 
desirable features for dynamic soil measure- 
ments.  The most significant are a very high 
repetition rate of 106 pps for a multiple x- ray 
source system, 105 pps with a single x-ray tube 
and multiple pulsers, and a means of increasing 
the time interval between pulses (from 1- and 
10-ßBec minimum for the multiple and single 
x-ray source systems, respectively, to much 
longer time intervals).  This allows adjusting 
the pulse-repetition rate to fit a pulse pressure- 
time record as shown in Fig. 4. 

3. Angular distribution, cone half angle, 
18 ^eg. 

A field-emission-type system has some 
rather significant advantages particularly when 
making dynamic soil measurements: 

1. The field-emission-type system has 
very high stop-motion capability on transient 
events.   For example, a radiograph of a shock- 
wave front having a velocity of 3,000 fps is 
smeared out 0.65 mil by the 18-nanosec pulse 
and 1.08 mils by the 30-nanosec pulse. A soil 
set into motion with a velocity of 100 fps by the 
shock wave has that motion smeared 0.02 mil 
by the 18-nanosec pulse and 0.036 mil by the 
30-nanosec pulse. 

2. A 300-kv field-emission-type single 
x-ray tube system has the capability of gen- 
erating x-ray pulses 18-nanosec wide with any 
pulse separation from 10 to 100 msec.  This 
permits radiographing the interaction of the 
leading edge of the shock wave with the buried 
structure. 

Dynamic tests in soil show that a 600-kv 
x-ray system is required to penetrate 8 to 10 in. 
of Ottawa sand which provides the free-field in 
the test soil bin.  A 300-kv system has provided 
useful results through 8 in. of sand but is expected 

3. For a field-emission-type system the 
number of pulses in a puls« sequence can be 
increased by adding pulser units.  Different 
time intervals between the pulses can be 
programmed. 
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Fig. 4 - Application of x-ray system w<th 
variable pulse-repetition frequency 

4. A field emission multi-channel system 
'ncorporating more than one x-ray tube and 
pulser provides a very high framing rate.   For 
example, a four-tube x-ray system can provide 
4 pulses with a megacycle framing rate.  This 
requires arranging the x-ray tubes around the 
object to be radiographed or along the path of 
stress wave propagation. 

5. A 300-kv system has adequate output to 
penetrate 6 to 8 inches of sand allowing the re- 
cording of soil movements (Fig. 5) directly on 
Kodak Royal Blue film.   This simplifies the en- 
tire system considerably since the image in- 
tensifier and lens-coupling systems are not 
required.  In addition, for the tests to be con- 
ducted, the application of a higher voltage 600-kv 
system to soil experiments would remove the 
system from marginal operation. 

6. A field-emission-type x-ray tube pro- 
vides a decided advantage in soil experiments 
since it can be operated remotely rp to 60 feet 
from the pulser and control panels by a coaxial 
transmission line. 

There are a number of limitations for a 
field-emiss'.on-type system when applied to dy- 
namic soil measurements: 

Experimental Results with Field 
Emission X- Ray System 

In one of the tests a 300-kv x-ray tube was 
placed 2 ft from Kodak Royal Blue film (with 
industrial screens containing calcium tungstate). 
An 8-in.-thick so:l bin half filled with dry Ottawa 
sand and half filled with wet Ottawa sand (20 
percent water by weight) was placed directly in 
front of the film.  In the sand in Jach half of the 
bin three lead cubes were positioned: one about 
1 in. from the front of the bin, one in the middle, 
and one about 1 in. in front of the film. 

T'gure 5 shows the results.   The edge 
sharpuass is quite pronounced for the cubes 
nearest the film since there is very little x-ray 
spot-size or scattering distortion.  This con- 
trasts with the detail associated wHh the cubes 
nearest the x-ray source. 

The ability of the x-ray system to look 
through 8 in. of Ottawa sane* and to expose the 
film directly without image intensification is of 
major importance.  Close scrutiny of the orig- 
inal film shows a definite difference in exposure 
due to the slight difference in densities between 
the dry and wet sand. 

1. Without an image-intensifier tube, the 
field-emission-type system requires special 
equipment to move large sheet film rapidly past 
the object being radiographed if a large field of 
view is required. 

2. At present multiple x-ray heads are re- 
quired to generate a string of pulses at the 
600-kv level. 

CONCLUSIONS 

From the pilot tests it can be concluded 
that soil is a severe x-ray-scattering medium. 
However, there is ample indication that this 
can be reduced to a tolerable level by the use 
of masks, filters, and load screens.   The maxi- 
mum thickness of Ottawa sand of density of 112 
pcf that can be penetrated with a 150-kv flash 
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Fig. 5 - Direct exposure x-ray record of six 3/16-in. lead 
cubes buried in 8 in. of medium-dense Ottawa sand at var- 
ious locations along the thickness (1 pulse, 300-kv Field 
Emission Model 735-3-C-235) 

x-ray system is 5 in. With a 300-kv system, the 
maximum thickness is 8 in.; with a 600-kv sys- 
tem, penetration of from 8 to 12 in. is expected. 

The average range of density changes that 
might be expected in soil columns confined in 
test containers is 0.5 percent for dense sands 
to 5 percent for loose clays. 

Where soil movement or particle velocities 
are under 100 fps, the shadow edge smearing is 
about 1.2 mils.  In comparison, this decreases 
the resolution far less than the loss of edge 
sharpness due to scattering. 

Frame rates as high as 100,000/sec are 
desirable to resolve the interaction effects 
caused by the leading edge of a stress wave 
with an object embedded in soils. 

The incorporation of an image intensifier 
makes it possible to photograph the object 
x-rayed on 16- or 35-mm film, thereby elimi- 
nating difficult transport problems.  Because of 
the transport problems, one cannot take advantage 

of the resolution obtainable by placing the film 
directly behind the soil bin if more uian one 
frame is required. 

A field-emission-type x-ray system shows 
promise of providing the required data for dy- 
namic soil measurements since sufficient in- 
tensity, short pulse width, and capability of 
high-pulse-repetition rates can be obtained. 
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Naval Medical Field Res. Lab., CampLejeune   1 

Naval Mine Engrg. Facility, Yorktown 
Att:   Library 1 

Naval Missile Center, Pt. Mugu 
Att:   Library, N-03022 1 
Att:    Env. Div., N314 2 

Naval Operations, Office of Chief, DC 
Att:   Op 31 1 
Att:   Op 34 1 
Att:   Op 75 1 
Att:   Op07T6, Mr. T. Soo-Hoo 1 
Att:   Op 725 1 

Naval Ordnance Laboratory, Corona 
Att:   Code 234, Technical Library 1 
Att:   Code 56, Sys. Eval. Division 1 

Naval Ordnance Lab., Silver Spring 
Att:   Techniral Director 1 
Att:   Library 3 
Att:   Environmental Simulafion Div. 6 
Att:   Mr. G. Stathopoulos 1 

Naval Ordnance Plant, Forest Park 
Att:    Mr. R. E. Seely, Div. ?S00 1 

Naval Ordnance Test Station, China Lake 
Att:   Technical Library 1 
Att:   Code 3073 1 
Att:   Code 4062 2 
Att:   Code 4533 1 
Att:   Code 5516 1 

Naval Ordnance Test Station, Pasadena 
Att: P8087 3 
Att: P8092 1 
Att: P8073 1 
Att: P80962 1 

Naval Plant Reptesentative Office, Pomona 
Att:   Chief Engineer 
Att:   Metrology Engrg. Ctr. 

Naval Plant Representative Office, Sunnyvale 

Naval Postgraduate School, Monterey 
Att:   Library 

Naval Propellant Plant, Indian Head 
Att:   Library 

Naval Radiological Def. Lab.. San Francisco 
Att:   Library 

Naval Research Lab.. USRL Div., Orlando 
Att;   Library 

Naval Research Lab., DC 
Att: Code 6250 
Att: Code 6260 
Att: Code 6201 
Att: Code 6020 
Att:   Code 2027 

Naval Security Engineering Facility, DC 
Att:   R&D Branch 

Naval Ship Syste    s Command Hdqs.. DC 
Att:   Code 052. Mr,J.R.Sullivan 10 

Naval Supply Systems Command Hdqs.. DC 
Att:   Library 

Naval Torpedo Station, Key port 
Att:   QEL, Technical Library 

Naval Training Device Center, Orlando 
Att:   Technical Library 

Naval Underwater Weapons Station, Newport 
Att:   Technical Documents Library 

Naval Weapons Eval. Facility, Albuquerque 
Att:   Library, Code 42 

Naval Weapons Laboratory, Dahlgren 
Att:   Technical Library 

Navy Electronics Lab.. San Diego 
Att:   Library 
Att:   Code 3360 

Navy Electronics Supply Office, Great Lakes 

Navy Marine Engrg, Lab., Annapolis 
Att:   Library 
Att:   Code 512, Dr. M. Solow (U) 

Navy Mine Defense Lab., Panama City 
Atl:   Library 

Navy ROTC and Admin. Unit, MIT, 
Cambridge (U) 

Navy Underwater Sound I.ab,, New London 
Att:   Technical Director 
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Norfolk Naval Shipyard. Portsmouth 
Att:    Design Superintendent 

Office Director of Defense RfcE. DC 
Att:   Technical Library 
Alt:   Mr. W, M. Carlson 

Office of Naval Research, DC 7 

Office of Naval Res.   —anch Office, Boston        1 

Office of Naval Res. Branch Office, Pasadena    I 

Ogden Air Materiel Area. Hill AFB 
Att:   Service Engrg, Dept., OONEOO 1 

Pearl Harbor Naval Shipyard 
Att:   Shipyard Tech. Library, Code 246P    1 

Philadelphia Naval Shipyard, Pa. 
Att:   Ship Design Section 1 
Att:   Naval Boiler *. Turbine Lab. I 

Picatinny Arsenal, Dover 
Att:    Library SMUPA-VA6 1 
Att:   SMUPA-VP7, Mr.R. G. Leonardi 1 
Att:   SMUPA-T, Mr. R. J. Klem 1 
Att:   SMUPA-D, Mr. E. Newstead 1 
Att:    Mr, A. H. Landrock 

PLASTEC. Bldg. 3401 1 

Portsmouth Naval Shipyard, NH 
Att:   Code 246 1 
Att:   Mr. E. C. Taylor 1 

Puget Sound Naval Shipyard, Bremerton 
Att:   Code 275 1 
Att:   Code 242, Mr, K. G. Johnson 1 
Att:   Code 281 1 
Att:   Material Laboratories 1 

Rome Air Development Center, Griffiss AFB 
Att:   Mr, Dana Benson. RASSM 1 

6511th Test Group (Parachute», USAF, El Centro 
Att:    Mr. E. C. Myers. Tech, Director        1 

6570th Aerospace Medical Res. Labs.. W-PAFB 
Att:    MR MAE 1 
Att:    Mr. R, G, Powell. MRBAE I 

San Francisco Bay Naval Shipyard, Calif. 
Att:   Shipyard Tech. Library, 

Code M303L1 1 

Strategic Air Command. Offutt AFB 
Att:   Operations Analysis Office 1 

Supervisor of Shipbuilding, USN, Brooklyn 
Att:   Mr. M.J.Macy 1 

Supervisor of Shipbuilding, USN, Camden 
Att:   Code 299 2 

Technical Training Center, Sneppard AFB 
Att:   Capt. C. B. Coy, 

Dept. cf Missile Training 1 

Tobyhanna Army Depot, Pa. 
Att:   SMC Psickagin«? k Storage Center        1 
Att:   Metrology Division 1 

Watervliet Arsenal, New York 
Att:   ORDBF-RR 2 

White Sands Missile Range, i^as Cruces 
Att:   STEWS-AMTED-E 2 

Wright-Patterson AFB, Ohio 
Att: AFFDL (FDFE, E. H. ScheU) 1 
Att: AFFDL (FDFE, C. W.Gerhardt) 1 
Att: AFFDL (FDD, H. A. Magrath) 1 
Att: AFFDL (FDDS, C. A. Golaeke) 1 
Att: AFML (MAMD.J.P.Henderson) 1 
Att: SEG (SEFSD, R. F. Wiikus) 1 

Yuma Proving Ground, Arizona 
Att:   Library 1 
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