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FOREWORD 

This report was prepared by the Range Communications Planning and 
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setts, under Contract AF 19(628)-5165.    The work was directed by the De 
Development Engineering Division under the Aerospace Instrumentation P 
Program Office, Air Force Electronics Systems Division, Laurence G. 
Hanscom Field, Bedford, Massachusetts.    Captain J.  J.  Centofanti served 
as the Air Force Project Monitor for this program, identifiable as ESD 
(ESSI) Project 5932, Range Digital Data Transmission Improvement. 
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Publication of this technical report does not constitute Air Force approval 
of the report's findings or conclusions.   It is published only for the exchange 
and stimulation of ideas. 

*krOTIS R.   HILL,   Colonel,   USAF 
Director of Aerospace Instrumentation 

Program Office 
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ABSTRACT 

As part of The MITRE Corporation's program for improvement of HF 
communication, the performance of coding and a means for evaluating coding 
equipment has been presented. *  It is, however, preferable to have a channel 
model upon which various error control techniques can be tried out as opposed 
to the direct approach, which is available only to the possessor of the data 
used previously. *   This report has been developed with the intention of pre- 
senting both the traditional channel modeling statistics (consecutive error 
distributions and gap-distributions), and a set of new statistics against which 
modeling can be performed. 

The error statistics incurred in the transmission of high frequency 
digital data at rates of from 600 to 2400 bits per second over various paths 
of the Eastern Test Range are presented herein.   The data was transmitted 
on and parallel to the range using various modulation systems (modems).   It 
is demonstrated that the errors occur in non-random fashion and in some 
cases are periodic.    These error patterns (especially the periodic ones) 
present a new, important problem for channel modeling of HF data from a 
heavily-used transequatorial circuit. 

With these statistics, those not having direct access to the data will be 
able to tackle the problem of modeling this data which doesn't fit any known 
model (e. g. .Gilbert, Berkovits, and Pareto). 

*  K. Brayer and O. Cardinale, Evaluation of Error Correction Block 
Encoding for High Speed HF Data, P. G. ComTech, June, 1967. 
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SUMMARY 

The error statistics incurred in the transmission of high frequency 

digital data at rates of from 600 to 2400 bit per second over various paths 

of the Eastern Test Range are presented.   The data was transmitted on and 

parallel to the range using various modulation systems (modems).    The 

statistics of the data are presented as both characterizing statistics and 

in a form useful for code analysis.   It is demonstrated that the errors 

occur in non-random fashion and in some cases are periodic. 



SECTION I 

INTRODUCTION 

As a part of Cape Kennedy launch operations, information must be 

transmitted back to the central computers from Ascension Island and 

Pretoria, South Africa.    The present means used for such communication 

is HF radio.    Digital data transmitted over HF radio has an error proba- 
-2 -^ 

bility of 10     during poor channel conditions and 10     during good conditions, 
-3 

with an average error probability of 5  x  10    .    This error probability is 

sufficient for some messages but not for configurations of large sections of 

real-time data which will become useless. The error rate requires trans- 

mission of a large number of samples per second, thus reducing the amount 

of baseband usable for other purposes.    For high reliability in HF data 
-5 

transmission, the error rate must be improved to 1  x   10    .   Such improve- 

ment can be obtained through coding or retransmission if the error patterns 

are known. The data selected are from the Eastern Test Range path between 

Antigua Island and Ascension Island and on a path from Pretoria, South 

Africa, to Riverhead, Long Island, New York.   Thus, statistics are available 

on errors for circuits where a considerable amount of data is relayed and 

generated. 

The use of coding is highly dependent upon the form of error patterns. 

If errors occur randomly, a random error-correcting code can be used. 

However, if the errors are not random, the random error-correcting code 

will not perform well.   The data considered herein will be analyzed from 

the point of view of consecutive errors, intervals between errors, block 

error rate, and burst occurrence.    From these statistics it will be possible 

to determine whether or not the errors are random and what type of coding 

is necessary for error correction. 

2 



The measuring technique for experimentally obtaining error patterns 

is simply to transmit a test message, compare the received message with 

the transmitted message that has been suitably delayed, and record the 

difference (errors) on magnetic tape.   The error data is now permanently 

recorded and can be used to find statistics such as average error rate, 

consecutive error occurrence, error-free interval occurrence, and word 

error rates.    This type of statistical probability analysis showed that the 

errors are not random and, by comparison with theoretical distributions, 

indicated precisely the deviation from random. 



SECTION II 

EXPERIMENTAL DATA 

The data used was obtained using six different modems.    These are 

the Kineplex TE-202,  Kineplex TE-216, AN/FGC-60, AN/FGC-61A and 

early versions of SC-302 and S-3000.   The TE-216 and AN/FGC-60 were 

used on a looped basis between Antigua and Ascension with both transmission 

and reception at Antigua and re-routing at Ascension.    This test was con- 

ducted in October of 1965.    The other four modems were used between 

Pretoria, South Africa,  and Riverhead,  Long Island,  New York, in the 

spring of 1964.    The transmission was on a one-way basis with reception 

at Riverhead.   All transmission used dual diversity with rhombic antennas. 

An overall description of the data is presented in Table I.   Additional infor- 

mation on modem characteristics is available from manufacturers' catalogs. 

The error patterns were recorded in the field on magnetic tape and 

returned to The MITRE Corporation in Bedford, Massachusetts, where they 

were played through the Tape Converter Facility which generates an IBM- 

compatible tape.   The error data can then be used in the IBM 7030 computer 

in conjunction with the computer programs which statistically analyze the 

errors. 

The following error statistics were measured on the error data: 

a. The cumulative distribution of consecutive errors. 

b. The cumulative distribution of consecutive error-free bits. 

c. The distribution of errors in   n   bit blocks where 

n   =   2      -   1   for   m   ^  13 and  n  =   24.    This distribution 

was used to obtain message error rates. 
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The statistics of the eight combinations of modems and transmission 

rates are presented in Figures 1 to 10, along with the theoretical cumulative 

distribution functions of random errors for the message error rates and the 

error-free interval (gap) distribution.   The theoretical equations for consecu- 

tive errors and gap distribution are: 

n 

P ] n   consecutive errors |    =   P  = j e   c|c[=     )    p   (1-p) 

k= 0 

(1) 

P | n   bit gap I =*   P  = j c" e| e \  =     J    p(l   -   p) 

k = ° (2) 

where 

P represents cumulative probability 

e represents an error bit 

c represents a correct bit 

n   =  number of consecutive bits 

p  =  probability of a bit error 

The theoretical relationship indicates, for the occurrence of consecu- 

tive errors, that over 98 percent of the error should occur as single errors. 

In practice, the range is from 65 to 94 percent.   Thus (Figure la-c), more 

than the theoretically expected numbers of multiple errors are occurring, 

which indicates that the errors are tending to cluster.   It can also be seen 

from the distribution of gaps (Figure 2a-c) that there are inordinately high 

frequencies of short gaps in measured data as opposed to the theoretical 

distribution (Figure 3).    Thus, not only are the errors clustered but the 

6 



(a) Pretoria, So. Africa — Riverhead, 
New York, Data 
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clusters are close together, indicating the occurrence of bursts of errors 

as opposed to the occurrence of random errors.    In the case of the TE-216 

modem, there was also an occurrence of periodic errors.    This is indicated 

by the high relative frequencies of gaps (sixteen and thirty-two).    It is 

thought that this is due to the fact that transmission was on parallel tones 

in a highly congested communications traffic pattern where interference 

occurred on some tones but not others.   After the parallel-to-serial con- 

version operation which follows detection in the modem, these errors 

occur periodically.   This phenomenon also occurred with the FGC-60 modem 

for gap sizes of eight and sixteen.    The values of periodicity are the modem 

frame lengths in bits, as would be indicated by the explanation of tone 

interference. 

10 



The theoretical message error rates as a function of message size are 

derived from the relation, which holds for independent errors (Figure 4), 

P      =   1   -  (1   -   P  )m (3) 
m V e/ 

where 

m =        message length (bits) 

P =        probability of bit error 

P =        probability of message error 
m 

As can be seen from Figure   5(a-b), the probability of a message error is 

less than would be expected if the errors occurred independently.    This is 

another indication that the errors are occurring in bursts.    These message 

error rates can be used in the design of block retransmission systems since 

they allow the selection of a message size such that the probability of message 

error is not excessive.   Thus the probability would be high that a message 

would be received correctly. 

It will be demonstrated in the next section that,  although the 1200 and 

2400 bit per second TE-216 data showed almost the same average bit error 

rate, more bursts of lengths greater than any finite value are exhibited by 

the 2400 bit/sec data.    This fact indicates that there will be fewer messages 

in error and the message error rate will more closely approach the bit error 

rate.   As the message length goes to one, every bit becomes a message 

and the bit error rate equals the message error rate independently of the 

channel. 

11 



10 

,% 
*\° 

10   ' 
V>^ ,-b        ^^               ^-^                ^^ 

io"2 
- 

U /^^      «i           ^^                        .•—                          

X0   ^^                 /^               S^ 
t 

?!x">    /^    /^ 
a5 io"J 

io"4 ^   9^^^ 

._-* 10 

10 1       1 i   i   i   i   i   i  
I        2       3      4       5       6       7       8       9      10      II       12     13     14      15 

L0G2 M —*~ 

Figure 4.   Probability of a Message Error (Pm) as a Function of Bit Error 
Probability (P ) and Message Length (M) 

0  

in 
o" 

I 

10 

<     10 

o 
< -2 10     10 
ÜJ 
s 

,-3 

TE - 202 

;'./ We--' 
AN/FGC-6IA      .^Z- 

SC- 302 

S-3000X 

i   i i i 11 ill      i   i  i i i ml      i   i  i i 11 ill i i i i i III 
10 100 

MESSAGE     LENGTH     (BITS) 
1000 10,000 

(a) Pretoria, So. Africa - Riverhead, New York, Data 

Figure 5.   Message Error Rate versus Message Length 

12 



10 100 1000 

MESSAGE     LENGTH      (BITS) 

10,000 

(b) Antigua Island — Ascension Island, Frequency and Phase-Shift Keyed Data 

Figure 5.   Message Error Rate versus Message Length 

13 



SECTION III 

DESCRIPTION OF BURST STATISTICS 

The previous discussion of statistics does not present the complete 

picture.    There is no information about the length of bursts, nor is there 

information relative to the interval between bursts (guard space).    For 

this reason a new burst statistic is defined and presented herein. 

Definition of Burst 

A burst is defined as a region of the serial data stream where the 

following properties hold.   A minimum number of errors,   M   , are con- 

tained in the region and the minimum density of errors in the region is A. 

Both of these conditions must be satisfied for the chosen values of  M   and 
e 

A  for the region to be defined as a burst.    The density of errors is defined 

as the ratio of bits in error to the total number of bits in the region. 

The following properties hold for the burst.    The burst always begins 

with a bit in error and ends with a bit in error.   A burst may contain correct 

bits.   Each burst is immediately preceded and followed by an interval in 

which the density of errors is less than A. 

The burst probability density function is defined as the probability of 

occurrence of a burst of size   N where   N is any positive integer.   The burst 

size is measured in terms for the total number of bits in the burst.   A 

separate burst probability density function may be determined for each pair 

of A and  M   values. 
e 

14 



The minimum number of errors in a burst has been chosen to be two 

for all the data included here.   It was found that larger values of  M   would 

not change the values of burst length significantly.   However, the intervals 

between the bursts were found to increase drastically so that little meaning- 

ful data could be obtained for the burst-to-consecutive interval ratio.   When 

a value of one is selected for  M , every error becomes a burst and the 

requirement that a burst begin and end in different errors is violated. Conse- 

quently no meaningful data are obtained for this value of  M . 

Definition of Interval 

The interval is defined as the region of the serial data stream where 

the following properties hold.    The minimum density of errors is less than 

A, and the region begins and ends in a correct bit.   An interval may contain 

errors.   An interval is always immediately preceded and followed by a burst. 

Thus, each and every bit in the data stream must lie in either a burst region 

or an interval region. 

The interval probability density function is defined as the probability 

of occurrence of an interval of length L, where L is any positive integer. 

The interval probability density is a joint function of both A and M . 

The guard space ratio is defined as the ratio of an interval to the burst 

preceding it. 

The burst distribution curves are presented in Figure 6 (a-b).   It is 

evident from these figures that, with the exception of the SC-302 modem, 

other sets of modems detect the same error patterns in the channel.    Since 

these error patterns were taken with the modem considered as a part of the 

15 
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Channel, the Statement can be made that, with the exception of the SC-302* 

modem, the other modems performed with the channel in about the same way. 

These conclusions are further supported by the burst densities of Figure 

7 (a-b), the interval lengths in Figure 8 (a-b), the interval error densities 

of Figure 9 (a-b), and the Burst-Interval Ratios (guard space) distribution 

of Figure 10 (a-b).   From 5 to 22 percent of the bursts are followed by 

guard spaces less than the burst length and thus cannot be corrected by 

forward error correcting codes unless interleaving is included. ** 

The burst density criteria, A , was chosen as 0. 05 since, for a 

variation of approximately 0. 05, the computer results remain the same and 

indicate independence of the definition. 

* 
Since signal-to-noise ratio, delay distortion, and other error-causing 

factors could not be easily measured in the channel, there is no way to 
determine the reason for the different error patterns. 

** 
Brayer, K. and O.  Cardinale,  Evaluation of Error Correction Block 

Encoding for High Speed HF Data, to be published in the IEEE Transactions 
on Communication Technology, June 1967. 
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SECTION IV 

OBSERVATIONS ON THE STATISTICS 

While it is the main purpose of this paper to present the statistics 

of the error patterns on actual HF channels for those design engineers 

interested in error correction and not to present equipment designs, there 

are some observations which can be made directly from the data relative 

to the directions that such designs can take. 

Although the errors are certainly not random, the bursts which occur 

do not fit the traditional definition of bursts of consecutive errors.   In all 

cases the occurrence of long strings of consecutive errors is a rare event. 

It thus appears that the use of so-called "burst" codes would not be advis- 

able. 

The use of block retransmission systems is favored by the statistics 

since the message error rates for a given block size are less than they 

would be for random errors. 

Further, the data contains information relative to the modem perfor- 

mance. In terms of average error rate, message error rate, or gap distri- 

bution, it is seen that there is no degradation in performance with increase 

in signaling speed.    The reason for this is the bursty nature of the data. 

The data indicates that if a burst of "X" milliseconds occurs, its length is 

independent of signaling speed and longer bursts do not occur at higher 

speeds.   Furthermore, comparison of the curves for different modems 

operating in the same channel indicates that the channel error characteristics 

are relatively independent of the modulation technique. 
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An example of the way in which a designer would approach the problem 

of implementing a forward error correction system for the data presented 

herein can be found in 'Evaluation of Error Correction Block Encoding for 

High Speed HF Data. "* 

*   Op.  Cit. 

23 



BIBLIOGRAPHY 

Ash, Robert B. , Information Theory, New York, Interscience Publishers, 
1965. 

Brayer, K. and O.  Cardinale, HF Channel Data Error Statistics Description I, 
ESD-TR-66-290, Contract AF 19(628)-5165, Bedford, Mass., June 1966 
(AD 636 300). 

Brayer, K. and O. Cardinale, HF Channel Data Error Statistics Description II, 
ESD-TR-66-107, Contract AF 19(628)-5165, Bedford, Mass., May 1966 
(AD 483045). 

Brayer, K. and O. Cardinale, The Application of HF Channel Data to the 
Development of Block Error Correctors, ESD-TR-66-317, Contract 
AF 19(628)-5165, Bedford, Mass. , September 1966 (AD 642352). 

Brownlee,  Kenneth Alexander, Statistical Theory and Methodology in Science 
and Engineering, New York, John Wiley & Sons Inc. , 1960. 

24 



UNCLASSIFIED 
Security Classification 

DOCUMENT CONTROL DATA - R&D 
(■Security classification 0/ title, body of abstract and indexing annotation must be entered when the overall report is clessilied) 

1    ORIGINATING ACTIVITY (Corporate author) 

The MITRE Corporation 
Bedford, Massachusetts 

2a.   REPORT »ECURITV   C L A»SI FIC A TION 

UNCLASSIFIED 
2b    CROUP 

3   REPORT TITLE 

ERROR PATTERNS MEASURED ON TRANSEQUATORIAL HF COMMUNICATION 
LINKS 

4   DESCRIPTIVE NOTES (Type of report and inclusive datee) 

 N/A  
5. AUTHORfS) (Laet name, first name, Initial) 

Brayer, Kenneth 

6   REPORT DATE 

March 1967 
7#.   TOTAL NO.  OF   PAGES 

30 
7b.   NO.  OF REF3 

5 
8a.   CONTRACT  OR  GRANT NO. 

AF 19(628)-5165 
b.   PROJECT  NO. 

705B 

9a.   ORIGINATOR'* REPORT NUMBERfSJ 

ESD-TR-67-99 

9b. OTHER REPORT  NOf»; (Any ether number» that may be at signed 
this report) 

MTP-46 

10. AVA IL ABILITY/LIMITATION NOTICES 

Distribution of this document is unlimited. 

11. SUPPLEMENTARY NOTES i2. SPONSORING MILITARY ACTIVITY Aerospace Instru- 
mentation Program Office, Development 
Engineering Division, Electronic Systems 
Division, L. G. Hanscom Field. Bedford. Mass. 

i3 ABSTRACT As part of The MITRE Corporation's program for improvement of HF communi- 
cation, the performance of coding and a means for evaluating coding equipment has been 
presented. *  It is, however, preferable to have a channel model upon which various error 
control techniques can be tried out as opposed to the direct approach, which is available 
only to the possessor of the data used previously. *   This report has been developed with 
the intention of presenting both the traditional channel modeling statistics (consecutive 
error distributions and gap-distributions), and a set of new statistics against which 
modeling can be performed. 

The error statistics incurred in the transmission of high frequency digital data 
at rates of from 600 to 2400 bits per second over various paths of the Eastern Test Range 
are presented herein.   The data was transmitted on and parallel to the range using various 
modulation systems (modems).   It is demonstrated that the errors occur in non-random 
fashion and in some cases are periodic.   These error patterns (especially the periodic 
ones) present a new, important problem for channel modeling of HF data from a 
heavily-used transequatorial circuit. 

With these statistics, those not having direct access to the data will be able to 
tackle the problem of modeling this data which doesn't fit any known model (e. g., Gilbert, 
Berkovits, and Pareto).  
* K. Brayer and O.  Cardinale, Evaluation of Error Correction Block Encoding for High 
_ Speed HF Data. P.  G. ComTech. June.  1967- 

DD FORM 
JAN  «4 1473 UNCLASSIFIED 

Security Classification 



UNCLASSIFIED 
Security Classification 

u. 
KEY WORDS 

LINK A LINK B 

ROLE 
LINK C 

SYSTEMS AND MECHANICS 
Data Transmission Systems 
Multichannel Radio Systems 
Voice Communication (HF) Systems 

INFORMATION THEORY 
Coding 

MATHEMATICS 
Statistical Analysis, HF Error Locations 
Statistical Distribution, HF Error Locations 
Statistical Data, HF Error Locations 

INSTRUCTIONS 

1,   ORIGINATING ACTIVITY:   Enter the name and address 
of the contractor, subcontractor, grantee. Department of De- 
fense activity or other organization (corporate author) issuing 
the report. 

2a.   REPORT SECUHTY CLASSIFICATION:   Enter the over- 
all security classification of the report.   Indicate whether 
"Restricted Data" is included.   Marking is to be in accord- 
ance with appropriate security regulations. 

2b.   GROUP:   Automatic downgrading is specified in DoD Di- 
rective 5200.10 and Armed Forces Industrial Manual.   Enter 
the group number.   Also, when applicable, show that optional 
markings have been used for Group 3 and Group 4 as author- 
ized. 

3. REPORT TITLE:   Enter the complete report title in all 
capital letters.   Titles in all cases should be unclassified. 
If a meaningful title cannot be selected without classifica- 
tion, show title classification in all capitals in parenthesis 
immediately following the Utle. 

4. DESCRIPTIVE NOTES   If appropriate, enter the type of 
report, e.g., interim, progress, summary, annual, or final. 
Give the inclusive dates when a specific reporting period is 
covered. 
5. AUTHOR(S):   Enter the name(s) of author(s) as shown on 
or in the report.   Enter last name, first name, middle initial. 
If military, show rank »nd branch of service.   The name of 
the principal <.;vthor is an absolute minimum requirement. 

6. REPORT DATE;   Enter the date of the report as day, 
month, year; or month, year.   If more than one date appears 
on the report, use date of publication. 
7 a.    TOTAL NUMBER OF PAGES:    The total page count 
should follow normal pagination procedures, i.e., enter the 
number of pages containing information. 

76.   NUMBER OF REFERENCES:   Enter the total number of 
references cited in the report. 
8a.   CONTRACT OR GRANT NUMBER:   If appropriate, enter 
the applicable number of thepontract or grant under which 
the report was written. 
86, 8c, & 8d. PROJECT NUMBER: Enter the appropriate 
military department identification, such as project number, 
subproject number, system numbers, task number, etc 
9a.   ORIGINATOR'S REPORT NUMBER(S):   Enter the offi- 
cial report number by which the document will be identified 
and controlled by the originating activity.   This number must 
be unique to this report. 
9b. OTHER REPORT NUMBER(S): If the report has been 
assigned any other report numbers (either by the originator 
or by the sponsor), also enter this number(s). 

10.   AVAILABILITY/LIMITATION NOTICES:   Enter any lim- 
itations on further dissemination of the report, other than those 

imposed by security classification, using standard statements 
such as: 

(1) "Qualified requesters may obtain copies of this 
report from DDC" 

(2) "Foreign announcement and dissemination of this 
report by DDC is not authorized." 

(3) "U. S. Government agencies may obtain copies of 
this report directly from DDC.   Other qualified DDC 
users shall request through 

(4)     "U. S. military agencies may obtain copies of this 
report directly from DDC   Other qualified users 
shall request through 

(5)    "All distribution of this report is controlled.   Qual- 
ified DDC users shall request through 

If the report has been furnished tc the Office of Technical 
Services, Department of Commerce, for sale to the public, indi- 
cate this fact and enter the price, if known. 

It   SUPPLEMENTARY NOTES: 
tory notes. 

Use for additional explana- 

12. SPONSORING MILITARY ACTIVITY: Enter the name of 
the departmental project office or laboratory sponsoring (pay- 
ing for) the research and development.   Include address. 

13. ABSTRACT:   Enter an abstract giving a brief and factual 
summary of the document indicative of the report, even though 
it may also appear elsewhere in the body of the technical re- 
port.   If additional space is required, a continuation sheet shall 
be attached. 

It is highly desirable that the abstract of classified reports 
be unclassified.   Each paragraph of the abstract shall end with 
an indication of the military security classification of the in- 
formation in the paragraph, represented as (TS). (S), (C), or (U). 

There is no limitation en the length of the abstract.   How- 
ever, the suggested length is from 150 to 225 words. 

14. KEY WORDS:    Key words are technically meaningful terms 
or short phrases that characterize a report and may be used as 
index entries for cataloging the report.   Key words must be 
selected so that no security classification is required.   Identi- 
fiers, such as equipment model designation, trade name, military 
project code name, geographic location, may be used as key 
words but will be followed by an indication of technical con- 
text.   The assignment of links, rules, and weights is optional 

GPO   886-551 
UNCLASSIFIED 

Security Classification 


