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ERRATA

Harter, H. Leon and Moore, Albert H., LOCAL-MAXIMUM-LIKELIHOOD ESTIMA-
TION OF THE PARAMETERS OF THREE-PARAMETER LOGNORMAL POPULA-
TIONS FROM COMPLETE AND CENSORED S8AMPLES, Vol, 61, No. 315 (Septem-
ber, 1965), 842851,

These corrections were supplied by the authors:

I'. 812. Both authors are employed at Wright-Iatterson Air Force Base, but
the second author is with the Air Force Institute of Technology, not the Aero-
space Rescarch Laboratories.

1°, $45. On the fourth line from the bottom, the lower limit of the integral
should be 2,,,.

I’. 846. On the last line of equation (3.16), the sign preceding 2 4.1 f(24:)/n
should be positive.

P. 847. In Table 1, the entries in the second column from the right, first line,
and the third column from the right, third and fifth lines, should be —0.111959,
—0.352750, and ~0.513932, respectively.

P, 850. In Table 2, the last two column headings in the first section of the
lower half of the table should be Cov (4, #) and Cov (#, #), respectively; the
value of Cov (3, &) when N =200, Q1 =0.00, Q2 =0.0 should be —0.0010.
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LOCAL-MAXIMUM-LIKELIHOOD ESTIMATION OF THE PARAME-
TERS OF THREE-PARAMETER LOGNORMAL POPULATIONS FROM
COMPLETE AND CENSORED SAMPLES

H. Leon Harrer aNp Ausent H. Moore
Aeraspnce Research Laboratories, Wright-Patlerson Air Force Base

‘The natural logarithm of the likelihood function is written down for
the m — r order statistics remaining after eensoring the n —m largest and
the r smallest vbservations of a sample of size n(0<r <m<n) from a
three-paramcter lognormal population. Ita first partinl derivatives
with respect to the parameters, when equated to zero, yield the likeli-
hood equations, and the negatives of its second partial derivatives with
respect to the parameters are the elements of the information matrix.
Algebraic solution of the likelihond equations is impossible, so it is
necessary (o resort to iteration on an electronic computer. The iterative
procedure proposed is applicable to special cases in which one or two of
the parameters are known as well as to the most general case in which
all three parameters are unknown. A modification of the procedure al-
lows circumvention of a certain anomaly which sometimes occurs in
maximum-likelihood estimation of the parameters of a three-parameter
lngnormal population from small samples. The information matrix is
inverted to obtain the asymptotic variances and covariances of the
local-maximum-likelihood estimators, which are tabulated for various
valuen of the censoring proportions gy =r/n {rom below and ga= (n —m)/
n from above, Results are reported of a Monte Carlo study conducted to
check the validity of the asymptotic variances and covariances and their
applicability to samples of moderate size.

1. INTRODUCTION

N THEIR book on the lognormal distribution, Aitchison and Brown (1957,

pp. 37-65) have devoted two entirc chapters to estimation problems, one
cach for the two-paramcter and threc-parameter distributions. They have
given a comprehensive summary of efforts up to that time to cstimate the
parameters of a lognormal population by the method of maximum likelihood,
the method of moments, the method of quantiles, the graphical method, and
mixed methods, The problem of estimating the parameters of a two-parameter
lognormal population with known lower bound r is equivalent to that of es-
timating the parameters of a normal population, which has been considered by
a number of authors. Harter and Moore (1966) have summarized and extended
the contributions of others to the solution of that problem, with particular
emphasis on the method of maximum likelihood, and have proposed an itera-
tive procedure for obtaining maximum-likelihood estimates of the parameters
from complete, singly censored, and doubly censored samples.

Maximum-likelihond estimation of the parameters of a three-parameter
lognormal population, for complete samples, has been investigated by Wilson
and Worcester (1945), Cohen (1951), Aitchison and Brown (1957, pp. 55-6),
and Hill (1063). The latter has explored some unusual features of the likeli-
hood function of the three-parameter lognormal population which had appar-
ently gone unnoticed by earlier investigators. In particular, he has shown that
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there exist paths along which the likelihood function of any ordered sample
- tends to » as (v, g, o) appronches (xy, — =, - ), where r is the
threshold parameter and x4 and e are the mean and the standard deviation of
the parent normal population. This global maximum of the likelihood function
leads to the ridiculous maximum-likelihood estimates #=z;, g= — o, and
o = + = regardless of the sample. On the other hand, solution of the likelihood
cquations leads, in most cases, 1o local-maxim.. n-likelihood estimates which,
while not true maximum-likelihood estimates according to the usual definition,
are reasonable estimates and appear to possess niost of the desirable properties
wsually associated with maximume-likelihood estimates. Exeeptions may oceur
in the case of small samples, for which the likelihood function may have no
clearly defined local maximum.

Apparently nothing has been published on the problem of estimation for
truncated or censored ramples from a three-parameter lognormal population,
though Aitchison and Brown (1957, pp. 88-91) have discussed the two-parame-
ter case. The present paper will be devoted to local-maximum-likelihood es-
timation, for the three-parameter case, from singly and doubly censored as
well as complete samples. An iterative estimation procedure for use on a high-
speed computer will be given. This procedure will, in most cases, converge to a
point where the likelihood function has a local maximum, If the sample (after
censoring, if any) is small, convergence may be slow or the iterative procedure
may take off along the path to infinity mentioned above, Even in the latter
case, reasonable estimates can he obtained by a modification of the iterative
procedure similar to that used by Harter and Moore (1965) for the three-
parameter Gamma and Weibull populations.

2. THE LIKELIHOOD EQUATIONS

Consider a random sample of size n from a three-parameter lognormal pop-
ulation with parameters u, o, and r (the location or threshold parameter).
Let Xoyr, -+ -, Xm be the ordered observations remaining after the n—m
largest and the r smallest observations have been censored. The joint proh-
ability denwity function of these order statistien is given by

f('r'flv c oty Tmy My O, T)
n! - 1 - [|n~(;|:4 —-1) - “]a}
B (’I :"S!T! iartl ;Jﬁ;(z. - ;5 “p { ‘El 248

2.1)

Ar- F['.",('r :‘;3).:1]} e [!".‘f:ﬂ;:” = “]} g

The natural logarithim of the likelihood function ix given hy

l L]
L = ln[u!/(n - m)!r!] ——m=-r)2r - (m -r)Ine — Z In(z; =~ r)
2 fmrdl
(2.2)
- —]‘,— P z: + (n =m)In[1 = F(za)] + rIn P(z2,41).
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where

= {lu(es = 7))o, F(2) - f ..f(:)u't, and f(z) = (21r)_lcxp(—z:/2).

The likelihood equation are

R

e om0

Zi,'“‘,_i,.""“"“*‘; {Exz- TG {ﬁu)—r(z.)l
- ’z;:f:(z%'z’ram)} @9

If m=n and r=0, equations (2..1) and (2.4) ean be solved for u and ¢ as explicit
funetions of r, vielding

p =3 [Intz, = n/n, (2.6)
=]

Z [ln(.t. -1) - n]’/n

The cquation (2.5) cannot be solved explicitly even if m=n and r=0. If
censoring oceurs, none of the likelihood equations has an explicit solution, and
it is necessary to resort to iterative solutions. The details of an interative
procedure for solving the likelihood equations will be given in section 4.

3. ASYMPTOTIC VARIANCES AND COVARIANCES OF ESTIMATORS

The second partial derivatives of L with respect to the parameters are

N1 J(zm) J(za)
wia .T{ (m =)+ n=m F(z..)[z 12 F(z..)]

Bp’
_ f(lu-l) f(lu»l) ]
F(zm)[ A T }

3.1

L 1 o Zaf(zm) [ _ 2uf(2m) _ ]
o {‘"' n-3 ..‘.?l = T e ["‘ 1= Py 2
3.2
-, 2e41f(2041) [z’ + f'+lf\'~?r+l_) _ 2]} @2
Flzoa) L' Flz) ’
0 Il = - k] o2y — f(’-)
art --;u G=n7+ 3 { (-;u (ze - f)’ + o = m) (zm = 7)?[1 = F(za)]
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J(2m)
o] 2w - - = 3.3
[’ T <Fey T ] @3
J(2ea1) [ f(z'H) ]}
- T T Zrp + + y
" teer = 1) F (e} Fzn)
oL ] f( w) [ 2 me(zm) ]
S e — [ - B i l
Ouaa d"'{ 2 .'-rzu at "I) - 1’(2-.) l - F(Zm) (34)
f(ZvH)_[ +3er(ZvH) l]} .
F (2r+l) fre F(z,41) '
L1 . J(za) [ ) ]
dudr o ‘ --§1 (=n i "!) —')[l "I'("")] - F(zn)
(3.5)
f(2.+|) [ I(zm) ]]
(Eesr = D (2ep1) Fandf
L 1 - 2, .f(t..)
dadr qi{'z gt AT = Flem)]
: [z:. L 1] (3.6)
1 — F(zm)
_ ) f(zv+l) -———[2’ z"l-lf(f:j‘_) _ ]}
(s = DF@ LT Pl )
Let
o= r/n, pr=-—m)/n, and p=1=g¢g —¢g =(m-— r)/n.

As n— (g, and ¢, fixed), 2,,,~4,,, where

lr"l

E ): 2, — f tf(t)dl - = [f(2) — f(tes1)],
[LI28]

J(Odt = g, Zm — 2., where f J(Odt = gq,,

B i f BfOdt = p = [2f(Ba) = AanfBor)],

furl Srpg

E i {(@i= -1} - f e~ ef(n\dy
LIRS §

fwrs)

= es+"3[P(8, + o) — F(2.41 + o)),

E i I(x. - .,.)-:] — f et nf(0)

[T 28] Sy

- = 0[Pt + 20) — F(tos + 20)},
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K i {2/ (2 — 1)} — f"- €= wteyf(t)dt

ertl LNX3Y
=e"u+o':!{¢[1,‘(zﬂ +q) — l"(.‘.,+1 + 0)]
+f(2n + o) ~ f(grﬂ + G)},
E i {e2, = D/(zs = )2} — j:'- e (gl — 1) (Ddl

fmrel Spe2
=" { (201 + 1)[F(2n + 20)
— Bt + 20)] + o[f(tm + 20) = f(tvss + 20) ]}
The elements of the information matrix (multiplied by o¢3/n) may be written as
lim (~o/mE(OL/au) = p = f(2n)[2n ~ f(20)/0:]

o 3.11
+ f(z’l-l)lzr-Q-l +f(£'+l)/Ql] == '-"' ( )

lim (—o/n)E01.700%) = 2p = 2.f(20) — :.’..f(t..) [2m — 120 /03]

(3.12)
+ Zepaf(Gryr) + 3:“."(5'“)[5'“ + [/ qa] = o0,

lim (—o*/m)E@L/0r%) = et'w|(a? 4 1)[F(2n + 20) = F(431 + 20)]

+ ol f(tn + 20) = [(ti1 + 20)])}
— e 30 f(8)[20 — f(20)/0: + o]
+ '—"“:"“)f(e'ﬂ) [er + f("r-l»l)/f]l + 0] = v",

lim (=o*/n)E(8°L/0ud0) = — f(22) — 2uf(2a)[tm — f(2a)/0s] + f(20s1) @.14)

+ evflﬂzrﬂ)[eul +f("r+l)/‘ll] = I'“,
lim (—0?/n)E(*L/3udr) = e+ *[F(4y + 0) = F(fy, + 0)]

LN ]

(3.13)

) 3.15
~ e-ntlanf(s) [‘n - f(t-)/q:] ( )

+ "‘('n'""f(zul)[tul + f(3r+l)/‘ll] = pl),
lim (—o'/n)E@*./dodr) - —L’P""""w[ﬁ'(t. + a) ~ F(3 + o‘)]

A w

+ fCn+ ) — £y + ‘)’ (3.16)

— emttimerf(s )[20 — Lf(2n)/qs — 1]

+ e, )[eh, - Leif(8a)/qs ~ 1] = oM,

The asymptotic variance-rovariance matrix for the estimators g, ¢, and ¢ is
then (¢*/n) [vy], where [ry]=[v%]-'. The reader will note that v, o8, and o™
are independent of both » and o, while v®, %, and +® are dependent upon both,
The dependence upon u is only through the factor e~* in s and ™ and the
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i fuctor e~ in ¢**, while the dependence upon ¢ is more complicated. It follows
that, among the clements of the inverse matrix [r, ] = [1¥]™, v1y, ves, and vye
are independent of p, vi5 and v depend upon g only through the factor e*, and
133 depends upon u only through the factor e2».

The computation of the clements v/ of the information matri. (nultiplied
by a*/n) and the inversion of this matrix and its submatrices and multiplica-
tion by ¢? to obtain the cocflicients of 1/n in the asymptotic variances and
covariunees were performed on the IBM 1620 computer. The resulting co-
eflicients of 1/n in Var (p), Var (&), Var (#), Cov (f, 8), Cov (8, #), and Cov
(4, #) are given in Table 1 for u=4, ¢ =2 with censoring proportions ¢, = 0.00),
0.01, 0.02 and ¢, = 0.0, 0.5, together with the coeflicients of 1/n in the variances
and covarinnces when one parameter is known and in the variances when two
parameters are known. For ¢ = 2 and other values of g, the coefficients can he
obtained from the tabular values in Table 1 by multiplying by the proper
exponentisl funetion of g, but for other values of # the computations must
he made afresh, The coefficients tabulated are those of the local-maximuni-

TABLE 1. COEFFICIENTS IN ASYMPTOTIC VARIANCES AND COVARIANCES

O MAXIMUM-LIKELTHOOD ESTIMATORN OF PARAMETERS 4, ¢, AND » OF

LOGNORMAL POPULATION WITH ¢=2 FROM SAMPLES OF BIZE N WITHl
PROPORTIONS Qi CENSORED FROM BELOW AND Q2 FROM ABOVE

. !N VAR () . a | N OOV GH|NCOVES
41] Q2 NVAR ) | NVARG) . — - INCOV (0
EXP (38 -8) EXP (s =4} | EXP (u—4)
0.00 0.0 4.015182 2.000008 0.82727¢ | ~0.030204 | ~10.111980 0.223919
0.00 0.5 6.079648 8.254124 0.850419 2.477033 | 0.007807 0.498163
0.01 0.0 4.214417 2.587046 | 10.008570 | -10.382750 | ~2.036080 3.201319
n.01 0.5 6.12¢614 8.285008 | 23.148072 2.535131 1.023280 8.845088
0.02 wa 4.332887 2.807068 | 38.013137 | —10.313032 |~ 3.508039 5.304855
0.02 [T 6.120487 0.808393 42.824288 2 .A00656 1.289303 16.358472
. . N LAZL NG T NCOV (S e
@ gz INvAR @IV VAR @la|NCOVESInIN VAR (e
s EXP (2s —8)| EXP (s —4)
0.00 0.0 4.000000 2.000000 0.000000 4.014706 | 0.802041 | ~0.108666

o8 6.068376 4.083812 2.420032 4.9011011 0.803784 =0.135630

|

0.l { (R} 4.003043 2.033718 -0.011488 4.108310 15.483708 -1.085037
' o8
|

0.01 4.0M977 5.143893 2478118 5.152910 | 16.870872 | ~2.014018
02 uan 4.009206 2.066785 | -1.024087 4.238464 | 27.087002 | -2.834700
0oz . 08 .097829 5.319219 2.522670 5.377261 | 28.484887 | -3.280036
! N VARG|w |NCOV@ESW NVAR (T s, 0)
W, q INVAR.é|w NVAR(S]e.s)| N VAR 5, 9
; EXP (25 ~8) | EXP (s ~4) EXP (25~8)
|-
voo | oo 2.060379 0.824182 0.223074 4.000000 {  2.000000 0.800000
0.00 | 0.8 «.240172 0.848843 0.455202 | 4.888124 4.000000 0.800008
v.01 ! 0.0 2.557820 | 18.712804 3.130808 4.003878 | 2.033083 | 14.88007m
wm 03 6.5420 | 24.977762 8.371088 a.memi10 | 4137038 | 14.882020
!
ouz | oo 2.746102 | 33.178104 4.588977 4.008911 | 2.006003 | 26.472094
v.m )
l

0y 8.430062 83.252074 14.745451 4.901438 4.275002 26.481133

,.....a-.
,
!
|
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likelihood estimates resulting from the iterative estimation procedure which
will be discussed in Section 4, not those of the global maxima. This fact is
verified by the results of a Monte Carlo study, which will be reported in See-
tion 5, comparing variances and covariances of estimates obtained from 500
random samples of cach of various sizes and various degrees of censoring with
those given by the asymptotic formulas.

4. ITERATIVE ESTIMATION PROCEDURE

The procedure for iterative estimation on a high-speed computer involves
estimating the three paramecters, one at a time, in the cyclic order g, o, 7.
omitting any assumed to be known, Assuming that the firrt m order statistics
of a sample of size n(m<n) are known, except for the first ro(0Sre<m—p,
where p=1, 2, or 3 is the number of parameters to be estimated), one starts
by setting r=ro. One then choosces initial estimates for the unknown parame-
ters.

At cach step, the rule of false podition (iterative linear interpolation) is used
to determine the value (if any) of the parameter then being estimated which
satisfies the appropriate likelihood equation, in which the latest estimates (or
known values) of the other two parameters have heen substituted, For #
<241, one ean always find estimates u (finite) and ¢ (finite and positive) in
this way. In estimating =, however, one may find that no value of » in the
permissible interval r<ur,,,1 vatisfies the likelihood equation (2.5). In such
cases, the likelihood funection is monotone increasing, so that #=ur,,41. As
f—T,41, f——  and 8—+ «, 5o that the estimation is proceeding along a
path to the global maximum [see Hill (1963)]. When this occurs, which is not
unusual when the available sample (after censoring, if any) is small, it is still
possible to obtain reasonable estimates by a alight modification of the proce-
dure. The madification entails censoring r,,41, the smallest observation not
previously censored, and any others vqual to it, thus increasing r from re to
re+ry, where ri 21 is the number of ohservations censored at this point. Sub-
sequently, r,,,1 plays no role in the estimation procedure except as an upper
bound on #. Now the likelihood function is bounded and finite estimates 2 and

& are obtained. Iteration continues until the results of successive steps agree to -

within assigned tolerances (say 10~4) or for a specified number of steps (say
550).

Use of the modified procedure calls for distributions of estimates which are
ronditiona) on the necessity for censoring the smallest previously uncensored
obhrervation(s). Lacking these, one may assert that the asymptotic variances
of the estimators for the “sometimes censor” procedure are hounded below by
those for the “never censor” procedure and above by those for the “alwayxs
censor” procedure.

5. MONTE CARLO 8TU'DY OF ESTIMATEN

In order to check the validity of the asymptotic variances and covariances
determined in Scction 3 and their applicability to samples of moderate size, a
Monte Carlo study was earried out on the IBM 7094 computer. Five hundred
pseudo-random samples cach of sizes 50, 100, and 200 from a lognormal pop-
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ulation with parameters g=4, ‘e=2, and 7= 10 were generated in the com-
puter. The iterative procedure deseribed in Seetion 4 was used to cstimate all
three parameters, also every pair of parameters and every single parameter,
the known values being substituted for the parameters not being estimated. In
the ease of snmples of size 100, this was done not only for the complete samples
but also for the samples with proportions ¢, =0.01 censored from below and
q: 0.5 from ubove, both singly and in combination, The unmodified proce-
dure converged to within the assigned tolerances of 10~ in the specified 550
steps or fewer without exception for the uncensored and the singly censored
samples. Among the doubly censored samples, however, there were 46 in
whieh it was necessary to resort to the modified procedure (censoring the second
order statistic) in order to estimate all three parameters simultancously and 23
in which it was necessary to do 8o in order to estimate ¢ and 7 simultancously
with g known, More severe censoring or the use of smaller samples can lead
to slower convergenee of the iterative procedure as well as to the need to resort
to the modified proeedure for a greater proportion of cases,

The means, varianees, and eovariances of the estimates, based on 500 sam-
ples, ure given in Table 2, For the doubly censored case, Table 2 gives two sets
of results, one exeluding and the other ineluding the cases in which it was neres-
~ury to resort to the modified procedure. A comparison of the means in Table 2
with the population parameters p=4, 7 =2, and r = 10 and a comparison of the
varianees and covariances in Table 2 with the asymptotie variances and co-
varianees obtained by dividing the coeflicients in Table 1 by the sample size
leads one to the following teintative vonclusions:

(1) The estimator g from complete samples hay a negative bias which is ap-
proximately proportional to n—!, the reciprocal of the sample size. The bias of
2 appears to be unaffected by knowledge of ¢, but it is small or non-existent
if 7 if known, The bias remains negative and inereascs in absolute value for
moderate censoring, but may be positive in cases of severe censoring—see con-
clusion (4).

(2) The estimator & has a positive bias when r is unknown and a negative
biax when 1 is known. The magnitude of the bias is roughly proportional to
»~', and appears to be unaffected by knowledge of u. It is increased by censor-
ing, especially from helow,

(3) The estimator # has a ponitive bias which is closely proportional to
#~'. The magnitude of the bias appears to he unaffected by knowledge of u
andyor ¢ and by censoring from above, but it is markedly increased by cen-
soring even a single observation from below.

(4) Cases in which it is frequently necessary to resort to the modified pro-
cedure are characterized by fairly large positive biases of all the estimators,
especially & and #. The biases are only moderately increased, however, by in-
cluding rather than excluding the instances n which resort to the modified
procedure i8 nccessary.

(5) The variance of # for samples of moderate size ia much larger than the
value given by the asymptotic formula (sec Table 1). The excess over the
asymptotic value, however, appears to be proportional to n—?, whereas the
asymptotic value itself is proportional to n~!. Thus, for sufficiently large sam-
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TABLE 2. MEANS, VARIANCES, AND COVARIANCES OF LSTIMATES OF
PARAMETERS FROaf 500 RANDOM SAMPLES, EACH OF SIZE N, WITH
PROPORTIONS Q1 CENSORED FROM BELOW AND Q2 FROM ABOVE, DRAWN
FROM LOGNORMAIL POPULATION WITH PARAMETERS
p=d, e=2, AND r=10

N Q! Q2 MEAN MEAN MEAN MEAN
) (e (a|n) @io,7)
S0 0.00 0.0 3.9172 3.9298 3.9840 3. 980y
100 0.00 0.0 3.9024 3.9082 4.0000 4.0000
200 0.00 v.0 3.9903 3.0017 4.0080 4.0080
100 0.00 0.5 3.9838 3.9400 3.0808 3.091?
100 ¢.01 0.0 34,8028 3.0182 4.0011 4.0010
100 0.00 | 0.5 4.0%68 3.8830 3.0602 3.9912
100 v.01* | 6.8 4.0720 3.8886 3.9602 3.0012
N Q1 Q2 MEAN MEAN MEAN MEAN
© *lw @in @l o
80 0.00 | 0.0 2,0758 2.0088 1.9870 1.9774
100 0.00 | 0.0 2.0480 2.0541 1.9810 1.0013
200 0.00 | 0.0 2.0120 2.0180 1.0828 1.6881
100 0.00 | 0.3 2.0843 2.1273 1.0383 1.6700
100 0.01 | 0.0 2,1708 2.1882 1.9806 1.9011
100 001 | 03 2,.4740 2.4975 1.0361 1.0607
100 0.01* { 0.5 2.5202 2.5224 1.9361 1.0697
N qQl Q MEAN MEAN MEAN MEAN
n (r|w (t|e) (rls, o)
80 0.00 | 0.0 | 10.5885 10.6103 | 10.6100 | 10.0040
100 0.00 0.0 10.3200 10.32582 10.3160 10.3131
200 0.00 0.0 10.1490 10.1320 10. 1501 10,1409
100 0.00 0.3 10.3114 10.3348 10.31907 10.3133
100 0., v.0 10.8033 10.7983 10.7202 10.7140
100 0.01 0.5 10.8608 10.86063 10.7310 10.7148
100 0.01* 0.5 10.8640 10.8664 10.7310 10.7143
N Qt Q2 VAR () VAR () | VAR() {COV (0, 9) | COV (u, 1) | COV (e,n)
80 (LK) 0.0 086 0,0692 0.6132 -0.6118 —=0.0087 0.6663
00 .00 0.0 0.0416 0.0312 0.1733 -0.0032 ~0.0018 0.0232
200 0.00 0.0 0.0211 0.0121 Q.U477 | =10.0010 =0.0016 0.0072
100 0.00 0.5 0.0600) 0.0961 0.2109 0.0204 0.0146 0.0628
100 0.01 0.0 0.0428 0.0351 0.2861 ~0.0047 0.0128 0.0¢4
100 0.01 0.5 0.0028 0.1244 0.3011 0.037% 0.0239 0.0199
100 0.01* 0.5 0 0634 0.1383 0.2877 0.0410 0.0240 0.0187
- - an N " Lov
N Ql Q2 VAR (s} ) VAR (¢|#) |COV (aa]n)| VAR ble)| VAR (rlo)| i, 7o)
50 0.00 0.0 0.0798 0.0408 0. 0006 0.0837 0.824¢ 0.0059
100 0.00 0.0 0.0406 0.0218 0.0002 0.0413 0.1536 | 9.0015
X 0.00 0.0 0.0208 G.0096 —~(}.0001 DNt ] 0.0433 —=0.00LC
100 0.00 0.5 0.0570 0.0460 0.0198 0.08i11 0.1540 ~0.0009
100 0.01 0.0 0.0400 0.0224 0.,0000 0.0422 0.2871 0.0t04
100 0.01 0.5 0.0574 0.0473 0.0197 0.0318 (.285¢4 0.0130
100 0.01* 0.5 0.0574 0.0473 0.0197 0.0518 0.2854 0.0130
val
N Q1 Q2 VAR (5]s) | VAR (7] w) [COV (¢.5|w) [VAR (B] 0, )| VAR(® |, )] (Fii, )
50 0.00 0.0 0.0692 0.6047 0.06803 0.0704 0.0407 0.8315
100 0.00 0.0 0.0308 0.1728 0.0221 0.0405 0.0216 0.1552
200 0.00 0.8 0.0120 0.0477 0.0069 0.0208 0.00968 ¢.0436
100 0.00 0.0 0.0789 0.1905 0.0469 0.0492 0.0303 0.1553
100 0.01 0.0 0.0349 0.2800 0.0070 0.0406 0.0222 0.2923
100 0.01 0.8 0.11682 0.2018 0.0066 0.0404 0.0407 0.2923
100 0.01* 0.8 0.1263 0.2859 0.0057 0.0494 0.0407 3.2023

* Reaults given on thin line are for all 300 cases, including those, omitted on the line above, which required use

of the
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ples, the excess would become negligible in comparison with the asymptotic
value. The excess appears to be decreased little if any by knowledge of 4 and
only slightly by knowledge of ¢. The excess appears to be affected very little
by censoring, but for censoring of even a single observation from below the
asymptotic value inereases markedly, so that the excess becomes smaller by
compuarison.

(6) When 7 is known, the variances of g and ¢ are in elose agreement with
the values given by the asymptotic formulas. When r is unknown, the vari-
ances of & and & and their covariances with # are somewhat larger than the
values given by the asymptotic formulas, The exeess over the asymptotic

alue is greater for ¢ than for g, as one would expect from the fact that & is
more strongly correlated with # than is a.

(7) For cases in which it is frequently necessary to tesort to the modified
procedure, the variances and covariances including and excluding instances in
which the modified procedure is actually used do not apnear to differ sys-
tematically from each other or from those given by the asymptotic formulps,
except that Cov (&, #) is unexpectedly small,

The authors wish to thank the Editor and the referees for a humber of help-
ful suggestions.
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