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ABSTRACT 

This handbook of Air Force automatic data processing experience 
is a pilot version of one to be produced in the next phase of the project. 
The ADP experience data was collected by interview on 18 Air Force 
ADP systems; the handbook produced during the next phase of the proj- 
ect will be updated from experience periodically reported to Headquar- 
ters, USAF, from some 200 ADP systems. The purpose of the pilot 
version is to acquaint Air Force personnel with the concept of using 
highly organized, summarized, and retrievable ADP experience in judg- 
ing proposals for new automation. The pilot version of the handbook 
contains data collected after the fact from only 18 ADP systems, and 
hence the handbook has limited usefulness for actual evaluation of ADPS 
proposals. It does, however, contain cost estimation equations and nar- 
rative experience that will be useful until the 200 system handbook can 
be produced in Phase III. 

Experience relevant to a proposed ADPS is retrieved from the hand- 
book via information extracted from the proposal. The extracted infor- 
mation consists of quantitative workload descriptors of the proposed 
ADPS (e.g., number of input data fields and number of output formats) 
and certain qualitative descriptors (e.g., centralized or decentralized 
operations and presence or absence of direct access storage). The quan- 
titative workload descriptors are used with cost estimation iso-graphs 
in the handbook to predict costs, so that proposed cost factors (e.g., 
man-months of development effort and dollars per month of hardware 
cost for application production) may be compared with Air Force ex- 
perience. Both quantitative and qualitative descriptors are used to re- 
trieve relevant information from the 18 system descriptions found in the 
handbook. The retrieved experience will be used to check consistency 
and to uncover potential problems of the proposed ADPS that may be en- 
countered during system development and operation. 

A primer on the use of this handbook applied to a hypothetical ADPS 
proposal is published separately as ESD-TR-66-672. A final report cov- 
ering activities and conclusions of the project is also published sepa- 
rately as ESD-TR-66-671. 
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I. USE OF EXPERIENCE HANDBOOK 

The Experience Handbook is used to evaluate a proposed ADPS in 
two major steps.    The first step involves the comparison of proposed 
cost factors such as man-months of development effort with estimated 
cost factors obtained through use of cost estimation iso-graphs.    These 
iso-graphs are graphical representations of cost estimation equations 
derived from sampled data on 18 Air Force ADP systems.    Subsection 
I.A.   describes the use of these iso-graphs. 

The second step for use of the handbook involves reviewing the 
proposed hardware,   software,   development plan,   file conversion plan, 
etc. ,   in light of experience gained by the Air Force in the development 
and operation of 18 ADP systems.    The experience information is re- 
trieved from 18 system descriptions through the use of 1 2 indexes. 
Subsection I. B.  describes the use of these indexes for retrieval of ex- 
perience information,  while subsection I. C.   describes the format and 
content of the experience information in the system descriptions. 

A. Cost Estimation 

1. Description of Iso-Graphs 

Five sets of iso-graphs representing the five cost estimation 
equations and their respective intervals are available for cost estimation. 
These sets of iso-graphs are identical in structure and are contained in 
Section II.    Each set is used for determining three expected values for a 
cost factor.    Cost factors that may be estimated are as follows: 

Development Cost 

o Man-months of development effort 

Operations Cost 

o Number of program maintenance personnel 
o Number of operations personnel 
o Dollars per month of hardware cost for application production 
o Dollars per month of hardware cost for program maintenance 

The workload descriptors from the ADPS proposal are used for de- 
termining cost from the iso-graphs.    The workload descriptors required 
for using all five sets of iso-graphs are as follows: 

Input Variables 

o Characters per month of input volume 
o Number of input data fields 



Output Variables 

o Characters per month of output volume 
o Number of output formats 

Data Base Variable 

o Characters in data base 

See Figure 1 for an example of a set of iso-graphs.    The set con- 
tains three charts,   each to be entered in identical fashion.    The hori- 
zontal scale of the example marks off the number of input data fields, 
while the vertical scale marks off the number of output formats. 

2. Obtaining the Cost Estimates 

Follow the procedure of steps a through g to obtain the three 
values of a cost factor. 

a. Find the workload descriptor value for the proposed 
ADPS on the horizontal scale of any one of the three 
iso-graphs. 

b. Draw a vertical line through all three iso-graphs at 
the value established in step a. 

c. Find the workload descriptor value for the proposed 
ADPS on the vertical scale of each of the three 
iso-graphs. 

d. Draw a horizontal line on all three iso-graphs through 
the values established in step c. 

e. On the top iso-graph,   determine the value that the cost 
estimate is expected to be less than,   90 percent of the 
time,   by logarithmically interpolating the intersection 
point of the vertical (step b) and horizontal (step d) 
lines between adjacent iso-lines. 

f. On the center iso-graph,   determine the value that the 
cost estimate is expected to be,   by logarithmically 
interpolating the intersection point of the vertical 
(step b) and horizontal (step d) lines between adjacent 
iso-lines. 

g. On the bottom iso-graph,   determine the value that the 
cost estimate is expected to be greater than,   90 percent 
of the time,   by logarithmically interpolating the inter- 
section point of the vertical (step b) and horizontal 
(step d) lines between adjacent iso-lines. 
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3. Interpreting the Results 

The results taken from the three iso-graphs have the follow- 
ing meaning: 

Top Iso-Graph   Iso-lines of this chart give the value the estimated 
cost factor is expected to be less than,   90 percent of the time. 

Center Iso-Graph   Iso-lines of this chart give the value the cost 
factor is expected to be (50 percent of the time it will be greater 
and 50 percent of the time it will be smaller). 

Bottom Iso-Graph   Iso-lines of this chart give the value the cost 
factor is expected to be greater than,  90 percent of the time. 

4. Using Estimated Costs and Relevant Experience 

The proposed costs are compared with estimated costs 
from the top and bottom iso-graphs to determine whether the pro- 
posed costs fall within their respective prediction intervals.*    If 
any of the proposed costs are outside their respective prediction 
intervals,   these costs are highly suspect of error and should be 
carefully examined using relevant experience data retrieved from 
system descriptions in the handbook.    If the proposed costs are 
within their predicted intervals,   relevant experience data are re- 
trieved from the system descriptions to verify the reasonableness 
of the proposed costs. 

B.        Retrieval of Relevant Experience 

Twelve indexes are available for retrieving information from the 
18 system descriptions.    The system descriptions appear in Section III 
and indexes in Section V.    Two of the indexes use workload descriptors 
for retrieval of experience,  while the other 10 use other system attri- 
butes such as functional area.    The 12 indexes do not exhaust all attri- 
butes for indexing,   but provide convenient tools for retrieving the bulk 
of experience data in the system descriptions relevant to a proposed 
system.    This section describes the manual procedures for retrieving 
information relevant to a proposed ADPS using each of the 12 indexes. 

1. Development Experience Index 

The Development Experience Index uses a Development Ex- 
perience Index Worksheet (see Section V) in conjunction with a plastic 
index card.    The index card is also used with the Operations Experience 
Index.    Figure 2 illustrates the parts of the index card. 

The prediction intervals for the cost estimation equations in this pilot 
version of the Experience Handbook are rather wide.    These wide inter- 
vals are largely due to the small sample size used in development of 
these equations. 
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To determine systems which have relevant development experi- 
ence, fill out a Development Experience Index Worksheet according to 
the following procedures (also included on the worksheet): 

a. Enter the proposed values for No.  of Input Transac- 
tion Types,  No.  of Input Data Fields,  No.   of Output 
Formats,   and No.  of Data Base Record Types in box 
below the corresponding scale. 

b. Remove the index card from the pocket and position 
the center arrow of the Development Slide at the pro- 
posed value on the No.  of Input Transaction Types 
scale. 

c. For all systems bounded by the Development Slide, 
enter the number from the tolerance band in the No. 
of Input Transaction Types row of the Ranking Table 
beneath the corresponding system name. 

d. Repeat steps b and c for No.  of Input Data Fields and 
No.  of Output Formats. 

e. Repeat steps b and c for No.  of Data Base Record 
Types if the proposed value is not zero.    If the pro- 
posed No.  of Data Base Record Types is zero,   enter 
the number 3 in the Data Base row of the Ranking 
Table beneath ADOBE,   MISSIM,  and ORBIT. 

f. Enter the Total Rank in the bottom row of the Ranking 
Table. Total Rank is computed by adding the numeric 
entries in each column of the Ranking Table. 

g. The system with the largest Total Rank is the most 
relevant system in developmental aspects to the pro- 
posed system.    Relevancy of other systems is in order 
of Total Rank.    Systems with Total Rank equal to or 
greater than 7 are highly relevant to the proposed au- 
tomation.    Systems with Total Rank less than 7 but 
greater than   3 have less relevance,   but may still be 
used,  while developmental experience data from sys- 
tems with Total Rank less than or equal to 3 should 
not be used. 

2. Operations Experience Index 

The Operations Experience Index uses an Operation  Experience 
Index Worksheet (Section V) in conjunction with the same plastic index 
card used for the Development Experience Index.    See Figure 2  for defi- 
nition of index card parts. 



To determine systems that have relevant operations experience, 
fill out an Operations Experience Index Worksheet according to the fol- 
lowing procedures (also included on the worksheet): 

a. Enter the proposed values for Char, /Mo.  of Input 
Volume,   Char. /Mo.   of Output Volume,   and Char, 
in Data Base in the box below the corresponding 
scale. 

b. Remove the index card from the pocket and position 
the center arrow of the Operations Slide at the pro- 
posed value of the Char. /Mo.  of Input Volume scale. 

c. For all systems bounded by the Operations Slide, 
enter the number from the tolerance band in the 
Char. /Mo.   of Input Volume row of the Ranking 
Table beneath the corresponding system name. 

d. Repeat steps b and c for Char. /Mo.   of Output Volume. 

e. Repeat steps b and c for Char,  in Data Base,   if the 
proposed value is not zero.    If the proposed Char,  in 
Data Base is zero,   enter the number 3 in the Data 
Base row of the Ranking Table beneath ADOBE, 
MISSIM,   and ORBIT. 

f. Enter the Total Rank in the bottom row of the Ranking 
Table. Total Rank is computed by adding the numeric 
entries in each column of the Ranking Table. 

g. The system with the largest Total Rank is the most 
relevant system in operational aspects to the pro- 
posed system.    Relevancy of other systems is in order 
of Total Rank.    Systems with Total Rank equal to or 
greater than 5 are highly relevant to the proposed sys- 
tem.    Systems with Total Rank less than 5 but greater 
than 2 have less relevance,   but may still be used, 
while operational experience data from systems with 
Total Rank less than or equal to 2 should not be used. 

3. Functional Area Index 

The Functional Area Index is used to retrieve systems with 
the same functional area as the proposed ADPS.    All sampled ADP sys- 
tems fall into one of the following functional areas: 

o Operations Supporting 
o Research and Development 
o Materiel Management 
o Personnel Manpower 
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o Financial and Accounting 
o Weather 
o Transportation Management 
o Miscellaneous 

To use this index,   find the row of the Functional Area Index Table 
(Section V) with the same functional area as the proposed ADPS.    An 
"X" will appear in this row under each sampled ADPS with the same 
functional area. 

4. Decentralized Operations Index 

Decentralized operations imply that an ADPS has a centralized 
development with a number of decentralized operations dependent on the 
centralized development for system maintenance and support as well as 
delivery of the initial system capability.    The Decentralized Operations 
Index is used to retrieve systems with the number of operational instal- 
lations in the same range as the number of operational installations of 
the proposed system.    Sampled ADP systems are divided into groups 
according to the following criteria: 

o Single Operational Installations 
o From 2 to 7 Operational Installations 
o From 8 to 100 Operational Installations 
o More than 100 Operational Installations 

To use this index,   find the row of the Decentralized Operations 
Index Table (Section V) corresponding to the number of operational in- 
stallations for the proposed ADPS.    An "X" will appear in this row under 
each sampled ADPS with the number of operational installations in the 
same range. 

5. Multiple Application Index 

"Multiple applications" refers to the operation of more than 
one ADPS at a given computer installation.    The Multiple Applications 
Index is used to retrieve systems with the number of applications on an 
installation in the same range as the number of applications of the pro- 
posed system.    Sampled ADP Systems are divided into groups according 
to the following criteria: 

o Single Application at an Installation 
o From 2 to 10 Applications at an Installation 
o More than 10 Applications at an Installation 

To use this index,  find the row of the Multiple Application Index 
Table (Section V) corresponding to the number of applications at an in- 
stallation for the proposed ADPS.    An "X" will appear in this row under 
each sampled ADPS with the number of applications in the same range. 



6. Programming Language Index 

Programming languages include procedure-oriented lan- 
guages,   assembly languages,   and the lack of any language usage (ma- 
chine language).    The Programming Language Index is used to retrieve 
systems using the same type of programming language in their develop- 
ment as the proposed ADPS. 

To use this index,   find the row of the Programming Language Index 
Table   (Section V)  with the same programming language specified for the 
proposed ADPS.    An "X" will appear in this row under each sampled 
ADPS using the same programming language as the proposed system. 
Since more than one programming language may be used in a system de- 
velopment,  the same procedure may be repeated to retrieve systems 
using all programming languages planned for use in the proposed ADPS. 

7. Processing Type Index 

The Processing Type Index is used to retrieve systems with 
the same type of processing control specified for the proposed system. 
The processing types are defined by the following criteria. 

o Real-time data collection 
o On-line inquiry processing 
o Batched processing under executive control 
o Batched processing with no executive control 

To use this index,   find the row of the Processing Type Index Table 
(Section  V)   corresponding to the processing type of the proposed ADPS. 
An "X" will appear in this row under each sampled ADPS with the same 
processing type. 

8. File Conversion Index 

The File Conversion Index is used to retrieve systems with 
types of file conversion similar to the proposed system.    Types of file 
conversion are defined by the following criteria: 

o No file conversion 
o Conversion from manual to ADP system 
o Conversion from PCAM to ADP system 
o Conversion from ADP to ADP system 

To use this index,   find the row of the File Conversion Index Table 
(Section  V)   corresponding to the type of file conversion for the proposed 
ADPS.    An "X" will appear in this row under each sampled ADPS with 
the same type of file conversion. 
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9. Direct Access Storage Index 

The Direct Access Storage Index is used to retrieve systems 
with an amount of direct access storage in the same range as the direct 
access storage for the proposed system.    Sampled ADP Systems are di- 
vided into groups according to the following criteria: 

o No direct access storage 
o Less than 10 million characters 
o From 10 million to 50 million characters 
o Greater than 50 million characters 

To use this index,   find the row of the Direct Access Storage Index 
Table   (Section  V) corresponding to the amount of direct access storage 
for the proposed ADPS.    An "X" will appear in this row under each sam- 
pled ADPS with amount of direct access storage in the same range. 

10. Computer Cost Index 

This index is used to retrieve systems with computers of 
approximately the same basic monthly rental cost as the proposed ADPS. 
If a proposed value for basic monthly rental (for all applications) is avail- 
able,   systems with approximately the same cost may be located by search- 
ing for rows with the closest value of basic monthly rental.    An "X" will 
appear under each sampled ADPS with the same value of basic rental cost. 

11. Computer Index 

The Computer Index is used to retrieve systems using the 
same computer as the proposed ADPS.    In the event that a proposed sys- 
tem  does not  specify the computer  to  be used, this index will not be 
applicable. 

To use this index,   find the row of the Computer Index Table (Sec- 
tion  V)  with the proposed computer.    An "X" will appear in this row under 
each sampled ADPS using the same computer.    If the proposed ADPS has 
more than one computer model,   such as a base computer and peripheral 
computer,   each computer must be looked up individually in the Computer 
Index Table.    Systems using both the proposed base and the peripheral 
computers should be used in preference to systems using the base or 
peripheral computers individually. 

12. Security Index 

The Security Index is used to retrieve systems with the same 
security classification as the proposed system.    Security classifications 
may apply to any one or all of the following system aspects: 

o Inputs 
o Data base 
o Output 
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o System design and programs 
o Hardware 

Sampled ADP systems are divided into four groups according to 
the following criteria: 

o No aspect of system is classified 
o Some aspect of system is Confidential 
o Some aspect of system is Secret 
o Some aspect of system is Top Secret 

To use this index,   find the row of the Security Index Table with the 
highest classification of data to be found in the proposed ADPS.    An "X" 
will appear in this row under each sampled ADPS with the same level of 
security classification. 

C.        Evaluation of Relevant Experience 

After the names of relevant systems have been determined through 
indexing,   as described in subsection I. B,   the next step is to examine the 
system descriptions for relevant experience information.     Table  1 en- 
ables one to quickly determine which sections of a system description 
will contain experience information for a given index.    An index may 
select a large number of systems on a specific attribute,   such as the 
use of COBOL.    To reduce the number of systems examined,   exclude 
systems first on the basis of different functional areas and then on the 
basis of a low ranking of the Development and Operations Experience 
Indexes.    Subsections I.C.I  through I. C. 21 describe the format and 
content of sections in the order in which they appear in the system de- 
scription,   and also specify their use in evaluation of experience data. 

1. System 

This section of a system description identifies the ADPS by 
its title,  the computer designation(s),   and the acronym used for refer- 
ence throughout the handbook.    The acronym is repeated at the top of 
each page of the system description. 

2. Data System Designator 

This section of a system description identifies the ADPS by 
the USAF Data Systems Automation Program (DSAP) code. 

3. Data Collection Date 

This section of a system description identifies the month 
and year in which the data collection occurred for the ADPS. 

4. Location 

This section of a system description identifies the office and 
address to contact for more detailed information on the ADPS.    This 
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TABLE  1 - RELEVANT SYSTEM DESCRIPTION SECTIONS RETRIEVED BY INDEXES 
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Notes:    H indicates a highly relevant section. 

R indicates a relevant section. 



section also identifies the location of development,   location of mainte- 
nance,   location of pilot installation,   location of first operational instal- 
lation,   and the number of operational installations. 

5. Function 

This section of a system description identifies the primary 
user(s) and briefly describes the AF mission being supported by the 
ADPS and the functions performed by the system in support of the 
mission. 

6. Organization Chart 

This section of a system description identifies the ADPS or- 
ganizational designator(s),   developer(s),  user(s),   and operator(s) and 
the relationships between them.    Whenever possible,   the general orga- 
nizational framework shown in Figure 3 has been adhered to. 

A brief commentary follows the chart,  when  appropriate,   in an 
attempt to explain special actions taken in organizing the effort and the 
ramifications of these actions on system development and operation. 

7. History 

This section of a system description briefly describes any 
systems related to the ADPS that may have contributed to its develop- 
ment.    Proposals and/or directives effecting the system development 
of the ADPS and significant milestones are identified. 

8. Schedule 

This section of a system description displays a schedule 
showing all known proposed and actual dates that may be significant to 
the development and operation of the ADPS.    The schedule identifies 
the actual development and operational phases of the ADPS. 

9. Description 

This section of a system description identifies and describes 
the processing functions performed by the ADPS.    The orientation is 
toward the functional characteristics of the system rather than the data 
processing characteristics.    The section begins with a narrative descrip- 
tion of the system,   including descriptions of any unusual communication 
capabilities used to get input to the system and output to the user.    The 
above is accompanied by the system flow chart(s) for the ADPS.    The 
system flow chart(s) contain several or all major processes of the sys- 
tem at a macro level. 
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10. Workload 

This section of a system description identifies the magnitude 
of the ADPS workload through an information flow diagram.    The diagram 
is composed of four major areas:   (1) inputs,   (2) data base,   (3) process- 
ing functions,   and (4) outputs.    These areas are broken down as follows: 

a. Inputs 

(1) Characters per month of input volume 
(2) Number of input transaction types 
(3) Number of input data fields 
(4) Percent of input rejects 

b. Data Base 

(1) Characters in data base 
(2) Percent of characters on direct access (D/A) 

storage 
(3) Milliseconds of access time for D/A 
(4) Number of data base record types 
(5) Number of data base records 
(6) Percent growth rate per month 
(7) Characters per month of update input 

c. Processing Functions 

(1)       A vertical bar graph is used to display the per- 
centage breakdown of source instructions and 
hours of application production by the following 
processing categories: 

(a) Input edit 
(b) File maintenance 
(c) Query 
(d) Sort 
(e) Merge 
(f) Compute 
(g) Report generation 
(h) Control 

(2)        The following quantities are shown both for the 
base computer(s) and for the peripheral 
computer(s): 

(a) Source instructions 
(b) Object instructions 
(c) Hours per month of application production 

16 



d. Outputs 

(1) Characters per month of output volume 
(2) Number of output formats 
(3) Response time (seconds),  if on-line system 

11. Hardware 

This section of a system description identifies and describes 
the hardware used by the ADPS.    The section is composed of two major 
areas:    (1)    a hardware configuration chart and (2) a hardware specifi- 
cations table. 

a. The configuration chart indicates model numbers and 
hardware interconnection of components for all computers in the system 
by charts such as that shown in Figure 4. 

b. The specifications table is not a rigid format; it only 
includes specifications for hardware present in the system. Whenever 
required,  the table includes the following: 

(1) Computer model number 
(2) First delivery date (month/year) 
(3) Word or character machine 
(4) Add time (in microseconds) 
(5) Internal storage 

(a) 
(b) 
(c) 

Effective cycle time (in microseconds) 
Word or character size 
Storage capacity in words or characters 

(6)       External storage 

(a) Magnetic tapes 

o 
o 

Model number 
Transfer rate 

(b) Dis k 

o 
o 
o 
o 

Model number 
Transfer rate 
Capacity (in characters) 
Access time (in milliseconds) 

(c) Drum 

o 
o 
o 
o 

Model number 
Transfer rate 
Capacity (in characters) 
Access time (in milliseconds) 
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(7)       Pe: ripheral devices 

(a) Card Reader 

o           Model number 
o          Speed (in full 80 char,  cards per 

minute) 

(b) Card Punch 

• 

o           Model number 
o          Speed (in full 80 char,   cards per 

minute) 

(c) Printer 

o          Model number 
o          Speed (in lines per minute) 

(d) Paper Tape Reader 

o           Model number 
o           Speed (in characters per second) 

(e) Paper Tape Punch 

o          Model number 
o          Speed (in characters per minute) 

(f) Communications 

o           Lines in multiplexer 
o          Auto-dial 
o          Number of consoles attached 
o          Class of service 

(g) Miscellaneous Devices 

A commentary follow 
conditions requiring hardw 
bility,   and characteristics 

s to indicate unusual hardware problems, 
are modification,   redundancy or backup capa- 
from the chart or table requiring explanation. 

12.         Software 

This section of a system description identifies and describes 
the support software (i. e. , compilers, assemblers, executives, etc.) used 
as tools in developing and operating the application programs of the ADPS. 

A commentary follows,  when appropriate,   in an attempt to indi- 
cate slippages in delivery,  problems encountered in software usage, 
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Special attributes that significantly assisted development and/or opera- 
tion,   and software maintenance support. 

1 3. Application Program Development 

This section of a system description describes the signifi- 
cant activities affecting development of the application programs for the 
ADPS.    Included in the section are descriptions of logic definition,   inter- 
action between analysts and programmers,  programming techniques, 
and type and extent of program and system testing. 

A commentary follows,  when appropriate,   in an attempt to describe 
any conditions existing during the development phase of the ADPS that 
may have affected the development of the application programs. 

14. File Conversion 

This section of a system description describes the type and 
extent of file conversion activities required by the ADPS.    Included in 
the section are descriptions of the format of data prior to conversion, 
the method of conversion,   any special programs required for the con- 
version,   quality control techniques employed in making the conversion, 
and hours of computer use required for conversion. 

15. Documentation 

This section of a system description lists all AFM's,  AFR's, 
OI's,   etc. ,   documenting the ADPS.    Included are descriptions of any 
other types of documentation and past,   present,   and future efforts to 
document the ADPS during development and operation.    Comments are 
made regarding the completeness and usability of documentation when 
appropriate. 

16. Personnel 

This section of a system description describes the person- 
nel involved with the ADPS through the use of a personnel table.    The 
table indicates the following for managers,   analysts,   and programmers 
of the development phase,   and for managers and operators of the oper- 
ational ADPS: 

a. Number of People 

(1) Sampled 
(2) Allocated to the system 

b. Number of Years 

(1) In ADP 
(2) In functional area 
(3) Of college 
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17. Operations 

This section of a system description begins with a brief nar- 
rative description of the operation of the ADPS. 

Pie chart representations of the computer utilizations are displayed 
for each different computer used by the ADPS.    For multi-installation 
systems, computer utilization data is taken from one typical installation. 
The pie charts use the following classifications of time: 

a. For the subject ADPS or application 

(1) Production time 
(2) Preparation time 
(3) Program development and maintenance 

b. For all other applications 

(1) Production time 
(2) Preparation time 
(3) Program development and maintenance 

c. Chargeable lost time (by application if possible) 
d. Set Up time 
e. Idle time 
f. Unscheduled maintenance time 
g. Machine error lost time 
h. Scheduled maintenance time 
i. Off time 
j. Other time 

Each pie chart uses 7 30 hours as the total available number of 
hours per month.    This total number is exactly one twelfth of the num- 
ber of hours in a 365-day year.    The actual number of hours used dur- 
ing a 31-day (744-hour) or 30-day (720-hour) month was  prorated  to 
the 7 30-hour standard used in the pie charts. 

The operations section ends with a brief commentary,  when appro- 
priate,   in an attempt to clarify any apparent or hidden reasons for un- 
usual utilization activity or lack of activity displayed in the pie charts. 
The commentary also notes any other unique operational characteristics 
of the computer installation as a whole. 

18. Application Program Maintenance 

This section of a system description describes the effort, 
techniques,   and organization for all maintenance and continuing devel- 
opment activities to application programs after the system was declared 
operational.    Included in the section,  when available,   are indications of 
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relative efforts for program corrections as opposed to improvements 
or new development,   and what portion of the program maintenance per- 
sonnel was involved in the original system development. 

19. System Benefits 

This section of a system description identifies and describes 
the primary advantages offered by the ADPS.    The section is divided into 
two paragraphs.    The first paragraph discusses the proposed benefits on 
which the system was originally justified.    The second paragraph dis- 
cusses the benefits actually realized by system implementation.    Broad 
categories of benefits that may be mentioned include cost savings,  time 
savings,   and new capabilities not available prior to implementation of 
this ADPS. 

20. Cost Factors 

This section of a system description displays eight develop- 
mental and operational cost factors in individual horizontal bar graphs 
showing the known proposed and actual values of each cost factor.    The 
cost factors represent the subject ADPS and not the whole ADP instal- 
lation.    Hours/month of hardware use cost factors are all prorated to 
a standard month of 7 30 hours.    The eight cost factors are defined as 
follows: 

a. Man-Months of Development Effort 

This is a developmental cost factor representing the 
number of man-months expended by manager, analysts, programmers, 
and operators to develop the ADPS during the development phase begin- 
ning with system design and ending when the system is declared opera- 
tional. During this development phase, activities such as detailed sys- 
tem design, programming, checkout, and equipment installation are 
accomplished as required. 

b. Months of Elapsed Development Time 

This is a developmental factor representing the number 
of calendar months elapsed from the date system design for the ADPS 
is begun to the date the system is declared operational. 

c. Dollars of Hardware Cost for Program Checkout 

This is a developmental cost factor representing the 
hardware cost for computer hours used for program checkout during 
the development phase of the ADPS. 

d. Hours/Month of Hardware Use for Application Production 

This is an operational cost factor representing the 
monthly computer hours on the base computer(s),   charged to the user 
of the ADPS for processing,   that are classified as application production. 
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e. Hours/Month of Hardware Use for Program Maintenance 

This is an operational cost factor representing the 
monthly computer hours used for application program maintenance of 
the operational ADPS on the base computer(s). 

f. Number of Operations Personnel 

This is an operational cost factor representing the num- 
ber of personnel including operators,   scheduling personnel,   data edit 
personnel,   magnetic tape librarians,   report binders,   managers,   etc. , 
allocated to the ADPS during the operations phase.    Operations person- 
nel all perform their functions within,   and within the immediate vicinity 
of,   the computer room. 

g. Number of Program Maintenance Personnel 

This is an operational cost factor representing the 
number of personnel including managers,   analysts,   and programmers 
allocated to perform the process of improving,   changing,   and correct- 
ing programs of the ADPS during the operations phase. 

h. Dollars/Month of Hardware Cost 

This is an operational cost factor representing the 
cost of monthly computer hours used for application production and pro- 
gram maintenance on the base computer(s) and peripheral computer(s). 

Each horizontal bar graph is followed by commentary to clarify 
the proposed and actual values of the cost factor and to explain any dif- 
ferences between these values. 

21. Future Plans 

This section of a system description briefly describes any 
currently planned or contemplated changes or additions that may affect 
the ADPS. 
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ADOBE   Sheet  1 of 

SYSTEM: Project ADOBE Data Reduction—ADOBE (IBM 7040/1401) 

DATA SYSTEM DESIGNATOR:   B104 

DATA COLLECTION DATE:   May 1966 

LOCATION: 

Contact for Additional Information 
Air Force Rocket Propulsion Laboratc-/ 
Edwards Air Force Base 
Edwards,   California 

Development 
Air Force Rocket Propulsion Laboratory 
Edwards Air Force Base 
Edwards,   California 

Maintenance 
Air Force Rocket Propulsion Laboratory 
Edwards Air Force Base 
Edwards,   California 

Pilot Installation None 

First Operational Installation 
Air Force Rocket Propulsion Laboratory 
Edwards Air Force Base 
Edwards,   California 

Number of Operational Installations 1 

FUNCTION:    The users of ADOBE are the Propellant,   Liquid Rocket,   and Solid Rocket Divisions 
jof the Rocket Propulsion Laboratory.    One of the most important missions of these divisions is to 
Itest and verify operation of rocket motors by static firing.    The exhausts of some of these rocket 
lmotors contain hazardous beryllium pollutants.    ADOBE functions as a research and development 
support system to predict  the distribution and level of these downwind pollutant concentrations in 
[order to schedule and control rocket firings.    ADOBE reduces data recorded in r.eal time at a 
rocket test site into reports that aid the users in evaluating test results.     The data reduction is 
performed in a non-real-time mode. 

ORGANIZATION: 

HQ USAF 

1 
HQ AFSC 

1 
Research and Technology Division 

1 
Rocket Propulsion Laboratory 

1 
1 1 1 

Liquid Rocket Division Solid Rocket Division Propellant Division Technical Support Division 

(User) 1 (User) 1 
Haiarda Analysis  Branch Data Branch 

1 1 
Project Adobe 

Contractor:   Telecomputing 
Services,   Imc. 

(User) (Developer /Operator) 
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ADOBE     Sheet 2 of 7 

HISTORY:   In  1963 the Air Force Rocket Propulsion Laboratory (AFRPL) and Air Force 
Cambridge Research Laboratories directed Project Sandstorm,   a series of 43 field tests to study 
the diffusion of exhaust clouds from small solid rocket motors containing beryllium.     Tests were 
conducted with grains weighing from 8 to 65 pounds,   with their exhausts diffusing over a two- 
square-mile instrumented course.     The data reduction programs originated as a part of Project 
Sandstorm--the first effort in the beryllium diffusion area for AFRPL.    The basic design for the 
204' tower wind speed and direetion programs was embodied in an IBM 650 program previously 
developed at AFRCL.    It was planned to convert the code directly to the IBM  1401,  but this did 
not prove feasible and the programs were completely rewritten for the IBM 7040.    Also in  1963, 
the original data reduction program for exposure was written. 

The test results from Project Sandstorm could not be extrapolated to larger motor •!>?• of 
current interest with any degree of confidence.    In 1964 Project Adobe began,   using 500- to 4000- 
pound grains that diffuse their exhausts over a 28-square-mile instrumented course.    Both pre- 
vious computer programs were extensively revised, and data reduction programs for temperature 
differential,   12-foot wind,   and cloud tracking were added to the capability.    This programming 
was completed in 1965,   with the exception of cloud tracking,  which is still continuing. 

Communication between the user and the programmer analyst was informal.    The user would 
complete a work order requesting a particular programming effort,   and the user and program- 
mer supervisor discussed the job.     The user then informally discussed the details with the pro- 
grammer assigned to the task.     For the remainder of the development effort,   the user,   program- 
mer supervisor,   and programmer communicated verbally approximately on a weekly basis. 
After the program was operational,   the original programmer did any needed program mainte- 
nance.    The programmer functioned as an analyst,   programmer,   and maintenance programmer. 

A small amount of AFRPL's computer inputs,   outputs,   and library tapes were classified as 
confidential,   but security measures have not significantly hindered ADPS installation or operation 

SCHEDULE: 
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Analysis and Programming fur Sandstorm Oata  R.-rtucti..n 

4*3 Sandstorm Fiel<i TPSIS  Perform« 

O    Pimm ■• R*i<- A    \   I MI Dal* 
I   1   I   1   I   1   I   I   I   I   I   1   I   I   I   I   I   I   I 

I), s.-lnpmcnt Si 

Continuing ftnalyaii ••nH Proer.tmming 
Hon 

3« ,,t 45  ,\.W.I,r   1 rill   P*| I.nur.I 
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DESCRIPTION:    The ADOBE system reduces instrumentation data obtained from a 204-foot me- 
terological tower,   12-foot wind sets,  air and soil samplers,  and phototheodolite cameras.    The 
raw data are converted from analog strip charts to digital punched cards by an operator  on a 
Benson Lehner Oscar J. ,   or from handwritten reports directly to punched cards. 

Edit Wind 
Speed and 
Direction 

Computation 
on Wind Speed 
and Direction 

10 M nut« T race 

Edit Wind 
1       Speed and 

Direction 
Computali'.n       1 
on Wind Speed 
and  Direction    1 

Strip Chart of 
Temperature Differential« 
(Taken Continuously) 

Data Converal 
by Semi- 
Automatu 
Keypunching 

Edit 
Temperature 
Differential! 

Project Officer 
UMI Reporte to 
Validate Teat and 
Develop Technique« 
for Predicting 
Downwind Concentration 
of Beryllium Pollutant 
in Rocket Exhauete 

Soil/Air      <^ O   o   <» 
Sampler« 
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WORKLOAD: 

PROCESSING 
FUNCTION.-, 

Char. /Mo.   of Input 
Volume: 625.800 

No.   of Input Tian»- 
aition Types 1 

No.   ol Input 
Data Fields: Zb 

Percent of Input 
Reject! 0.4 

, 
i     i o              2 

Key      »U      ES 
■     t    ?    1 &c       1 
5     «2    5     <3 

«V           o 
0ÜO        O 

10OT, 
90 
80 
70        . 
60       g 11 

40       ! 40            3"       Hin f 
0   0     0   0    o   ol flu 

IVnphrraJ 
Base Compulfrli )          < .omputi r(»l 

Total Source Inttrurlic m                     4.512 Unk 

Total Objert ln*tn>. tin ni:                      22.500 I'nk 
Hr». /Mo.   of A pp lie «Hi 

1     Production 12 10 

Char. /Mo.  of Out- 
put Volume: 

N.i    of Output 
f- ntmiti 

1,094,000 

II 
Retponae Tim« 

lirninHi): NA 

HARDWARE: 

Console 

IBM 7106-1 
Central 
Pro« cssing 
Unit 

IBM   1414 
Input/Output 
Syni li ronirer 

IHM  1401 IBM   1406 
Central Core 
Processing Storage 
Unit Unit 

IBM   1402 
Card 
Read/Punt h 

IBM  1403 
Printer 

Switt liable   Tape  Units 

IBM 7040 IBM  1401 

Com« 
put«- r 

1 ii ,i 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Clmr. 
Mach. 

■  —i 

Add 
llll.r 

(;») 

phi i .il Devices 

Intel nil Storage. External Car 1 Reader/Punch Pi Inter 

Cycle 
Time 

W ord/ 
Char. 
Size 
(bits) 

Word/ 
Char. 
Ca- 

pacity 

Stora la 

No. 

Read 
Speed 

(cards/ 
niin) 

Punt h 
Speed 

{< ,i i 'l . / 

min) No. 
Speed 
(1pm) 

No. 
Ma« 
Tapes 

J   r.ll.S. 

Rate 

IBM 
7040 

JBM 
1401 

A/I J Word 

Char. 

16 

2. JO 

H 36 4,09« S-729II 
1 -7?.'i IV 

1 5K to 
62. SK 

Nun«' -" --- None ... 

11.S 6 4K 4- 
729 V 

6 OK 1- 
14 02 

800 1- 
1403 

600 

Comment:    The equipment lias been highly reliable:    approximately 98% uptime. 
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SOFTWARE: Software for the IBM 7040 consisted of an IBSYS monitor executive system, a 
FORTRAN IV compiler, and a MAP assembler. All software was delivered by IBM with the 
machine in September 1963. 

COMMENT:    There is currently one person assigned full time to system programming at RPL. 
His time is mainly spent updating the software according to frequent manufacturer modifications. 
The software has caused no problems in the development or operations of the ADOBE system. 

APPLICATION PROGRAM DEVELOPMENT:    Two of the five ADOBE data reduction programs 
were extensively revised from Project Sandstorm effort as discussed in the history section. 
The other programs were designed and coded in FORTRAN IV by contractor personnel from 
Telecomputing Services,   Inc. ,   who received details by written work order and verbal communi- 
cation.    Documentation was informal and not at a system level,   because of the extreme inde- 
pendence of the programs,  but in the form of program listings held by the cognizant program- 
mer.    The existing IBM 7040/1401 computer system was used for testing with no new hardware 
or software capabilities required.    Turnaround time was normally 4 to 8 hours.    The program 
independence negated the need for an integrated system test.    Development is currently going on 
and records were not kept of the number of hours of testing that have been utilized.    Daily time 
cards,   with time allocated to the appropriate work order,   and monthly time reports were sub- 
mitted during development.    Program status reports were kept by Telecomputing Services,   Inc. 
personnel only. 

FILE CONVERSION:    No file conversion was involved in ADOBE development. 
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DOCUMENTATION:    No formal documentation exists. 

PERSONNEL: 

Activity Function 

Number of People Number of Year« 

Sampled 
Mini ntcl to 

System In ADP 
In Scientific 
Computation Of College 

Development 

Manager 5 0.1 10.5 3.5 3.0 

Analyst None:    Programmer*  Function M rrogrammcr/Analyata 

Programmer 5 1.0 !.•> 2.0 3.0 

Ope rations Manager 5 0.1 I«).'J 3.5 3.0 
Operator 1 1 .0 5.0 3.5 JX1 

OPERATIONS:    The computer operation at RPL is staffed 24 hours a day Monday through Friday 
and 8 hours on Saturday.    It operates as a closed shop.    ADOBE is one of many applications on t li< 
IBM 7040/1401  system.    Generally,   an 8-hour backlog exists.    There is no schedule other than 
for IBM maintenance.    Processing is on a normal and hot priority basis,   with "first come first 
served" scheduling. 
Comment:    The idle  time   is   large for this type of installation»   possibly due to the scheduling 
concept. 

  Prcxl (AJKHU    ape] 
12 hra If 

Prep (AIX1MK  app) 
Ihr   II 

Prog Dev * Mt (ADOBE aPP) 
9 hra I* 

Prod  (nil other  appal 
I HO hra  Hi 

1'rep (all other .tppal 
'14 hra li 

I'r..« Dev * Mt (all other appal 
141 hra  194 

< li«   I oat  (AIJORK app) 
I  hr   \1 

( IIR   I «at  (all  other  appal 
10 hra  /< 

Unaehd Mt 
1 hra  U 

Idle 
1*3 hra   IfcV 

Set Up 
6 hra  H 

Oil 
111 hr»   II". 

IS9 hr« 11«, 

— I' r - ..I lAMI'HK 
app)   It! hr«,   It. 
Pf |.  (AIK)llr. 
apvl  it,,   i 

^l'r..K  II. >   '   Ml 
(AIK)ltK ..|'|0 
Ihr»  IX 
'..,.1 (all ...|„ , 
PP-I   I S<! hra 1*1% 
'rep (all ..lh. r 
,pp..l  ; hr.  i E. 

Prog Dav 4 Mt 
(..II ..lh. r ..ppa) 

■     i .- 

<  h||  I....I (AlKihK 
appl  i  hr \% 
t h« i,-t i.n 
ilhrr a|.p«.| 
) l.rs   I- 

APPLICATION PROGRAM MAINTENANCE:    The application program maintenance effort is 
essentially a continuation of the application program development effort.     The development 
programmer/analysts are also the maintenance programmers, and the same informal methods 
of communication between them and the user are used.    Most of the effort is improvement 
rather than error correction. 

COMMENT:    The program maintenance effort is driven by the continually changing data re- 
duction requirements.     The requirements change because new meteorological instrumentation 
is installed in the field and because the user desires different outputs. 
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BENEFITS:   Proposed:   ADOBE was preceded by Project Sandstorm,   which existed to study the 
exhaust clouds from small,   solid rocket motors with grain weights between 8 and 65 pounds and 
instrumentation over a 2-square-mile instrumented course.    Benefits ADOBE was to offer above 
Project Sandstorm include the ability to handle rocket motors of 500- to 4,000-pound grains, 
instrumentation over a 28-square-mile course,  and additional instrumentation.    ADOBE was to 
provide an improved data processing capability,  which included programs for processing temper- 
ature differentials,   outputs from 12-foot wind towers,   and cloud trackings. 

Actual:   The increased quantity and variety of instrumentation required was procured,   enabling 
the test of  500- to 4,000-pound grains.    Testing was expanded to include detonation/burn tests and 
contamination tests as well as diffusion of rocket motor exhausts.    The required data processing 
capability was realized with the exception of cloud tracking,  the development of which is continu- 
ing at present. 

COST FACTORS: 

Man-Months of Development Effort (Dev.) 

Proposed: 

Actual: 

19 

21 

3 

Comment:   ADOBE is In continuing development due to system refine- 
ments and requirement changes.    The project's development is estimated 
to be 90 percent complete at the current 21 man-months. 

Months of Elapsed Development Time (Dev.) 

Proposed:       Unk  CZ 

Actual: 25  ■■§■■■■■■ 

Comment:    Forty-five test firings were scheduled to be completed be- 
twten July 1964 and July 1965,  by a test directive which was prepared in 
place of a DAP.    At present,  39 test firings have been completed.    The 
schedule  slippage was due to weather conditions. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed:       Unk CZ 

Actual:       Unk W 

Comment:    Records of computer hours for program checkout were not 
kept.    Records of computer hours by application were not produced 
before  1966 except by DSAP code,  which is too general to isolate 
ADOBE programs. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed:       Unk CZ 

Actual: 12 ~~~~~~~~~~~~"~"~~~"~~~~~~~~~"~~~~l 

Comment: The actual number reflects usage on the IBM 7040 during 
April 1966. Ten hours were used for ADOBE application production 
on the peripheral IBM 1401. 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed:      Unk CZ 

Actual: 9 ~*~*~*gT*~*~H~~~*~*~*~*~*~*~~*~B 

Comment; The actual number reflects usage on the IBM 7040 during 
April 19f>6. Eight hours were used for ADOBE program maintenance 
on the IBM 1401. 

Number of Operations Personnel (Op.) 

Proposed: I U 3 

Actual: 1.1    BBBBBBBBBB~~M~*~*MB~i 

Comment:   In addition to one operator,   one manager spends  10 percent of 
his time on ADOBE. 

Number of Program Maintenance Personnel (Op.) 

Proposed: I i I 

Actual:        1.2 ■■■■■■■■ 

Comment:   The actual number of personnel is prorated from 7 program- 
mers on the basis of time spent on ADOBE program maintenance.    There 
is also one system programmer assigned full time to* software maintenance 
for all applications at RPL. 

Dollars/Month of Hardware Cost (Op.) 

Proposed:       Unk CZ 

Actual:   4    63 •■"■■■■""MM 

Comment:    The actual dollar value is based on 16 hours of application 
production and 9 hour» of program maintenance. 

FUTURE PLANS: A DAP is being processed for an on-line micrometeorological recording and 
iisplay system (MICROMET). MICROMET will provide input for further processing by ADOBE. 
Since MICROMET will perform data calibration, formatting and editing, the processing time for 
ADOBE will be reduced. In the MICROMET system, meteorological instrumentation output will 
be fed through A/D converters to an on-line computer. The on-line computer will reduce the in- 
coming data and drive output equipment including a display map of wind vectors and temperature 
readings. The number of manual steps in preparing data for ADOBE will thus be reduced, im- 
proving accuracy and timeliness. 
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SYSTEM:    Accrued Military Pay System--AMPS (NCR 390) 

DATA SYSTEM DESIGNATOR:   H003A 

DATA COLLECTION DATE:  May 1966 

LOCATION: 

Contact for Additional Information 

Directorate of Data Automation 
Air Force Accounting and Finance C- ater 
3800 York Street 
Denver,   Colorado 

Development Air Force Accounting and Finance Center 
Denver,  Colorado 

Maintenance Air Force Accounting and Finance Center 
Denver,   Colorado 

Pilot Installation Ent Air Force Base 
Colorado 

First Operational Installation Ent Air Force Base 
Colorado 

Number of Operational Installations 125 

FUNCTION:    The users of the system are Air Force bases throughout the world,   the Air Force 
Director of Personnel Planning, and the Director   of the Budget.     A common mission of the users 
is military pay distribution and accounting control.    AMPS functions as a management support 
system to prepare paychecks for military personnel and to provide accrual accounting of the 
military pay funds.     The reports of accountability are consolidated at the Air Force Accounting 
and Finance Center (AFAFC) and forwarded to the Air Force Director of Personnel Planning and 
the Director of the Budget. 

ORGANIZATION: 

DCS/Pereoonel 

(U..r) 

Comptroller 

Directorate of Data Automation Direct,>r»te of Accounting and  Flnam a 

Major Air Commanda AF Accounting and  Fln.ar.ce Center 

1 

I   Separata 
Operating 

I   Agency 

Directorate of Military Pay Directorate of Data Automatlo 

Baee Comptroller 

 1 

j (Anaiy.t) (Developer)   , 

Accounting and Fin e OffUa j-- 1 
(Ueer/Operator) 

-__ —.    Technical or   Functional Reapor.alMI It y 
_____    Administrative Reeponelhtltty 
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HISTORY:   The  1949 pay system,  using a hand-posted military pay record for each Air Force 
member,   recorded the pay dollars actually disbursed to a member.    It did not record or report 
amounts "earned by" and "properly payable to" each member monthly.     Yet the total amount 
earned,   or accrued,   represented the true total dollar liability against the Air Force appropria- 
tion.    This liability,   considerably greater than the total dollars actually spent in cash or checks, 
is a critical budget factor needed and wanted by the Director of Personnel Planning and the Di- 
rector of Budget in the Pentagon. 

From the many pay studies and tests undertaken by Air Force specialists came two con- 
cepts for a new pay system.    The first called for centralized control of all Air Force pay ac- 
counts using a high-speed communication system linked to a lar^e-scale computer at the Au* 
Force Accounting and Finance Center (AFAFC).    The other concept approached the problem on 
a decentralized basis,   using desk-size computers at paying base:s.     Both systems prescribed 
mechanized record-posting and provided for accumulating and reporting pay management data 
on an accrual basis. 

In October 1962,   Department of Defense Directive 7040.3 directed all military services to 
implement an accrual accounting system for military pay within 2 years.    Since the central- 
ized computer system could not be operational within this tight time frame,   the Comptroller of 
the Air Force directed that the decentralized system be implemented and operational by July 
1964.    The system would be known as the Air Force Accrued Military Pay System (AMPS). 

Planning sessions were held in January and February 196.2 with representatives of Head- 
quarters USAF,  AFAFC,  and the major air commands.    The group's recommendations resulted 
in Headquarters USAF being responsible for policy guidance,   systems and program approvals, 
and AFAFC for systems,   procedures,  and program development and implementation,  and the 
major air commands for full program support and execution at command and base levels. 

The use of the NCR 390 computer was specified to the Air Force Accounting and Finance 
Center by Headquarters, USAF, Accounting and Finance and had been used at Ent AFB, 
Colorado,   in a single base prototype system.    Operators of the system were sent to a special 
Air Training Command School on AMPS at Sheppard AFB prior to the actual use of the system 
on an Air Force base.    The system is operational on 174 computers located at 125 Air Force 
bases. 

The AMP system design was a cooperative effort of the Directorates of Military Pay and 
Data Automation at the Air Force Accounting and Finance Center.     The Directorate of Military 
Pay developed requirements for program development and changes while ensuring the integrity 
of the Military Pay System.    The Directorate of Data Automation was responsible for system 
analysis and programming. 

SCHEDULE: 

t\ \J \i A s ONI) J    F MAM J \]   A   S   qiM p J  F M A M J   J IA  S   O NId JFMAMJ   J  A   S O N  Ü MIAKOJ j A s <   ■  r> j IF MJA hi i \j ,\ s 

|ADOD Directive 

■X Equipment Tasted 
NCR J9Ö Selected 

•A Syete'm'/ 

O    Planned Date ▲   Actual Date 

Programming 
Training 

Development Stag« 

Equipment Delivery and Inaullat 
^Declared Operational! 

|A'DÖD Deadline 

Operational Stage 
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DESCRIPTION:    The primary function of AMPS is to prepare paychecks for military personnel. 
The pay computations are run twice a month.    In addition to check issuance,  AMPS has the ca- 
pability for accepting temporary and permanent pay changes for military personnel and for pro- 
ducing quarterly accrual FICA (Federal Insurance Contributions Act) and FITW (Federal Income 
Tax Withheld) reports.    A punched paper tape with all accrued expenditures by categories is also 
prepared by each base.     These tapes are sent by each base to AFAFC,  which consolidates them 
on the RCA 501 to prepare an Air Force-wide RAOMP (Report of Accrued Obligations for Military 
Pay).     The RAOMP report is forwarded to Hq.   USAF Director of Personnel Planning and the Di- 
rector of the Budget. 

OPENING Or MILITARY  PAT RECORD (MHR| PROCESS RtTIRt MtNTI.   DISCHARCL3.   TRANirIRS IN.   TRANS't.RS OUT 

Centn 
R.,l.< 

•«„..I 

<»• Ina.  Own. 
R«llr«m«nt. 
• nj 01., h.,,., 

*AT COMPUTATION PHOCEMING OF ACCRUAL.   HCA     mwOATA 

W 
\ZZ.—I 

I     J o..n.,i, ric A I 
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WORKLOAD: DATA BASE 

Char.  In D»t» Bate: D.210,00.) 
Percent of Char,  on D/A Storage: NA 
MUUeecond. of Ace««« Time for D/A: NA 
No.  of Dati Ban Record Typ««: ) 
No.  of Data Baas Raeorda: »,000 
Percent Growth Rale/Mo. : Unk 
Char. /Mo. of Update Input: 940.800 

PROCESSING 
•"UNCTIONS 

INPUTS 

Char. /Mo.  of Input 
Volume: •40.100 

No.   of Input Trans- 
action Type« U                       1 No.  of Input 
Data Field«: 111 

Percent of Input 
Rejecte: 0.5 

3£ 
K.l 

li     If L 
100% 
90 
80 
70 
60 
«■0 

40 
30 
10 
10 

05. 
ii 
aCL üi Hi o  o   2 7    0  0    0  0 Fj 

w 
jj 

Total Source Instruction«: 
Total Object Inetructlone: 
Hra. /Mo. of Application 

Production. 

Baa« Computer(e) 

14,140 
14.140 

Peripheral 
Computer •) 

NA 
NA 

NA 

[ Char./Mo. of Out- 
put Volume: 1.007,000 

No.  of Output 
Format«: II 

Raepoaee Time 
(aaconde): NA 

HARDWARE: 

NCR 390-3 
Console and Cen- 
tral Processing 
Unit 

NCR 361-1 
Paper Tape 
Reader 

NCR 381-2 
Card Reader] 
(Modified 
IBM 026) 

NCR 362-i 
Strip Tape 
Reader 

NCR 390 

NCR 462-1 
Paper Tape 
Recorder 

Com- 
Iputer 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(US) 

Internal Storage Peripheral Devices 

Cycle 
Time 
(as) 

Word 
Size 
(Nu- 

meric 
Char.) 

Word 
Ca- 

pacity 

Card Reader Paper Tape Reader Paper Tape Punch | 

No. 

Read 
Speed 
(cards/ 

min) No. 

Read 
Speed 

(char./ 
sec) No. 

Punch 
Speed 

(char./ 
sec) 

NCR 
390 

5/61 Nu- 
meric 
Char. 

11,300 1,200 12 200 1- 
381-2 

15 1-361-1 
1-362-1 

400 1-462-1 17 

Comment:   The carriage of the NCR 390 reads information from magnetic ledger cards, 
which contain up to 200 words in magnetic strips. 
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SOFTWARE:   The NCR 390 does not have assemblers,   compilers,  or an executive system. 

Comment:    Conventional software is not supplied with the NCR 390 because of the extremely 
small scale of the machine. 

APPLICATION PROGRAM DEVELOPMENT:   The system design was a cooperative effort of the 
Directorates of Military Pay and Data Automation within AFAFC.     The Directorate of Military 
Pay was responsible for analysis and determination of military pay requirements and AMPS 
system design.     The Directorate of Data Automation was responsible for program design,   coding, 
and program checkout.    All programs were written in absolute machine language.     The pro- 
grammers operated their own programs,  and were able to make roughly two checkout runs per 
day.     The computer operated two shifts a day,   6 days a week during program checkout.    NCR 
allowed 330 days of free use for as many hours as desired.    An estimate of 12 hours a day or 
3,744 hours of a possible 7,920 hours were used for checkout.     The Directorate of Military Pay 
compiled an exhaustive set of test data for the  system test,   and subsequently verified the results 
of the system test with the Directorate of Data Automation.     PERT charts,   progress charts,   and 
work measurement charts were maintained during development for management control. 

FILE CONVERSION:    File conversion was performed on a decentralized basis by the AFO's re- 
sponsible for the payroll records.     Conversion was made from manual payroll records to mag- 
netic ledger report forms.     Information from manual payroll records was manually converted to 
Form  1926 Alphanumeric Header Data on punched cards and to Form 1927 Military Pay Record 
Opening Data on punched paper tape.     These inputs were then submitted to the normal MPR 
opening subsystem to ge*nerate the master file of MPR's.    At a typical base the conversion proc- 
ess was accomplished within a cwo-week period (between pay dates) using the entire AFO staff 
(between 15 and 40 people depending on base size) working on a two-shift basis plus overtime. 
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DOCUMENTATION: The basic system description and user's manual is AF 177-105, which is very 
voluminous and exhaustive.   Effort is presently being expended to make the material of this man- 
ual more understandable.   The basic documentation of AMPS programs and program operation is 
AF 171-15; it contains program narratives,  detailed data formats,  flow charts,  and program op- 
erating instructions.   When a change is made to a program affecting AF 171-1 5, a change sheet for 
insertion or replacement is provided toall bases along with a new program tape.   Any changes to 
the programming system are originated by an "ADP Projects Request/Authorization" form, which 
is signed and approved by responsible parties in both the Directorate of Military Pay and Data 
(Automation. 

PERSONNEL: 

Activity Function 

Numb« r of People Number of Year» 

Sampled 
Allocated to 

System In ADP 
In Military 

Pay Of College 

Development 

Manager 9 5.3 12.5 17.0 4.5 

Analyst 23 23.0 14.5 21.5 Unknown   | 

Programmer 22 22.0 4.0 1.5 U nk now n    | 

Operations Manager 1 0.5 2.C 4.0 

Operator 6 3.0 2.0 2.0 JXLI 

OPERATIONS:   The computer operation is staffed at Lowry AF3 8 hours a day,   5 days a week. 
It operates as a closed shop.    AMPS is the only application on the NCR  390 computer.    A 
monthly master schedule is prepared for each of the operational computers located throughout 
the world. 

Comment:   All development and maintenance of AMPS is performed on one NCR 390 computer 
dedicated exclusively to program development and maintenance at AFAFC. 

Off 
426 hrs 59% 

Prod (AMPS 
only app) 
277 hrs 38% 

NCR 390 

SetUp 
10 hrs 1% 

Unschd Mt 
9 hrs 1% 

Schd Mt 
8 hrs 1% 

APPLICATION PROGRAM MAINTENANCE:    Problems arising at the installations are transmitted) 
to the Directorate of Data Automation at AFAFC,  where the problems are analyzed.    The instal- 
lations are advised immediately of any temporary changes required until the Directorate can re- 
lease a new program tape and documentation.    Along with the eight programmers involved in 
program maintenance at AFAFC,  there are a branch chief and systems analyst who also spend 
full time on the system.    Sixty percent of the people involved in program maintenance were in- 
volved in the original development of the system.    The program maintenance activity is divided 
into three areas:    (1) program corrections,   5 percent;   (2) program improvements,   25 percent; 
and (3) changes due to legislative requirements such as FICA and FITW,  70 percent.    The aver- 
age turnaround time for checkout work is 24 hours. 

Comment:    None. 
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BENEFITS: 
Proposed:    Benefits which AMPS was designed to provide that the existing manual system did not 
provide include:    (1) reporting of military pay accounting information on an accrual basis to the 
Director of Personnel Planning and the Director of the Budget;   (2) more timely reporting of 
military pay accounting,   FICA,  and FITW data;   and (3) a net cost saving of approximately $1.7 
million annually.    This was justified on an estimated saving of approximately 1,200 military pay 
personnel.    The personnel saving would be $6.0 million while added machine rental and mainte- 
nance would be $4.3 million,   resulting in a net saving of $1.7 million annually. 
Actual:    (1) reporting of military pay accounting information on an accrual basis to the Dire   'or 
of Personnel Planning and the Director of the Budget was accomplished;   (2) more timely report- 
ing of military pay accounting,  FICA and FITW data was accomplished after some initial prob- 
lems with the AMPS computer system and operations personnel;   and (3) revised manpower re- 
quirements permitted the elimination of only approximately 240 personnel,   corresponding to 
about $1.2 million annually.    Since additional equipment costs were $4.3 million,  this resulted 
in a net annual additional cost of $3.1 million over the existing manual system. 

COST FACTORS: 

Man-Montht of Development Effort (D«v.) 

Proposed: UnkCZ 

Actual: 704 ■■■■■■■i 

Comment:    No formal OAP wti prepared for AMPS.    A OOO directive 
of October 1962 directed that all branch«« of the «ervice ««tabli.h ac- 
crual pay lyittmi by October 1964.    Thi« directive did not «täte an 
• atimate for man-month« of development effort. 

Month» of El«p»ed Development Time (Dev.) 

Proposed: I» ■ I 

Actual: lSBMaHMMHI 

Comment:   July 1,   1964 wa« the operational date eetabliihad by Hq. 
D5AF. 

Dollar« of Hardware Coet for Program Checkout (Dev.) 

Propoeed: Unk CZ 

Actual:   37.178 ■■■■pH 

Comment:   The number of houra of actual checkout wa« 3,744 hour«.    Thie 
wa« computed by multiplying a productive checkout estimate of 12 hour«/ 
day by 344 day«,  the actual number of day« uaed for program checkout. 
NCR allowed 330 day« of unlimited daily free uee for checkout. 

Hour«/Month of Hardware On for Program Maintenance (Op.) 

Propoeed: 01 

Actual: 01 

Comment: AU AMP3 program maintenance la done only at AFAFC. where 
it i* ««tlmated that 176 hour«/ month are u«ed for that purpoaa. The NCR 
390 at AFAFC 1« uaed only for AMPS program maintenance. 

Number of Operation» P«r»onnel (Op.) 

Propoeed: 

Actual: 

3.3 C 

3.5 ■ 

Hour»/Month of Hardware U»e for Application Production (Op.) 

Comment: The actual number represent« three full-time operatore and one 
analyst devoting 30 percent of hi« time to AMPS at Lowry AFB. There are 
two full-time AMPS operatora at AFAFC. 

Number of Program Malnt«nanc« Per«onn«l (Op.) 

Propoeed.- 01 

Actual: 0| 

Comment:   The actual number repreeent« maintenance programmera at any 
operational alt«.    Eight maintenance programmer« at ATAFC perform all 
AMPS maintenance.    A branch chief and one analyet aleo «pend full time on 
AMPS. 

Dollare/Month of Hardware Coet (Op.) 

Proposed: 

Actual: 

UnkCZ 

■ mm 

Propoeed:      1,725 C 

Actual:      1.723« 

3 

Comment:   The actual number reflect« ueage on the NCR 3*0 during 
March 1966 at Lowry AFB. Comment:    Thi« amount 1« the bactc rental charge per month for a «Ingle 

NCR 390 at any operational aite and the NCR 390 ueed exclualvely for pro- 
gram maintenance at AFAFC. 

FUTURE PLANS:   AMPS is a decentralized interim system which was quickly implemented to 
meet a DOD directive.    Future plans call for the installation of a centralized system to replace 
AMPS.    System study of the centralized system is presently being conducted. 
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SYSTEM:     Data Services Workload Control System--DSWC (IBM 7080/1401) 

DATA SYSTEM DESIGNATOR:   P044 

DATA COLLECTION DATE:    July 1966 

LOCATION: 

Contact for Additional Information 

SACS San Antonio Air Materiel Area 
Kelly Air Force Baa« 
San Antonio,  Texas 

Comptroller (Data Management Division) 
Hq. , Air Force Logistics Command 
Wright-Patterson Air Force Base 
Dayton, Ohio 

Development 

San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 
Ogden Air Materiel Area 
Hill Air Force Base 
Utah 

Comptroller (Data Management Division) 
Hq. , Air Force Logistics Command 
Wright-Patter son Air Force Base 
Ohio 

Maintenance 
San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 

Pilot In eta llation None 

Fir at Operational Installation 
San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 

Number of Operational Installation« 8 

FUNCTION:   The users of DSWC are the Data Center and Data Services of the AFLC Air 
Material Areas,  and the Data Center and Data Management Division of Headquarters AFLC. 
The mission of the users is the efficient processing of data and the generation of desired 
information products.    DSWC functions as a management support system to provide a standard 
system for use by the AFLC Data Centers for the identification and control of data services 
operations and products and the scheduling of data services resources.    It also provides the 
Data Management Division of Headquarters AFLC with management reports containing the 
actual and forcasted use of automatic data processing equipment and personnel. 

ORGANIZATION: 

Comptroller 

Data Management Division 

(Developer) 

HO AFI.C  ri.ld 
ErtiMlflnJriMctnrY 

AFLC Data Center 

Air Materiel Areas 

(Operator and User) 

AMA Comptroller 

1 
AMA Data Servicea Division 

(Developer/User) 

AMA Data Center 

(Operator/Ueer) 
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HISTORY:    Prior to 1963 several efforts to develop automated methods for manpower control 
and workload scheduling were underway at Headquarters Air Force Logistics Command (AFLC) 
and at some of the AFLC Air Materiel Areas (AMA's).    The manager of the Data Management 
Division of Headquarters AFLC became aware of the duplicated efforts and formed a taak force 
with the responsibility   to develop a means of consolidating these efforts into a single automated 
system.    The task force derived a data system specification in a report titled The Automatic 
Data Processing Resources Management System (ARMS).    The AMA's received this report in 
August 1963 and their criticism and comments were requested.    After receiving their replies, 
the system was   redesigned and the specifications in the form of a DAP were submitted to 
AFADA.    Based on verbal approval by AFADA,  the Data Management Division of AFLC bep   n 
work on the project in January 1964.    The San Antonio Air Materiel Area (SAAMA) was desig- 
nated as the development site with support supplied by Ogden Air Materiel Area (OOAMA).    The 
proposed initial operational date of July 1964 proved unreasonable and was changed to October 
1964.    The system went operational simultaneously at all AMA's in January 1965. 

A system monitor from the Data Management Division,   Headquarters AFLC,   supervised 
the entire development at SAAMA.    Analysts were located at SAAMA and two programming 
groups were formed,   one at SAAMA and one at OOAMA.    The group at OOAMA was in daily 
telephone contact with the analysts at SAAMA throughout the system development. 

DSWC is operational at the following eight sites:    Rome AMA,   Sacramento AMA,  San 
Bernardino AMA,  San Antonio AMA,  Oklahoma City AMA,  Ogden AMA,   Warner Robbins AMA, 
and Hq.   AFLC. 

SCHEDULE: 

Stage 

(>\ <:\  > J    KMANJ   JASAll 

DAP Prepared 
DAP Submitted 

I    I    I   I 
Verbal DAP Approval' 

.iSystem i)e 

u> 
I 

DAP Approved 

Hol- 

Development Stage 

I      M A M J  J LA h    ' N   1 

lation at All '.itr 

AM   I   J  A   S    >   j    i 

'! 
MJA  Ml J   J  A   s n N   ) J   r   MM  Ml f I I IA 

O     Planned  Pat<- A     A. tu»!   Dat. 
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DESCRIPTION:    The Data Services Workload Control system identifies,   plans,   controls,  and 
schedules all AFLC data services operations.    The AFLC data processing installations are pro- 
vided with uniform procedures for manpower and EDPE scheduling and other benefits such as 
mechanically prepared operator instructions (run sheets),   external tape labels,  and partially pre- 
punched utilization cards.    Headquarters,  AFLC,   receives data showing actual and forecast use 
of system analyst/programmer personnel by data system at each installation as well as showing 
EDPE use by data system,  projected by 12 months (AF-E6,   part 8B).    Inputs consist of man- 
power and EDP utilization in the form of either cards or reports punched on cards.    The outputs 
consist of a series of reports on data system equipment and requirements,   labor (programmer/ 
analyst) availability,  monthly and daily work schedules and status reports,  and a master di- 
rectory of mechanized operations. 

/£ 
Fr.-m  <   onir.lt 
Op.r.tnr. 

From AIIF 
Programming 
Manager. 

Programmer. 
■ tiH t )p.r atlona 
An.I».I. 

/C 

DSWC Coatrol ( .rrt. 

MaaUr  HI. 
Update Card« 

Dally 
Effective noee 
Proo.lng 

Dally 
Workload 
Prnceealng 

Dally Proc.i 
In.lrui tlnn 

...     i 

To Ho.,  USAr 

Output to ADP 
Manag.r. Monthly 

Tim« 
Adjuatmant 
Procaaalng 

I'roc laalng 
Inatr ictlon 
HI. 
Malntonanra 

Workload 
and Job 
Control Ml. 
Maintenance 

It-Month 
r ■*•< aet 
I'r «raa.lng 

Print .   Punch, 
Sort. and Cdtl 
run. lona 
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WORKLOAD: DATA BASE 

Char,  in Data Ba*a: 17,270,000 
Percent of Char,  on D/A Storage: NA 
Milliiacondi of Access Tima for D/A: NA 
No.  of Data Basa Racord Types: J 
No.   of Data Base Records: 203,500 
Percent Growth Rate/Mo. : 0.2 
Char. /Mo.  of Update Input: 1,8 56,000 

PROCESSING 
FUNCTIONS 

Char. /Mo.  of Input 
Volume: 1,8?6,000 

No. of Input Trans- 
action Types: 38                         | 

No.  of Input 1 
Data Fieldi 237 

Parcant of Input 
Rejects: Unk 

Key     S U      k2 

| 
I s 

100% 
00 
8 0 
70 
60 
50 
40 
\0 

«>0 

10 
0»0 

•S1     0   0 ■   1     00    oloo     00 
i —M I — J I—. —- i 

Total Source Instructions 
Total Object Instructions: 
Hrs. /Mo.  of Application 

Production: 

Base Computer(s) 

208,100 
208.100 

Peripheral 
Computer!») 

Unk 
Unk 

1 Char. /Mo.  of Out- 
1     put Volume: 13.070.000 
J No    of Output 
I     Formats: 3) 

Response Tima 
(aaconde): NA 

HARDWARE: 

IBM 7153 
Console 

IBM 7302 
Core 
Storage 

IBM 7102-1 
Central 
Processing 
_yjiü_ 

IBM 7621 
Tape 
Control 

IBM 7621 
Tape 
Control 

1     IBM  1406 IBM  1401 
Core Central 
Storage Processing 

[     Unit Unit 

IBM  1403 
Printer 

IBM 1402 
Card 
Read /Punch 

2-IBM 7060's 
4-IBM  1401» 

IBM  1406 
Core 
Storage Unit 

IBM  1401 
Central 
Processing 
Unit  

IBM  1403 
Printer 

IBM  1402 
Card 
Read/Punch 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(as) 

Peripheral Devn M 

Internal Storage 
External 
Storage 

Card Reader /Punch Printer     | 

No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
llpm) 

Cycle 
Time 

Cha r 
Sir.- 

(bits) 

Char.   ' 
Ca- 

pacity 

No. 
Mag. 

Tapes 
Trans. 
Rate 

2-IBM 
7080 

9/61 Char. 11 2 6 160,000 20- 
729 VI 

to 
P0K 

None — ... None 

4-IBM 
1401 

9/60 Char. 230 11.5 6 8,192 2- 
729 IV 

22.5KH 

62.5K 
1- 

1402 
800 250 1- 

1403 
600     1 

IBM 
1401 

9/60 Char. 230 11.5 6 8.192 4- 
72911 

15K- 
41.6K 

1- 
1402 

800 250 1- 
1403 

(,00      1 

Comment:    The equipment configuration varies with the installation,   both between AMA's 
and Hq AFLC.     The configuration depicted above is for the San Antonio AMA. 
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SOFTWARE:   Software for both the IBM 7080 and IBM 1401 consisted of an Autocoder 
assembler and general input and output utility routines.    The IBM 7080 also had a sort 
program available. 

Comment:   The software is maintained by IBM.    The DSWC system used the available 
software extensively. 

APPLICATION PROGRAM DEVELOPMENT:    Policy and system design criteria were developed 
under the direction of the Data Management Division,  Hq.  AFLC.    SAAMA personnel, 
augmented by personnel from OOAMA,  were responsible for the development and initial im- 
plementation.    The programmers coded the programs in Autocoder II from flow charts and 
specification documents.    Each program,   17 for the IBM 1401 and 9 for the IBM 7080,  was 
checked out independently at both SAAMA and OOAMA using the partially built files which 
were being built at each site on already existing hardware common to all AMA's and AFLC. 
The system checkout,  which lasted two weeks and used live data,  was performed at SAAMA 
with some assistance from OOAMA personnel.    The computer checkout hours were mostly 
on the IBM 1401 with 1,350 hours logged and the IBM 7080 with 230 hours logged.   Each program 
was well documented,  as was the entire system design during development by 2 or 3 persons 
involved full time with documentation.    The entire development was supervised by a system 
monitor from the Data Management Division,  Hq.  AFLC. 

FILE CONVERSION: An extensive period of file conversion went on simultaneously with the 
development of the system.    The three files,  A,  B,  and C,  had to be built to help with check- 
out.    Checkout at both Ogden and San Antonio was performed with these partially built files. 
Two individuals were required full time to build these files at each AMA.    One was the system 
monitor,  who,  together with a clerk assistant, worked closely with the individual programmers 
of each AMA.    All programmer/analysts in AFLC were required to participate part time in 
the collation of program data for the files.    It took about five months to complete these files 
at the AMA's. 
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DOCUMENTATION:   Each program was initially documented with a file of input and output formats and 
a description of the system design.   During the development phase 2 or 3 persons worked full time with 
documentation.   The major documents of this system are (1) Data Services Workload (P044), AFLCM 
300-38, 26 Aug. 1964 (a users'manualand system description with format specifications); (2) main- 
tenance documents (a file containing program listing, transmittal letter s with attachments, etc.); and 
(3) related documents on administrative regulation, such as AFLCR 300-10, which are used to create 
or modify files of P044. 

PERSONNEL: 

Activity Function 

Numbe r of People Number of Year« 

Sampled 
Allocated to 

System In ADP In Area Of College 

Development 
Manager 1 1 20 20 Unknown 

Analyst/ Programmer 16 16 11 11 Unknown 

Operation« 
Manager A 0.1 Unknown Unknown Unknown 

;  Operator 89 2 2 Unknown ^XJ 

OPERATIONS:   The computer operation is staffed at SAAMA 24 hours a day,   7 days a week.    It 
operates as a closed shop.    DSWC is one of many applications on the IBM 7080's and 1401's. 
DSWC is the master scheduler for both the daily and the monthly schedules.    The daily schedule 
for each computer is displayed on closed circuit TV.    Five IBM 1401 computers are used to 
process DSWC.    The pie chart below reflects utilization as if one IBM 1401 did all of the DSWC 
application processing,   and not all five computers,  which is actually the case. 
Comment:    The SAAMA installation does all the program development and maintenance for all the 
operational sites of DSWC. 

Prod (DSWC app) 
12 hr. 24 
Prog D.v * Mt (DSWC app) 
? hra 1« 

Mach Error Loat \       ^^        J/^vy^ 
II hr. 24     \    \X I //       W       Prod (all othar »pp.) 

1S8 hra 494 

Prog Dav 4 Mt (all othar appa) 
96 hra 1 J< 

Prod (DSWC 
app)   67 hra 9% 
Prog Dav a Mt 
(DSWC app) 
14 hr. 2% 
Prod (all othar 
appa) 284 hra 39% 

Sat Up 
66 hr. 94 

Chi  Loat (all othar appa) 
6 hra 14 

IBM 7080 (A) 

Mach Error Loat 
9 hr.  1% 

Prog D«v and 
Mt (DSWC app) 
2 hra 1% 

Setup 
29 hra 4% 

Chg Loat 
(all other appa) 

S hr. 1% 
IBM 7080 (Bl 

Prod (all othar 
app.) 4 31  hra 57% 

Prog Dev and 
Mt (all other 
appa) 69 hra 9% 

Chg Loat (all 
othar appa)  I hr 1% 

Prog Dcv * Mt 
(all othar appa) 
70 hra  10% 

IBM  1401 (A) 

APPLICATION PROGRAM MAINTENANCE:   The program maintenance is currently performed 
at üAAMA by b programmer/analysts who were all involved in the original development of 
DSWC.    Problems arising at any of the AMA's are isolated and pertinent information is trans- 
mitted to SAAMA.    Resultant corrections from SAAMA are inserted at each AMA by resident 
analysts or programmers. 

Comment:   None. 
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BENEFITS;     Proposed:   DSWC was designed to provide ADP management with responsive tools 
to make timely and accurate decisions on ADP resources (including ADP personnel and ADPE) 
utilization.    DSWC was to make uniform methods of computing,   scheduling,  and reporting avail- 
able throughout the AFLC.    Computer operations also were to be simplified and streamlined by 
providing operator sheets,  tape labels,  and partially prepunched computer utilization cards. 

Actual:   DSWC is operational on an IBM 7080/1401 system at each Air Materiel Area (AMA) of 
the AFLC.    Scheduled operations are put on a large board, which is then displayed by closed 
circuit TV to the operator.    DSWC also provides Hq.  AFLC with forecasts of ADPE and ADP 
personnel use,  and subsequently compares actual usage with the forecast. 

COST FACTORS: 

Man-Months o( Development Effort (Dev.) 

Proposed: UnkGE 

Actual: 86HHBHBHBBM 

Comment: A tmak force, formed at Hq. AFLC In early 1963, prepared 
a report railed the ADP Resources Management System (ARMS). The 
system specifications from this report were used to prepare a DAP tn 
August 1963, which was approved verbally by AFADA in January 1964 
and officially In May 1964. No estimate of man-months was contained 
in the DAP. 

Months of Elapsed Development Time |Dev.) 

Proposed: 81 I 

12 ■■■■■■»■■■ 

Conurient:    The DAP stated that command-wide implementation would be 
completed by I September 1964.    The programming phase of development 
took longer than planned,  causing schedule slippage. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: UnkCZ 

Actual:   140,660HMHMaMB.B 

Comment:    Program checkout required 230 hours on the IBM 7080 com- 
puter and 1,350 hours on the IBM 1401 computer. 

Hours/Month of Hardware Use for Application Production (Op.) 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed: Unk □ 

Actual: 9 I 

Co 
To? 

..nrunent: The actual number reflects usage during March 1966 on the IBM 
m~. Program maintenance for DSWC is done only at SAAMA. The opera- 

tional AMA's and Hq. AFLC have monitor programmer/analysts who collect 
program error data to send to SAAMA and install corrections from SAAMA. 
Fourteen hours were used for DSWC program maintenance on the peripheral 
IBM 1401's at SAAMA. 

Number of Operations Personnel (Op.) 

Proposed: Unk C2 

Actual: 2 MMBMHsflsl 

Comment:    The actual number of personnel is prorated from 89 operators 
at SAAMA on the basis of machine time used for DSWC. 

Number of Program Maintenance Personnel (Op.) 

Proposed: Unk C2 

5 ■"•MsflssMBHHs 

Comment:   The actual number of personnel represents full-time DSWC 
maintenance programmer /analysts at SAAMA.    There are programmer/ 
analysts at  each AMA and at Hq.   AFLC who isolate problems and transmit 
program error data to SAAMA for correction,  as well as install program 
corrections from SAAMA. 

J Proposed: 10C 

Actual; 

Comment:   Sixty-seven hours were used for DSWC application production 
on the peripheral IBM 1401's.    The actual number reflects usage during 
March 1966 on the IBM 7080.    The DAP stated an estimate of 30 hours/ 
month per AMA for the IBM 1401 computers. 

Proposed 

Actual 

Dollars/Month of Hardware Cost (Op.) 

1,201 □ 

10.960 wm^maamam 
Comment:    Tin- actual dollar amount includes the cost of program main- 
tenance done only at SAAMA.    This program maintenance cost is approx- 
imately $4,289 per month at SAAMA. 

FUTURE PLANS: 
time. 

There are no indications of changes or additions to this system at this 
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SYSTEM:    Base Level Inventory Control System--GE/BSS (GE 225) 

DATA SYSTEM DESIGNATOR:    D002 

DATA COLLECTION DATE:   April 1966 

LOCATION: 

Contact for Additional Information 

Directorate of Data Automation 
Military Airlift Command 
Scott Air Force Base 
Belleville,   Illinois 

Development 
Scott Air Force Base 
Illinois 

Maintenance Scott Air Force Base 
Illinois 

Pilot Installation None 

First Operational Installation Scott Air Force Base 
Illinois 

Number of Operational Installations 7 

FUNCTION:   The prime users of GE/BSS are the base supply offices at the various Military 
Airlift Command bases.    The only other user is the Accounting and Finance Office,  which 
processes the financial aspects of the inventory system.    The mission of the prime user is 
controlling the distribution,  ordering,   and inventory level of aircraft replacement parts for 
the Military Airlift Command.    GE/BSS functions as a management support system in 
processing real-time supply transactions and generating management reports. 

ORGANIZATION: 

HQ USAF 

1 
HQ MAC 1 

1 1 
DCS/ComptroUer DCS/Mat«rlal 

1 1 
Director at« of Data Automation Directorate of Supply 

and Service« 

1 (Analyat) 
Logistic« Division 

1 
1 1 

Baee Inventory Control Branch Plan« and Op«ration* Branch 

1 MAC Ba«a« I 
1 

1 
Data Syatam« and St atl.tlc« 1 Baa« Supply Offlc« 

<o p.r. tor) (U..r 1 
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HISTORY:    GE/BSS evolved from an attempt in the late 1950'B to simultaneously introduce 
automation techniques to a variety of the Military Airlift Command (MAC)   functions using an 
IBM 7070 computer at Charleston AFB.    The attempt was too ambitious for the system tech- 
nology of the period and resulted in degrading the inventory function as the requirements for 
real-time operation could not be met. 

Headquarters USAF decided to transfer the functions one at a time to another computer 
and employ the modular concept of design.    Of the 33 functions in the Charleston system,  base 
supply was given the highest priority for the new system and is the only function presently oper- 
ating in the new computer. 

The project began at Scott AFB in April 1962 with the programming a joint Air Force 
and General Electric effort.    The amount of coding required was underestimated and therefore 
the available manpower was insufficient to meet the schedule.    An additional time-lag factor 
in development was the inclusion of new requirements and design factors for MILSTRIP.    The 
system became operational at Scott AFB in December 1962 and during the next 18 months six 
more similar systems were developed for installation at other bases in the Military Airlift 
Command. 

System analysts from the Base Supply Office provided technical guidance to the General 
Electric programmers.    The number of contractor programmers was inadequate and Air Force 
and Civil Service programmers were added to the effort.    Small groups under close supervision 
of Air Force programmers were formed and assigned specific tasks for the remainder of the 
development. 

GE/BSS is operational at the following seven AFB's:    Lajes AFB,  Travis AFB,  Scott AFB, 
Hunter AFB,  McGuire AFB,   Charleston AFB,  and Dover AFB. 

SCHEDULE: 

CY I960 

O|N D j FIMAL* J JUSUN n j FL< AM J J A S O N P J F JA MIJ J AISUI J A  SMND JFMAMJ   JAS   OND 

A Feasibility Studie* Conducted (or Integrated System (Personnel.   Accounting,   Supply,   Etc.) 

A Hardware RFP'a Sent Out     | 

O    Planned Data A   Actual Date 

'«   I   I   I    I   I   I   I   I    I   I   I 1 

A Concept  Limited to Supply Only 

A GE 225 Salacted 

Development Stage 

I   I 
Programming and Checkout at Scott AFB 

^implementation at six Other MAC Baa« 

Operational Stage 
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DESCRIPTION;       There are two main system functions:   (1) posting,  i.e.,  the processing of 
real-time supply transactions,   and (2) report generation.    Posting input is by punched cards 
representing supply transactions;  for example,   a request for an aircraft part by maintenance 
or the recording of new stock purchases.    Each transaction updates the supply record on the 
disk and records the transaction on the history tape.    A requisition form is output when » part 
has been requested.    The history tape is used   to produce management reports. 

DUk nu 
with On* Record 
par Stock It« 
•Ml Progran 

l Supply Paraonnal « 
Supply Trtniiro    I 

t    linn.   Itauf 1      p 
Raquaat 
Rr. elpta.   etc.       \-i 

POSTING FUNCTION 

Requisitioning 
and Racalpta 

VX7 
Proparty 
At i ountlng 

-      . 
Loglattt al 
Proiaduraa 

/ZEA 
Baaa Funded 
Item 
Management 

Received From Supply. 
Management Offlcaa 

Spei i.l  Input 
Carda to 
Control 
Reporting > 

Requisition I        aj   T ii Supply  Pereiinnel 

Requlalllon 
Hard Copy Tu Supply Paraonnal 

REPORTING. FUNt.llON 

Ouarterly: 
Itam Racord Mating. 
»•tail Due In/Out 
Mating,   rt. . 

Monthly 
Haar Supply Report. 
Coating I ranaai linn 
R.g.atrr.   el.. 

Required: 
Ihir Out on Draitivatrc 
Organlaation. Routing/ 
Raimb.   Meting 
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WORKLOAD: DATA BASE 

Char,  in Data Baa«: 27.000,000 
1  Percent of Char, on D/A Storage: too 

Milliseconds of Access Time for D/A ISO 
No.  of Data Base Record Types: II 
No. of Data Baae Records: 100.000 
Percent Growth Rate/Mo.: Una 
Char. /Mo. of Update Input: 4.000.000 

PROCESSING 
FUNCTIONS 

Char./hie. of Input 
Volume: 4.000.000 

No. of Input Trans- 
action Types: 42 

No. of Input 
Data fields: 4*9 

Percent of Input 
Rejects: ,, 

U 
K.y ÜU1 

100% 
90 
80 
70 ■ 
bO 
SO I 
40 If 
30 
20 
10 

0% 1 0   0 

Total Source Instructions: 
Total Object Instructions: 
Hrs./Mo.  of Application 

Production: 

OUTPUTS 

1 Char./Mo. of Out- 
put Volume: 40.310.000 

No.  of Output 
Formats: 43 

Response Time 
(seconds): 2 

HARDWARE: 

Console 

CE 225 
Central 
Processing 
Unit H 

P225B 
Printer 

Controller 
Selector 

D225B 
Card 
Reader 

E225C 
Card Punch 

GE 225 

Com- 
puter 

First 
Deliv- 

ery- 
Mo/Yr 

Word 
or 

Char 
Mach. 

Add 
Time 
(us) 

External Storage 
Peripheral Devices 

Internal Storage 
Card Reader/Punch Printer Mag Tapes Disk 

No. 
Mag 
Tapes 

Trans. 
Rate 

No. 
Disks 

Trans. 
Rate 

Char. 
Ca- 

paci y 

Ac- 
cess 

Time 
(ms) No. 

Read 
Speed 

(cards/ 
min) No. 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
(1pm 

Cyc e 
Time 
(us 

Word 
Size 

(bits) 

Word 
Ca- 

pacity 

GE 
225 

1/61 Word 36 18 20 4.096 3 15K to 
60K 

1 62.5 2BM 180 1 400 1 100 1 900     1 

Comment:   At Travis AFB there are two hardware configurations to handle an unusually 
heavy workload and at Scott AFB an extra core memory module was added 
to facilitate development programming. 
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SOFTWARE:   Software for the GE 225 consisted of a GAP assembler,  program diagnostics, 
and utility routines.    The software was delivered by GE with the equipment in early 1962. 

Comment;   The software performed well and has required little modification or correction. 
One exception was the routine which randomly accessed the disk file and which required con- 
siderable reprogramming.    It was felt by the developers that the software contributed signifi- 
cantly to system development. 

APPLICATION PROGRAM DEVELOPMENT:     The GE/BSS proposal called for all program- 
ming to be done exclusively by GE programmers with technical direction from Air Force 
system analysts.    The development approach adopted was to begin work on the most critical 
aspects of the system first,   solve them,   and then work on the next most important areas of 
the system.    This resulted in some unnecessary redesign work.    The technical effort suffered 
due to some design shortcomings,   resulting from an overly optimistic technical estimation by 
GE and the Air Force system analysts and an apparently arbitrary and short USAF schedule. 
Air Force and Civil Service programmers were added when it became apparent that the 
number of GE programmers was inadequate.    The programs were all written in GE assembly 
language,  GAP.    Each function was divided into subprogram segments of approximately 1,000 
words each because of limited core space.    The posting programs were written almost entirely 
without benefit of GE software.    The programmers operated the computer themselves during 
the six months checkout period,   getting 4 to 5 short test runs on the 24-hours-per-day con- 
tinually operating computer.    The criteria for the system test were specified by the supply 
analysts.    During development a thorough documentation file was maintained of each program's 
interaction with its environment.    Proposed design features,   changes to programs,   additional 
requirements,   and detected conflicts were documented in an internal document series known 
as Program Information Letters (PIL).    This was an effective programming  control during 
the development period and has been praised by the technical staff involved.    Daily progress 
reports from the programmers were collected and analyzed. 

Comment: Another cause for schedule slippage was the inclusion of additional requirements, 
such as MILSTRIP, which required redesign and additional coding. A frozen set of specifica- 
tions would have significantly aided the development phase. 

FILE CONVERSION:   The data base to be employed in the GE 225 system was essentially the same 
as that used on the IBM 7070 system at Charleston AFB except for differences in format.    The 
conversion was done by special programs written for the IBM 7070 which dumped the file onto 
magnetic tape and punched cards in a format acceptable as input to the GE 225.    Approximately 
200,000 records of about   100 characters each were converted.    Three weeks were required 
to complete the down-loading of the IBM 7070 and up-loading of the GE 225.    The system 
data were audited before and after the loadings to verify the conversion. 
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DOCUMENTATION: At the completion of development (December 1962),  the system documen- 
tation was produced:   System Requirements (AF 67-1),   Program Description (MM 67-4) and 
User's Manual (MM 171-14). 

PERSONNEL: 

Activity Function 

Number of People' Number of Years 

Sampled 
Allocated to 

System In ADP In Supply Of College 

Development 
Manager 16 6 9.0 8.0 3.5 

Analyst 6 8 5.0 12.0 Unknown 
Programmer 7 24 4.0 3.5 Unknown 

Operation« Manager 1 1 4.0 1.0 Unknown 
Operator 3 7 5.0 3.0 

OPERATIONS:    The computer operation is staffed at Scott AFB as required by workload.    It op- 
erates as a closed shop.    GE/BSS is the only application on the GE 225 computer.    A monthly 
schedule is utilized by the operational sites with the allowance of priority runs at any time. 
Comment:    All development and maintenance of GE/BSS is performed at Scott AFB.    The average 
production time is  312 hours/month for the operational sites,   excluding Scott AFB,   with a maxi- 
mum of 488 hours/month.    Machine maintenance time is large (15 percent). 

Off 
289 hrs 40% 

Schd Mt 
96 hrs 1 3% 

Unschd Mt 
1 5 hrs 2% 

GE 225 

Prod (GE/BSS 
only app) 
176 hrs 24% 
Prep 
4 hrs  1% 

Prog Dev & Mt 
7 5 hrs 10^ 

Chg Lost 
7 hrs 1% 

Idle 
'68 hrs 9% 

APPLICATION PROGRAM MAINTENANCE:   All program modifications and improvements are 
done at Scott AFB.    Other site programmers are used exclusively to gather data pertaining to 
program errors and to install program changes.    The operational programs have required 
little maintenance or modification. 

Comment:   The small requirement for program maintenance probably arises from the fact 
that the system has been operational for a relatively long period of time. 
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BENEFITS:   Proposed:    GE/BSS was proposed to provide increased management control,   re- 
duction of supply manpower,  and more timely fulfillment of maintenance requests in the 
Military Airlift Command.     The concept of an automated supply system had been demonstrated 
through a pilot automation effort on the IBM 7070 at Charleston AFB. 

Actual:    GE/BSS provided increased management control and more timely fulfillment of main- 
tenance requests. 

COST FACTORS: 

Man-Months of Development Effort (Dev.) 

Proposed: 55 □ 

Actual: 375 ■■BHBHiTsM 

Comment:   It wn felt by the developers that the schedule Imposed on the 
programming group by Hq.   USAF was highly optimistic and apparently 
arbitrarily short.    This unrealistic schedule led to a poorly designed 
system that required some unnecessary redesign work.    Air Force and 
civil lervice programmers were added to the development effort when It 
became apparent that the number of CE programmers was Inadequate. 

Months of Elapsed Development Time (Dev.) 

Proposed: 5 I I 

Actual: 10 mm—mmm—mm 

Comment:   GE/BSS was decreed operational on 1 July 1962 by Hq.   USAF 
directive.     Equipment selection was made in February  1962.    Program 
checkout was begun in April 1962.    Insufficient manpower and Inclusion 
of new requirements,   such as MILSTRJP,   during the development delayed 
system operation to December  1962. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual:    212,000  ■■■sMsM 

Comment:    The checkout computer was In constant 24-hour use for 
6 months of the period April to December  1962.    It was felt by the de- 
velopers   that the supplied software contributed significantly to system 
development.    An approximate total of 4,512 hours was used for pro- 
gram checkout. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed: Unk CZ 

Actual: 176 ■ggggflBHaTaTsBsl 

Comment:   The actual number reflects usage on the GE 225 during June  1965 
at Scott AFB.    The six operational GE/BSS installations,   excluding Scott 
AFB,   averaged 316 hours.    Maximum usage was 488 hours at Travis AFB. 

Hours/Month of Hardware Use for Program Maintenance (Qp.) 

Proposed: Unk CZ 

Actual: 75  ■■■■■■VMBMi 

Comment:   The actual number reflects usage on the GE 225 during June 
1965 at Scott AFB.    AUGE/BSS program maintenance is done at Scott AFB. 
Field program maintenance activity at the other operational sites Is con- 
cerned only with the collection of program error data to send to Scott AFB 
and the installation of corrections from Scott AFB. 

Number of Operations Personnel (Op.) 

Proposed: 5 C 

Actual: 8 

Comment:    The actual number of operators at Scott AFB Is 6.    The other 
6 operational  sites average 8 operators,  with a maximum of 12 at 
Travis AFB. 

Number of Program Maintenance  Personnel (Op.) 

Proposed: 3 C 

Actual: 4 

Comment:    There are programmers at the operational  sites,  other than at 
Scott AFB  shown here,   but they are used exclusively to collect program 
error data to send to Scott AFB and Install corrections.    There arc two 
programmers at each operational  site except Travia and McGuire AFB's, 
which have three programmers each. 

Dollars/Month of Hardware Cost (Op.) 

Proposed:        9,400 I I 

Actual:       9,400  MBsMHHMsl 

Comment:   This amount is the basic rental charge per month for all 
operational sites except Travis AFB. 

FUTURE PLANS:     This system is currently being phased out.    All base supply functions 
are being transferred to the AF standard base supply system on the UNIVAC 1050-11. 
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SYSTEM:   Global Weather CentraL-GWC (IBM 7094 Mod I) 
  

DATA SYSTEM DESIGNATOR:   L001 

DATA COLLECTION DATE:   April 1966 

LOCATION: 

Contact for Additional Information 
3rd Weather Wing 
Offut Air Force Base 
Omaha,  Nebraska 

Development 
SAC Headquarters 
Offut Air Force Base 
Nebraska 

Maintenance 
SAC Headquarters 
Offut Air Force Base 
Nebraska 

Pilot Installation None 

First Operational Installation 
SAC Headquarters 
Offut Air Force Base 
Nebraska 

Number of Operational Installations 1 

FUNCTION:    The user of GWC is the 3rd Weather Wing--Air Weather Service of the Military 
Airlift Command.    The mission of the user is to support the Strategic Air Command and 
classified military activities with scheduled and tailored weather products.    GWC functions 
as an operational and intelligence system to produce weather products such as analyses, 
prognoses,   and forecasts for dissemination to supported units throughout the continental 
United States and overseas.    Teletype information containing observations of weather con- 
ditions at the earth's surface and at various altitudes is input to GWC and the data are analyzed 
and correlated with previous weather conditions to prepare the weather products. 

ORGANIZATION: 

SAC AF'i and Divlaione 

HQ MAC 

~1~ 
Air Weather Service 

(Prime Uaer) 
3rd Weather Win« 

Directorate of Scientific Service» 

Detachment I 

(Analyat) 

Automation Diviaion 

I 

Computer Operationa Branch Data Proceaalng Branch Analyaie Branch 

(Operator) (Developer) (Developer) 

Program Application« Branch 

(Developer) 
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HISTORY;    The GWC was developed in response to ever-increasing weather requirements being 
levied on the manual weather prediction and analysis capability of the 3rd Weather Wing.    The 
initial system design was based on certain programs operating on the SAC IBM 704 and on a 
system developed by the Joint Numeric Weather Prediction Unit (JNWPU) at Suitland,  Maryland. 
Initially,  paper tape from teletype was used as the primary input source of observation data. 
The basic system was subsequently modified substantially by changing forecasting and analysis 
models,   adding new products, upgrading the IBM 7090 to an IBM 7094 Mod I,   installing an ADX 
ITT 7300 communication computer,   and adding another IBM 7094 Mod I computer. 

The development personnel for the GWC system were weather specialists with a very high 
average educational level,   cross-trained to utilize computer skills.    This approach was 
adopted because of difficulty in obtaining data processing personnel and because of the com- 
plexity of the weather application.    The basic plan for system implementation was to replace 
manually generated weather products with the automatically generated products only after the 
automatic system had been fully verified.    This approach enabled the system to be developed 
in a time-phased manner. 

The development activity was performed primarily by the Directorate of Scientific Services 
and the Automation Division.    The Directorate of Scientific Services was responsible for the 
formulation of the basic models used in the system.    In many cases,  personnel of the Di- 
rectorate wrote programs to verify the concepts and models  which they had developed.    The 
actual production programs were written by personnel in the Automation Division.    No clear 
distinction between programmer and system analyst was made,   since virtually all people 
doing programming had a meteorology background. 

GWC is housed in two separate facilities approximately one mile apart.    One of these 
facilities is in a hardened underground area resulting in materially increased costs for this 
facility.    Due to the distance between the two sites,   an IBM 7711 data transmission unit is 
necessary which would not have been required for a single facility.    The estimated facility 
preparations costs for the non-hardened installation were $100,000. 

A large portion of the GWC output is unclassified.    During the development and production 
of highly classified outputs the environment is so secure that many programmers involved in 
checkout of less highly classified projects are denied access to the computer room,   resulting 
in less efficient checkout than could have been accomplished otherwise. 

SCHEDULE: 

J   FMAMJJASONDJ   FKiAMJJASdND J   F M A M J   JASONDJFM FMAMJJASOND J   F W A  M  J   J  A S   ON n 

Initial System Deaign and Programmer Training Started 

AU I LI I IJ I I) I 
First IBM 7090 Installed 

Development Stage 

O    Planned Data A   Actual Date 

I    I   1   I   I    I   I    I   I   I    I   I    I    I   I    I   1   1   1 

Initial Veraion Declared Operattona 

ITT 7300 Installed  I 

4 IBM' 7090 Upgraded to 

Operational Stag« 

Request (or Additional 70941 
I   l    I   l    i   i    i    i 

itinutng Improvement to 
Present Day 
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DESCRIPTION:    GWC input containing observations of weather conditions at the earth's surface 
and at various altitudes in the upper air is received via teletype.    All input except for relevant 
observations is stripped off prior to further analysis.    About 50 percent of the data monitored 
over the teletype wires is not useful to GWC.    The observations are then analyzed and correlated 
with previous weather conditions and forecasts are prepared.    Analysis and forecast runs are 
made four times daily.    The runs at 0600 and 1800 hours are not transmitted to the field but are 
analyzed in-house and used in the production runs at 0000 and 1200 hours. 

20 TTY Line« 
With Worldwide 
Weather Observ- 
atory at Surface 
and in Upper Air 

ML 
Generate 
Analysis 
Report 

ADX 
Communications 
Processing 

I 
Upper 
Air 
Analysis 

Input Edit 
and Validation 
Rejects all 
Nonobservational 
Data 

Surface 
Air 
Analysis 

I 
Generate 
Analysis 
Reports 

I 
Analysis 
Products 
for In and 
Out House 
Use 

Analysis 
Products 
for In and 
Out House _ 
Us« 

Operational 
Forecast 
Processing 

I 
FAX 
Converter 

T 

ADX 
Communications 
Processing 

FAX Transmission 
Circuit 

TTT 
3 TTY Lines for 
Disseminating 
Forecasts and 
Analysis 
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WORKLOAD: DATA BASE 

Char,  in Data Baea: 3,790.000 
Percent of Char,  on D/A Storage: NA 
MUllaaconde of Accaaa Tlma for D/A: NA 
No.  of Data Bat« Record Typaa: 7 
No.   of Data Baaa Record« Unk 
Parcant Growth Rate/Mo. : Unk 
Char. /Mo.   of Update Input: Unk 

PROCESSING 
FUNCTIONS 

Char. /Mo. of Input 1 
Volume: 714,400.000 

No.   of Input Trans- 
action Typaa: M 

No.  of Input 
Data Field«: 418 

Parcant of Input 
Rajaeta: 4.5 

♦ 

Key is 21 
t 
6 

t 2 
La t 
• f o eso o 

100* 
90 
80 
70 
60 
50 
40 
30 
10 
10 
0-, 

L 
M 00     00     00     00 ML 

OUTPUTS 

Total Source Inatructlona: 
Total Object Inatructlona: 
Hr«. /Mo.   of Application 

Production: 

Baac Computar(e) 

99.790 
124.200 

Peripheral 
Compute r(«) 

link 
Unk 

Char. /Mo.  of Out- 
put Volume: S9t.000.uuu 

No.   of Output 
Format« 121 

Reeponae Tlma 
(aeconda): NA 

HARDWARE: 
I IBM 7151-2 I 

Coneola 

IBM 7711 
Communi- 
cation 

ink  

IBM 7100 
Central 
Proceeding 
Ü2Ü!  

2-IBM 
7607 D«t« 
Channel« 

^1MM 711 

llBUm |J|C"d Readar 
m Printer           L-    _____ 

' Hj IBM 721  
I I Card Punch 

IBM 7094 Mod I 

Input Lin«« 

ITT 7301 ITT 7321 
/^2-ITT 

II      7J2° Multiplexed Magnetic -J         Tape 
M««««|« Tape U      Unit« 
Procmor Control 

IBM  1401 IBM 1406 
Central Core 
Proceeeing Storage 
Unit Unit 

ITT 7300 ADX Communication Computer 

Installation Number I 

IBM  1901 
PT Rndit 

Re.d/ 
Punch 

Inetallation Number 2 

IBM 71 SI -2 
Conaole 

IBM 7711 
Communi- 
cation 
Link 

IBM 7100 
Central 
Proceeding 
Unit 

2 -IBM 
7607 
Data 
Channel 

jlBM 711 
—[|Cird R««d«r 

I IBM 7 16 }—' 

pprt"'" H i  
_J |_JlBM 721 

[Card Punch 

IBM  1401 IBM  1406 
Central Core 
Procee.tng Stor.g, 
Unit Unit 

IBM 7094 Mod I 

IBM 1402 
Card 
R««d/Punch 

IBM  140»   2 
Printer 

Com- 
puter 

riret 
Deliv- 

Mo/Yr 

Word 

Char. 
Mach. 

Add 
Time 
(US) 

Inte nal Sto rage 

Peripheral  l>eM, r. 

External 
Slnr.ge Card Reader/Punch Printer PT Reader PT Punch 

Cycle 
Time 
(u.) 

Word/ 
Char. 
Sice 

«bit«) 

Word/ 
Char. 
Ca- 

pacity 

No. 
Mag 

Tape. 
Tran«. 
Rate No. 

Re.d 
Speed 

(carda/ 
min) 

Punch 
Speed 

(card., 
mln) No. 

Speed 
Up.-.) No. 

Read 
Speed 

(char./ 
•4*1 No. 

Punch 
Speed 

(char./ 
aac) 

IBM 
7094 

9/62 Word 4 2 36 32K 2-729 IV 

1 f "729U 

22.5K- 

I5K- 
41.6K 

1- 
711 

250 100 1 ■ 

716 
150 None   None ... 

IBM 
7094 

9/62 Word 4 2 36 32K I2-729U I5K- 
41. 6K 

1- 
711 

240 100 1- 
716 

150 None ... Non« ... 
IBM 
1401 

9/60 Char. 230 11.5 6 8K 2-72911 15K- 
41.6K 

1- 
1402 

BOO 250 1- 
1403-2 

600 1- 
IWi 

500 
1902 

150 

IBM 
1401 

9/60 Char. 230 11.5 6 SK 2-729U 15K- 
4I.6K 

1- 
1402 

800 250 1- 
403-2 

600 None ... Non. ... 
ITT 

7300 
unk Word 10 5 II 32K 2-7320 liK None ... ... None ... Con- 

sole 
400 Con- 

sole 
20 

Comment:    Other peripheral devices include a Benson Lehner Data 
Plotter and a CV 1357 Converter. 
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SOFTWARE;  The entire IBM-supplied software packages for the IBM 7094 are available to GWC 
as is the SHARE library.    GWC has been using the FORTRAN monitor system with the 
FORTRAN II compiler,  FAP assembler,   and a standard IBM-supplied library including some 
special GWC routines.    GWC has also been using a GWC-developed control program AUTO and 
the IBM IBSYS executive system in conjunction with FORTRAN IV.    The IBSYS executive in- 
cludes a MAP assembler,  a COBOL compiler.  Report Program Generator (RPG),  and a linkage 
editor. 

Comment:    The FORTRAN monitor system and the IBSYS executive system are used for program 
development but not for production runs.    All production is run under AUTO,  the GWC- 
developed control program, which requires considerably less core than either the FORTRAN 
monitor system or IBSYS.    Little of the IBSYS executive's capability is being used.    Virtually 
none of the SHARE library routines are being used at this time,   although some were used during 
the early development stages. 

Maintenance of the IBM-supplied software requires two people on a full-time basis,  one 
supplied by IBM and the other by GWC.    GWC is very happy with the support received from 
IBM (on-site and from IBM headquarters) and feels that this support tremendously enhances 
the maintenance of the support software. 

APPLICATION PROGRAM DEVELOPMENT;    The GWC development activity was performed 
by the Directorate of Scientific Services and the Automation Division of the 3rd Weather Wing. 
The Directorate of Scientific Services was responsible for formulation and verification of the 
models and computational techniques used in GWC,  while the Automation Division was respon- 
sible for programming the production programs,   integrating these programs into the GWC 
system and verification of system operation.    A clear distinction between analyst and pro- 
grammer was not made in the GWC system,   since virtually all the people doing programming 
had a strong meteorology background.    Development effort from other numeric weather proj- 
ects such as the Joint Numeric Weather Production Unit was used whenever possible.    The 
programs were coded in FORTRAN II and FAP assembly language»    The GWC system is com- 
prised of 86 separate programs,   grouped together as 8 packages.    Each package is run as a sub- 
system generating specific output products.    The program testing was done using the FORTRAN 
monitor system.    The development of the system was on a time-phased basis such that per- 
sonnel freed from the manual preparation of products could be utilized in further system de- 
velopment.    The time phasing also allowed thorough verification of new products prior to op- 
erational use.    Quarterly progress reports were submitted during development. 

FILE CONVERSION; No file conversion was involved in GWC development. 
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DOCUMENTATION:    3WWM 105-12 describes the centrally prepared products that are transmitted to 
field units.   It provides information on the use of the products and verification information on selected 
forecast products.   Documentation of the intersystem workings and individual programs is generally 
inadequate.   No formalized documents giving system flow charts, program flow charts, or narrative 
program descriptions were found.   Documentation of program operational procedures is complete 
and is kept on cards for easy maintenance. 

PERSONNEL: 

Activity Function 

Number of People Number of Year* 

Sampled 
Allocated to 

System In ADP In Weather Of College 

Development 
Manager 6 6 5.0 13.5 6.5 

Analyst 25 25 2.5 13.0 7.0 

Programmer 28 28 2.5 9.5 Unknown 

Operation! Manager 18 18 2.0 11.0 3.0 

Operator 73 73 1.5 7.0 X 

OPERATIONS:    The computer operation is staffed 24 hours a day,   7 days a week.    It operates as 
a closed shop.    The GWC application shares both IBM 7094/1401 computer systems.    The two 
IBM 7094/1401 installations are located at different sites,   approximately 1  mile apart,   neces- 
sitating transmission between sites of information via the IBM 7711.    The IBM 7094/1401 (A) 
system is owned,  while the (B) system is rented. 
Comment: An excellent daily master schedule is strictly followed to utilize the owned computers 
as much as possible and to obtain the most updated input before transmitting weather products at 
fixed intervals.    Idle time on the leased computer is nonchargeable by the manufacturer. 

Prod (C.WCJ 
• ppl   H» hr. HT. 

1-r.p K.Wl 
■pp) ia.i» 
I r..« M.v » Ml 
(i.Wi    «ppl   IN hr. 

I'r.xf («II B*M 
»pp.1 11 KM 4% 

Prrp UN olh.r 
• pp«) I hr«  I* 
fro«  II..  »   Ml 
1.11 olh.r »pp.) 
I hr.  \% 

Prod (GWC 
•ppl  /TT  hr«    17% 

Pro« D.v * Ml («11 
oth.r .pp.) 4 hr. 14 

Pro« Drv • Ml 
«JVC   .,.pl   19 hn 

Prod (.11 olh.r 
«pp.) 4« hr. 1% 

IGWC   «pp)  lh hr. 1% 

Prod («II olh.r 
■pp«) <t<> hr. 4% 

APPLICATION PROGRAM MAINTENANCE:    Current programming activity involves 59 per- 
sonnel and is divided into 4 areas:   (1) new product programming,   19 percent;   (2) program im- 
provements,   60 percent;  (3) program corrections,   14 percent;   and (4) program and/or product 
deletions,   7 percent.    Program improvements include optimization of running time,   tape manip- 
ulation changes for more efficient production flow,   and improved data processing schemes.    The 
Program Applications Branch is responsible for pre-production testing of all programs prior to 
their release to production. 

Comment:   Program development as well as maintenance is a continuing and significant aspect 
of GWC.    Due to the diversity and lack of control of weather observation input formats,  program 
maintenance is constantly required to comply with changes in this area.    Increasing require- 
ments in the field of weather analysis and forecasting have caused improvements in old weather 
models and concepts and the development of new ones.    Thus,  development programming activ- 
ity is always in progress with approximately the same number of people involved in develop- 
ment now as were involved during the original system development. 
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BENEFITS:    Proposed:    The GWC was proposed to provide weather information,   such as fore- 
cast,   analyses,   and special reports to the Strategic Air Command and other AF users.    Prior 
to development of the  GWC,   these   products were manually produced. The manual processing 
of weather data was rapidly becoming unfeasible by I960.    New weather products including fore- 
casts at high altitudes were required.    In addition,   requirements existed for increased frequency 
of weather reports. 

Actual:    The GWC has evolved over a number of years and is currently providing automated 
weather products twice daily.    A number of new weather products and items or equipment have 
been added since the initial operational capability.    Weather products requirements are con- 
tinually increasing,   requiring plans to be developed for new programs and equipment. 

COST FACTORS: 

Man-Months of Development Effort (Dev.) 

Proposed: Unk CZ 

Actual:       4.404 MMMBBBH 

Comment:   No formal propoul euch as a OAP wti prepared for the 
GWC.    The GWC ADPS developed from ever-increaalng weather re- 
quirement!,   and hence,   proposal activities are to be found throughout 
the GWC development and operation.    A substantial portion of the de- 
velopment effort to date,  as represented here,  may be regarded as 
program maintenance in the continual development of the GWC. 

Months of Elapsed Development Time (Dev.) 

Proposed: Unk Q 

Actual: 2 1 HHBHHHHBi 

Comment:   The initial development effort of the GWC was considered to 
have begun in January I960 and ended in October 1961,  as represented 
here, when It became operational.    New programs, however,  are con- 
tinually being developed to meet the ever-increaaing needs of AF 
weather ueers. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk n 

Actual: Unk ■ 

Comment:   No records were kept for computer hours used for GWC 
program checkout. 

Hours/Month of Hardware Use (or Application Production (Op.) 

Proposed: Unk EZ 

Actual: 500 ■■■■■e^s^Bsl 

Comment: The actual number reflects usage during March 1966 on both 
IBM 7094 I computers. A total of 1,040 hours was used for GWC appli- 
cation production on the two IBM 1401 computers and the ITT 7300 ADX. 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed: Unk C3 

Actual: 140 ■■■■BMBBB 

Comment: The actual number reflects usage during March 1966 on both 
IBM 7094 I computers. A total of 37 hours was used for GWC program 
maintenance on the two IBM 1401 computers and the ITT 7300 ADX. 

Propoaed: 

Actual: 

Number of Operations Personnel (Op. ) 

44 I 1 

Comment:   The proposed number,  consisting of 12 operators and 32 data 
preparation personnel,   came from an anticipated manpower projection 
established in January I960.    The actual number of personnel consists of 
73 operators and 18 managers. 

Proposed: 

Actual: 

Number of Program Maintenance Personnel (Op.) 

41 I I 

Comment:   The proposed number,  consisting of I manager,  28 analyst«, 
and 12 programmers,   came from an anticipated manpower projection 
established in January 1960.    The ac ual number consists of 6 managers, 
25 analysis,   and 28 programmers. 

Dollars /Month of Hardware Cost (Op.) 

Proposed: Unk CZ 

Actual:   240,297 I 

Comment:    None. 

FUTURE PLANS:    Experience at the GWC has been one of continually adding programs and 
equipment to meet ever-increasing needs of AF weather users.    GWC personnel currently 
estimate that by FY 1968 the equivalent of five IBM 7094 Mod I computers will be required. 
To meet these increasing requirements,   a DAP is presently being prepared outlining the 
anticipated future requirements.    The proposed system is to include such state-of-the-art 
features as multiprogramming,  multiprocessing,  large-scale direct access memory,   and 
on-line consoles. 

Because of the huge investment in programming (99 percent of the programs are in 
IBM 7094 machine language) it is felt that the new computer system must have the capability 
of emulating the IBM 7094.    Other functional refinements desired include the use of a finer 
mesh grid to improve model accuracy and the use of satellite and aerospace data. 
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SYSTEM:    Merged Accountability and Fund Reporting III--MAFR (RCA 501/301) 

DATA SYSTEM  DESIGNATOR:   H053 and H055 

DATA COLLECTION DATE:    May 1966 

LOCATION: 

Contact for Additional Information 

Directorate of Data Automation 
Air Force Accounting and Finance Cent   • 
3800 York Street 
Denver,   Colorado 

Development Air Force Accounting and Finance Center 
Denver,   Colorado 

Maintenance Air Force Accounting and Finance Center 
Denver,   Colorado 

Pilot Installation None 

First Operational Installation Air Force Accounting and Finance Center 
Denver,   Colorado 

Number of Operational Installations 1 

FUNCTION:   The immediate user of MAFR III is the Directorate of Central Accounting of the 
Air Force Accounting and Finance Center.     Ultimate and prime users of MAFR III are the 
U.S.   Treasury Department and the Air Force Director of the Budget.     The mission of the 
prime   users  is to monitor Air Force expenditures and maintain an accountability of all Air 
Force Funds.     The Treasury Department,   of course,   has other missions beyond Air Force 
accountability.    MAFR III functions as a management support system to maintain accountability 
of cash expenditures   and status of funds allocated for specific materials or services and 
consolidates the data in monthly reports. 

ORGANIZATION: 
HQ USAF 

Comptroller 

Directorate of Data Automation I   Dlre.torate of »n ..„nlln« and  Una.., e 

MaJ-r   Air   f ...mu.aiid 

[ 

 T- 

1       i 
Ar   A, counting an.|  > Inajn • '  ante. 

Separate 
Operation 
Aa.en.-y 

D«.S/(. oinptroll.-r 

I 
Dir. 

A' < OUMtl 
(oral.-  of 

.«  »no   r Ina. .:• 

Dlre.torat.- of 
Central   A. counting 

Dlre.torate of 
Data Automation 

(Uaer) (Developer) 

1 
flaae C omptr aller 

1 
A. . ... 
r Inan 

ntlng 
■ Off 

inrl 
CO 

- — — — — a» «•    TerhnlraJ or Functional 
Reapon.lblllty 

     Administrative Reepoi.elt.lllty 

I'l.er) 
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HISTORY;   Certain insufficiencies in the MAFR II System necessitated a major reengineering of 
the system in order to generate the products required by the user.    The primary insufficiency 
was the lack of ability to produce reports on Status of Funds.    The accounting categories for 
Status of Funds for MAFR III are not the same as those used in MAFR II,  which necessitated a 
complete system redesign for MAFR III.    The concept for MAFR III was approved by  Head- 
quarters,   Air Force Accounting and Finance Center (AFAFC) with subsequent approval by 
Headquarters USAF.    The project started in December 1962 and was operational in July 1963. 
A planned schedule of events during development was prepared and coincided with the actual 
development schedule. 

The reengineering of MAFR II to MAFR III was a joint effort of the Directorate of 
Central Accounting and the Directorate of Data Automation at AFAFC.    Specific tasks were 
assigned to each with continuous coordination of activities. 

In general,   the Directorate of Central Accounting was responsible for developing the 
accounting system concept,   input formats,  edit and balance criteria,  output formats,   and 
providing system test data. 

The Directorate of Data Automation was responsible for developing the EDP system 
concept and specifications,  programming and program documentation,   and testing and 
debugging. 

A joint responsibility of the two directorates  was  the  implementation plan,  developing 
operational schedules,   reviewing systems,   test output,   establishing "live" operations,   and 
monitoring initial "live" production for conformance to desired output. 

Since MAFR III became initially operational,   63 new programs have been added to the 
original 95 to add refinements and to satisfy additional customer requirements. 

A variety of documents were produced during the development of the MAFR III 
system.    MAFR III is generally a thoroughly documented system,   and strong management 
control resulted in the proper flow and distribution of the generated documentation. 

SCHEDULE: 

JJ JUSUN J    HMAMJ   JASCINp Jf   M A M J Dlj   F M  A M J   J  A   S O N  I 

Concept and Proposal Developed 

HQ'U'SAV Approval   I 
System Specification* 

Program Specification« 
i i i i I I I 

Programming 
Program Taetin 
System Testing 

Proposal 
Stage 

Devalopm 
Stage 

O    Planned Date A   Actual Date 

Documentation 
I I I I I I I 

Declared Operation 

Operational Stage 
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DESCRIPTION:     MAFR III is an AF central accounting system for maintaining accountability 
of cash expenditures and status of funds allocated for specific materials or services.     MAFR 
III enables AFAFC lo act as a clearing house for vouchers paid by one Accounting and   !■ 'in.im c 
Office (AFO) for another AFO.     Each AFO forwards the vouchers paid for other  AFO's  to 
AFAFC along with vouchers for its own payments.    AFAFC then forwards the  "for others" 
vouchers to the AFO for whom they were paid.    In the process of receiving and distributing 
these  reports,   MAFR III maintains a complete Air Force-wide accountability which is con- 
solidated on a monthly basis into the Status of Funds Report and Cash Expenditure Report, 
which are sent to Hq. ,   USAF,   and the Treasury Department,   respectively. 
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In Major   Air C.nmmand. 
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WORKLOAD: DATA BASE 

Char,  in Oats Bat«: 28,550.000 
Percent of Char,  on D/A Storage: NA 
Milllaeconda of Access Tims for D/A: NA 
No.  of Dsts Bass Rscord Typs» 11 
No.  of Data Bass Rscords: 265.000 
Psrcant Growth Rats/Mo. : Unk 
Char. /Mo.  of Updata Input: 18.8S0.000 

PROCESSING 
FUNCTIONS 

INPUTS 

Char. /Mo. of Input 
Volum«; 18,880.000 

No.  of Input Trans- 
action Types: 65 

No.  of Input 
Data Tlslds: 61 

Psrcant of Input 
Rsjacts: 1 r 

Kay 

100% 
90 
80 
70 
bO 
50 
40 
30 
10 
10 n 

I 

Äjajü 

OUTPUTS 

Total Sourcs Instructions: 
Total Object Instructions: 
Hrs./Mo.  of Application 

Production: 

Base Computer(s) 

25.000 
100.200 

Peripheral 
Computar(s) 

180 
719 

Char. /Mo.  of Out- 
put Volume: 401.600.000 

No.  of Output 
Formats: 156 

Rssponse Time 
(seconds): NA 

HARDWARE: 
Console 

RCA  561-3 RCA 503 
Hi-Speed Central 
Storage Processing 

Unit 

RCA 501-1 

Console 

RCA 303 
Central Proc- 
essing Unit 

Console 

1 
RCA 561-3 
Hl-Speed 
Storage 

RCA 503 
Central 
Processing 
Unit 

RCA 547-6 
Tap. 
Switch 
Control 

I Switchable 
I 

RCA 501-2 

TJ 
RCA 369-1 
Card Reader/ 
Punch Control 

RCA 330 
Card 
Reader/ Punch 

RCA 316-1 
On-Lin« Printer 
Control 

RCA 333 
On-Line 
Printer 

RCA 316-2 
On-Line 
Printer Control 

RCA 333 
On-Line 
Printer 

RCA 393-1 
S81 
Adapter 

RCA 390 IBM 
729 Tape 
Control 

RCA 311 Paper 
Tape Reader 
Control 

RCA 322 Paper 
Tap« 
Reader 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(as) 

Internal Storage 

Pe ripheral Devices 

External 
Storage 

Card Reader /Punch Printer PT Read/Punch 

No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
(1pm) No. 

Speed 
(char./ 

aec) 

Speed 
(char./ 
sec) 

Cycle 
Time 
(us) 

Char. 
Sice 

(bits) 

Char. 
Ca- 

pacity 

No. 
Mag 

Tapes 
Trans. 
Rate 

RCA 
501 

11/59 Char. 360 12 6 32.768 11- 
581 

33K to 
66K 

None ... ... None ... ... ... ... 

RCA 
501 

11/59 Char. 360 12 6 32.768 8- 
581 

33K to 
66K 

None ... ... None ... ... ... ... 

RCA 
301 

2/61 Char. 67 4.8 6 20,000 1- 
729-11 

15K to 
41.6K 

1- 
330 

800 250 2- 
333 

1.000 1- 
322 

1,000 100 
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SOFTWARE:   Software for the RCA 501's consisted of the following:   (1) a COBOL compiler; 
(2) an EZCODE assembler;  (3) a monitor and loader;   (4) a sort and merge program package; 
and (5) a debugging package. 

Comment:   Since the RCA computers had already been operational for a considerable period 
of time prior to MAFR III development,  the software was well debugged.    The only exception 
to this was a sort package. 

APPLICATION PROGRAM DEVELOPMENT:    A systems concept document consisting of flow 
charts and listings ot necessary tasks ior the operation of the system was prepared by ana- 
lysts from the Directorates of Central Accounting and Data Automation within AFAFC.    Sub- 
sequently,  the Directorate of Central Accounting provided the accounting system concept, 
input formats,   edit and balance criteria,   output formats,   and system test data.    The Di- 
rectorate of Data Automation provided the EDP system concept and specifications,   program- 
ming and program documentation,   testing and debugging.     The two directorate! jointly pro- 
vided the implementation plan,   operational schedules,   a review of the systems test output, 
and the establishment,   monitoring and verification of live operations and production.     During 
checkout of the COBOL programs,   the turnaround time was approximately 24 hours.     The sys- 
tem was designed to operate on an existing RCA 501  installation.     Pert charts,   weekly progress 
reports,   and work measurement reports were utilized during development. 

FILE CONVERSION:     File conversion to MAFR III formats was an involved process since the 
file formats of MAFR III differed significantly from those of MAFR II.    Special file conversion 
programs were written to extract information from a number of different MAFR II files and 
generate the appropriate MAFR III files.    Approximately five man-months of effort and 30 
computer hours were required to generate the necessary MAFR III data base files prior to 
system operation. 
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DOCUMENTATION:   Documentation was produced during development by both Central Accounting 
and Data Automation.    Among the major documents are the following:   Accounting Concepts, 
ADP System Concept,  Customer Requirements,  System Specification,   Program Packages, 
Office Instructions,  and AF Manuals (a user's manual). 

PERSONNEL: 

Activity Function 

Number of People Number of Ycara 

Sampled 
Allocated 
to System In ADP In Accounting Of College 

Development 
Manager 2 2 11 20.5 4 

Analyst 4 4 4.5 12.5 Unknown 

Programmer 19 19 6 6 U nknown 

Operation« Manager 1 0.3 Unknown Unknown Unknown 
Operator 8 8 5.5 Unknown 2X1 

OPERATIONS: The computer operation is staffed 24 hours a day,   6 and occasionally 7 days a 
It operates as a closed shop.    MAFR is only one of several applications run on the two 

A monthly schedule,   broken down into 
week. 
RCA 501's,   the RCA 301,   and the IBM 1401 computers. 
a daily and tentative next-day schedule,   is utilized. 
Comment:    The "Other Time" shown in the pie charts is made up of machine maintenance,   idle 
time,   machine error lost time,   and off time. 

Mach Error Lost 
2b hr« 4% 

Prod (MAFR 
app) 76 hr.  11% 

Prog Dev * Mt 
(MAFR app) 
68 hri 9% 

Mach Error Loet 
16 hra U 

Ch| Loit (all 
other »pp») 2S hr«  3% 

Off 
49 hr. 7% 

S< hd Mt 
31 hr» 4% 

Mach Error Lost 
4 hr« 1% 

Un«thd Mt 
IS hr« 2% 

Idle 
82 hr«  11% 

Set Up 
28 hr« 4% 

Chg Lo.t (all 
other app«) 4 hr» 1% 

Prog Dev 4 Ml 
(all other «pp«) 

71 hr» 10% 

Prep (all other 
app«)  32 hr« 4% 

Prog Dev * Mt 
(all other «pp«) 
87 hr«  12% 

Ch, 
Lost (all other app«) 

Chg Lo.t (MAFR «.pp) 
6 hxa 14 

Prod (MAFR 
app) 84 hr« 12% 

Prog Dev * Mt 
(MAFR .pp) 
30 hr« 4% 

Prod (all other 
app«)  316 hr« 42% 

Prep (all other 
app«)  16 hr» 2% 

Off 
221  hr«  30% 

Mach Error Lo»t 
I hr 1% 

Prod (MAFR 
•pp) 70 hr» 7% 

Prog Dev * Mt 
(MAFR «pp) 
54 hr« 7% 

Prod (all other 
app») 236 hra 33% 

Prep (all other 
•pp») 1 3 hr» 2% 

Prog Dev * Mt (all other app») 
129 hra 184 

Prod (MAFR 
app)  37 hr» 5% 
Prog Dfv * Mt 
(MAFR app) 
7 hra 1% 
Prod (all other 
app»)   306 hr« 40% 

Prog Dev * Mt 
(all other app«) 
26 hr« 4% 

APPLICATION PROGRAM MAINTENANCE:   There are currently 10 programmers and one ana- 
lyst involved in program maintenance on MAFR III.    Approximately 40 percent of these personnel 
were involved in the development of MAFR III.    Any programming changes resulting in change 
pages to Customer Requirements,  System Specifications,  or Supplemental System Specifications 
must be approved by the Directorates of Central Accounting and Data Automation. 

Comment:   Program maintenance is driven by the constant system improvement effort and con- 
tinual changes caused by varying customer requirements.    There is very little program 
correction performed. 
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BENEFITS;   Proposed:    MAFR III was to be a reengineering of the existing MAFR II system. 
MAFR III was to operate on the same equipment as MAFR II.    The primary objective of MAFR III 
(as opposed to MAFR II) was to reduce the undistributed balances so that distributed balances 
could be used in current Status of Funds reports. 

Actual:    MAFR II successfully reduced undistributed balances,   from $250 to $300 million under 
MAFR II to approximately $40 million.    This enabled more accurate and timely reports of 
Status of Funds to be produced.    The development of MAFR III was based on the improvement 
of products being produced by MAFR II. 

COST FACTORS: 

Man-Month« of Development Elfort (Dcv.) 

Propose.!: 

A. tii.il: 

Unk CZ 

>92 

Coinnwnt:    No formal proposal was prrpared for MAFR III.    A lyitemi 
concept was prepared lor  MAFR III by  analyst» from Data Automation 
and ( inlr.il  Accounting within AI Al C     This document consisted of 
flow chart» and list toff necessary lor the operation of MAFR 111. 

Months ol  f.l.ipsrd Development Time (Dev.) 

Proposrd: 7 I ~~l 

Comment:    The target operational date established in the system* concept 
document was   I Julv   1963. 

Dollars of Hardware Cost for Program Checkout 

Proposed: Unk CZ 

71,'"'" MHIBVHMHHH 

Comment:    Program checkout »i.urred from April to August  1963 on the 
RCA  '•Ol ,    A total o( 9ih hours was used for program and system checkout. 

Hours/Month of Hardware  Use for Application Production 

Proposed:       Unk CZ 

14b  MSSSWBBSBVBBIBBV 

Comment:    The actual number reflects usage during March  1966 on the two 
RCA  !<iU  computers,    tine hundred twenty-«MM hours were used for MAFR 
application production on tl r peripheral RCA 30 1  and the IBM  1401. 

Hours/Month of Hardware Use tor Program Maintenance 

Proposed: Unk CZ 

Actual: 122 MasaWsHaHiBssa 

Comment:    The actual number  reflects usage during March  1966 on the two 
RCA 501  computers.     Thirty-seven hours were used for MAFR program 
maintenance on the peripheral RCA  301  and the II3M  1401. 

Number of Operations  Personnel 

Proposed: Unk CZ 

I.) ssasjasaVsasasasasasassl 

Comment:    The actual immsMf of personnel is prorated from 3S people 
based on machine hours for MAFR. 

Number of Program Maintenance Personnel 

Proposed: Unk f~7 

I I ■SSMHSBVMBBS1 

Comment:    The actual number ol personnel  represents   10 programmers 
and  1  analyst allocated to MAFR program maintenance. 

Dollars/Month of Hardware Cost 

Proposed: Unk CZ 

Actual:    32..'^9 ■■ 

Comment:    None. 

FUTURE PLANS:    A conversion to RCA 3301  computers is planned to relieve the overloaded 
RCA 501 computers.    The programming impact of this conversion will be minimal since the 
vast majority of application programs are written in COBOL.    Studies are being made to in- 
clude long-range AF and DOD objectives which could result in major changes in tiie MAFR III 
system;  however,  no specific plans have been approved at this time. 
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SYSTEM:    Air Force MILSTAMP Central Data Collection--MILSTAMP (UNIVAC 1050/1107) 

DATA SYSTEM DESIGNATOR:   O025E 

DATA COLLECTION DATE:      April 1966 

LOCATION: 

Contact for Additional Information 

Data Services Division 
Sacramento Air Materiel Area 
McClellan Air Force Base 
Sacramento,  California 

Development 
Sacramento Air Materiel Area 
McClellan Air Force Base 
California 

Maintenance 
Sacramento Air Materiel Area 
McClellan Air Force Base 
California 

Pilot Installation None 

First Operational Installation 
Sacramento Air Materiel Area 
McClellan Air Force Base 
California 

Number of Operational Installations 1 

FUNCTION:   The users of MILSTAMP are the Directorate of Transportation,  Headquarters 
USAF;   Directorate of Transportation,  Headquarters AFLC;   and the Directorates of Trans- 
portation of USAF Air Command.    A common mission of the users is to evaluate military and 
civilian carrier performance by measuring and  establishing standard transit and hold times. 
MILSTAMP functions as a management support system to prepare reports from "in transit" 
data pertaining to worldwide Air Force shipment and transshipment activities on a monthly 
basis for the users. 

ORGANIZATION: 

HQ USAF 

1 
DCS/Syatema and I.oaUtlce 

1 
Dlractorata of Transportation 

(U.ar) 

1 
HQ AFLC HQ Major Air Command 

1 
1 Dlractorata of Transportation 

Director »to of Transportation 
(U.ar.) 

(Uaai » 
Sacramanto Air Matarlal Araa 

1 
Sacramanto AMA Comptroller 

1 
Data Sarvlcea Dlvialon 

(Davalof w>r/Op arator) 
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HISTORY:   A Data Automation Proposal to develop the Air Force MILSTAMP Central Data 
Collection system was forwarded by Headquarters AFLC to Headquarters USAF in July 1963, 
based on a DOD directive to implement Military Standard Transportation and Movement Pro- 
cedures (MILSTAMP) by October 1963.    Approval of this system was granted by Head- 
quarters USAF in a letter of 13 November 1963,  which directed the collection of MILSTAMP 
intransit data to begin in April  1964 and implementation of the ADPS by July 1964 at the 
Sacramento Air Materiel Area,   utilizing the UNIVAC 1050/1107 scheduled for implementation 
in February 1964. 

In the system implemented in July 1964,   the Sacramento Air Materiel Area was receiving 
intransit data cards and transportation control and movement documents and producing five 
transit reports.    In May 1965 an additional requirement to provide 11 pipeline reports was 
imposed by Headquarters AFLC with Headquarters USAF approval.    The second phase consisted 
of modifications to the Shipment Status Report from the Inventory Management Stock Control 
and Distribution System to prepare the additional reports.    This modification increased the 
number of computer runs from 13 to over 30.    Implementation of this phase was accomplished 
on schedule in July 1965. 

Due to the size of the development activity (six people),   the management procedures 
were quite informal.    All progress reporting between the programmers and the  project leader 
were informal.    The project leader prepared monthly progress reports for AFLC showing 
percentage of completion and man-hours expended.    The development and implementation 
were on schedule. 

The system has never been fully documented.    All documentation at Sacramento is still 
in rough draft form.    The project leader does most of the documentation with contributions 
from the programmers.    AFLC Manual 300-78 will contain the system documentation when 
it is completed. 

SCHEDULE: 
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DESCRIPTION:     Field units submit Transportation Control and Movement Documents (TCMD) 
and Intransit Data Cards (IDC).    The TCMD serves as advance notice of a shipment and is used 
primarily for suspense and control.    The IDC reflects the history of a shipment.    The submis- 
sions,  which are by card,   paper document,   and AUTODIN,   are stored on magnetic tape for input 
to the computer.    On a daily basis,   all new TCMD's and IDC's go through a complete data vali- 
dation.    Erroneous data are recycled to their source for correction,   and valid data are placed 
on a master file.    Each month,  (1) all TCMD and IDC areas are summarized by activity,   and 
reports are sent to major air commands and field activity areas to police MILSTAMP pro- 
cedures;   (2) IDC'i and TCMD's held in suspense are compared to detect delinquent shipments; 
and (3) management reports are produced. 

Transportation Control 
»ml Movement Docu- 
ment* (TCMD) and In- 
transit Data Card« (ICD) 
Received From 
Field Unit« 

Strip AUTODIN 
Tape (or 
TCMD'e and 
IDC« 

Reporte or 
Carda Received 
via Mail From 
Field Unit« 

Returned to Originator 
or Corrected at Central 
Data Collection Branch 
(CDCBI and Reaubmitted 

(at KOM) 

Monthly Sum- 
marization of 
Shipment Ac tiv- 
itlea and Pur^e 
of Old Activltiee 

to Major Air Command« 
and Coslgnor« 

Input to Dally Update 
at Beginning of Month 

Monthly Match- 
ing of IDC'a and 
TCMD'« 

Sent to Consignor« 
and Consignees 
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WORKLOAD: DATA  BASK 

Char,   in Data  Pa»«-: 
Pfrcml o( Char,   on D/A Stomgr 
Millncton.li ..f A.fr».   rime  (,ir D/A: 

.0(10 
NA 
NA 

No.  of Data Baa« Record  T yt><-• 
No.   of iMta »»«<■ II». ortin: 
Per. .Ml ( .rowll. Half Mo 
Char. ,Mo.   of Update Input: 

i 
I'll.HHO 

Una 

PROCESSING 
FUNCTIONS 

(har. /Mo.   of Input 
Volume: 57.880.nii0 

No     ol Inpul Tran«- 
a< lion   Typ«-«: » 

No.   ot Input 
Data Field«: 60 

I'fri enl of Input 
Rejecti: 8 

* 

E 
Key     £u      U.5 

C 
o   . 
a B 
v   l 

io on 
90 
■c 
70 

(.0 

SO 
40 
10 
,-0 
10 
o-. 
lllflj „,.,j,^ 

' I 

I 
Total Source Inatru 
Total Ohic. I Instru 
Hn. /Mo.   of Appli. 

Production 

IUi- Computer!«) 

24,310 
97.250 

»nphcral 
mprt-riaj 

link 
link 

I > 

( ) 
No 

/Mo.  of Out- 
I...I  Volume: 11.950,000 

I .i|..it 
I ..rinnt* ?l 
MpifliM i Im« 
(aeionda): NA 

HARDWARE: 

Console 

Univac 
751-4 
Printer 

Univac    I0S0 
Crntral 
Processing 
Unit 

Univac  551 
Tape 
Synchroni /r i 

Univa« 
71)1-31 
(  ..i.l   K.-.1.1. i 

Univac 
6S0-21 
Card Pun« h 

Hn iv... 
UM 
Core 
Memory 

Univac   10S0 

Com- 
put.' 1 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(US) 

mi 

ICSB 

1. me- 
in.«) 

i 1 

1      i iphc r.i 1  Dr .II • •* 

int. rii.«l Storage 

External storage 

Cm '1 IU ader/Pnnrh I'l int.- r M.IR Tap«-» I). . 

< v. le 
1  
( tal 

Word/ 
Char. 
Si/.- 
(bits) 

Word/ 
Char. 

Ca- 
pacity 

No. 
MaK. 
Tapes 

Trans. 
Rate 

No. 
Disks 

Trans. 
H..tr 

Char. 
C.i- 

| 1 V 

■l.'M 

No. 

Read 
s,.,.,.,l 

(. eras 
linn) 

900 

No 

1- 

Hum h 
Speed 

min) 

3110 

No. 

1- 
•1     1 

None 

Speed 
dpi») 

900 UNIVAC 
1050 

9/M Char. 117 4.S r> I2K 2- 
8SU-2 

8K to 
133K 

None 

1 - 
F1I-H80 

360K UNIVAC 
1107 

9/62 Word 4 4 H> 32.768 16- 
850-2 

l- 
8SI-3 

8K to 
I3 3K 

2 5KYO" 
120K 

None 

Comment:    The UNIVAC 1050 is used as the peripheral computer while the  UNIVAC 1107 
does the main system processing. 
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SOFTWARE:    Software delivered with the equipment by UNIVAC consisted of a COBOL compiler, 
an assembler,   hardware diagnostics,  debugging aids,   an Executive Control System and various 
utility routines.    The MILSTAMP system used the following software packages on the UNIVAC 
1050:    (1) card to tape;   (2) tape to card;   (3) tape to printer;   and (4) card to printer.    On the 
UNIVAC 1107,   MILSTAMP used the following software:    (1) a sort package;   (2) a merge package; 
(3) an Executive Control System;   and (4) a COBOL compiler. 

Comment:   The Executive Control System provided for automatic sequencing of a scheduled 
set of computer jobs,   allocation of memory and peripheral equipment,   input/output operations, 
and concurrent processing of 1107 programs.    Difficulties experienced with use of the soft- 
ware during program checkout were attributed to inadequate documentation.    Discrepancies 
in the documentation of the typewriter messages from the Executive Control System presented 
a particular problem.    Three UNIVAC programmer/analysts were extremely useful in locating 
software problem areas. 

APPLICATION PROGRAM DEVELOPMENT:    The task of developing the system at SMAMA 
was assigned to the System Section ot the Centralized Command Systems Branch within the 
Data Services Division.    Hq.  AFLC supplied the system specifications from which came the 
system design to provide the required reports.    The analyst  responsible for the system de- 
sign then assigned and supervised the program development effort through to final implemen- 
tation.    Five programmers were utilized to develop the system and write the programs in 
COBOL.    Each program was checked out separately,  using dummy test input from the analyst, 
with no formal system test.    A 24-hour turn-around was normal during the development period, 
with the programmers being allowed to stand by during their tests to aid the operators in locat- 
ing difficulties.    The redesign of the system was accomplished to produce 11 more reports and 
accept additional input.    Of the original 13 programs,   8 required revision,  which tended to re- 
duce the system efficiency.    Difficulties with the software were experienced during program 
checkout and this was attributed to inadequate documentation.    Discrepancies in the documen- 
tation of the typewriter output messages from the Executive System presented a particular 
problem.    The programmers relied heavily upon 3 programmer/analysts supplied by UNIVAC 
to locate problem areas not locatable from the Executive output.    The original system checkout 
used 95 hours on the  1107,   and 114 hours on the 1050.    The redesigned system checkout re- 
quired 100 hours on the 1107,   and 200 hours on the 1050.    Due to the size of the development 
activity (six people),  the management procedures were quite informal.    All progress report- 
ing between the programmers and the project leader was informal.    The project leader pre- 
pared monthly progress reports for AFLC showing percentage of completion and man-hours 
expended.    These reports were approved by the Branch Chief to whom the project leader made 
periodic informal progress reports. 

FILE CONVERSION:   The TCMD and IDC records were used daily as input for creation of 
MILSTAMP tiles.    There was no requirement,  therefore,  for a one-time conversion of 
any records or files. 
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DOCUMENTATION:    System documentation has not progressed beyond a draft form.    It is 
planned that formal documentation of MILSTAMP will be put into AFLC Manual 300-78. 

PERSONNEL: 

Activity Function 

Number of People Number of Years 

Sampled 
Allocated 
to System In ADP In Logistics Of College | 

Development 

Manager 1 1 1 4 4 

Analyst 1 I 9 4 Unknown 

Programmer 2 5 7 1.5 Unknown 

Operations Manager None Unknown Unknown Unknown Unknown 

Operator None 4.5 Unknown U nknown 3Xl 1 

OPERATIONS:    The computer operation is staffed regularly 8 hours a day,   5 days a week,   plus 
any additional time required due to workload.    It operates as a closed shop.    MILSTAMP is one 
of several applications run on the UNIVAC 1107/1050 computers.    A daily schedule is followed 
by the installation. 
Comment:    The  "Other Time" in the pie chart is manufacturer modification time. 

OH 
347 hr. 45 V 

Schrl Mt 
if, hr« M 

M*. h Error   host 
1  hr   1« 

UimM Mt 
H hr«   l< 

ltllr 
12 hr«  K 

■>(.!   hr-    IV", 

Prod (MUSI AMP app) 
29 hr. 44 

Prog Dev * Mt (MUSI AMP app) 
4 hr«  1< 

S    Prod (»II other app«) 
A04 hr«   ,'H< 

Pro« l>ev  *  Mt (all other 
72 hr«  10» 

(ha.   Lost  («11 other   app«) 
* hr«   l< 

Pi...( |MILS I AMI' 
■.,•!•>   41   '<■      '■ 
l'r.>K  |i.-.    >  Ml 
(MII.M AMP *,.,,) 

-   I" 
■r.-.l lall  -II,. r 
,.,.-!  .•'•  hr,  /*' 

Mai h r.rmr LOMI 
I I hr* l". 

UNIVA»     ll'l? 

APPLICATION PROGRAM MAINTENANCE:   Currently thore are two programmer! (vacancies 
exist for two more) and one system analyst involved in program maintenance.    Each of the 
programmers spends 75 percent of liis time on MILSTAMP,   with 50 percent for the analyst. 
Much of the programming maintenance activity is developing programs and procedures for 
special reports required by Headquarters USAF.    In 1965,   30 such reports were produced. 
Program corrections and improvements take up the remainder of the time. 

Comment:    None. 
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BENEFITS:   Proposed:    DOD directed all DOD agencies to implement MILSTAMP procedures. 
The Air Force MILSTAMP Central Data Collection System at the Sacramento Air Materiel Area 
was proposed to supply data on all AF transportation activities to the Defense Supply Agency 
(DSA).    DSA was to be responsible for consolidating transportation information from all DOD 
agencies.    Benefits to result from MILSTAMP implementation were to include the capability 
to establish standard transit and hold times,  permitting an evaluation of military and civilian 
carrier performance.    Further benefits were reduction in pipe-line times,   resulting in reduc- 
tion in materiel inventories. 

Actual:    MILSTAMP potential benefits have been affected by lack of response from consignor-   or 
consignees and a high error rate from those who have responded.    Since implementation,   re- 
sponse has continually improved and the error rate gradually reduced due to education and ag- 
gressive policing action. 

COST FACTORS: 

Man-Month» of Development Effort (Dev.) 

Proposed: UnkQ 

Actual: 611 

Comment:   The DAP prepared for MILSTAMP did not «täte the min- 
month» that would be required for initial development of the system. 
It did atata,   however,   that two analysts and three programmer» would 
be provided for initial program development from existing AFLC re- 
aourcea.    A major redesign of MILSTAMP.  called Phase II develop- 
ment,   waa   accomplished in the period  May to July  1965.    Ten actual 
man-months  of development effort were needed  for  Phaie II.    The 
actual number represents both Phaee I and Phaae II development efforte. 

Month» of Elapaed Development Time (Dev.) 

Proposed: 71 "I 

11 ■■■■■■M 

Comment:   A letter from Hq.   USAF approving the AFLC DAP for 
MILSf AMP »tated that  MILSTAMP  would  be operational not later 
than 1 July 1964.    Many problems were experienced with the soft- 
ware  during initial Phase I program checkout because of inadequate 
documentation.    It is believed that this factor contributed signifi- 
cantly to the 1-month schedule slippage.    The actual number   shown 
here reflects the 8 months elapsed for the initial Phase I develop- 
ment and the 3-month Phase II development. 

Dollars of Hardware Cost for Program Checkout (Dev. ) 

Proposed: Unk CZ 

Actual:   70,847 BBBglMMgH 

Comment:   Program checkout for Phase I development occurred during 
the period 17 March to 31 July  1964.    Program checkout for Phase I 
required 95 hours on the UNIVAC  1107 computer and  114 hours on the 
UNIVAC 1050 computer.    Phaae II program checkout was accomplished 
in the  period  May to July 1965,   when 2-1/2  hours each day were al- 
located to program checkout.    Phase II program checkout required 
100 hours on the UNIVAC 1107 and 200 hours on the UNIVAC  1050. 
The actual cost shown here is for both Phase I and Phase U. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed: Unk d 

Actual: 41 ■■■■■■MB 

Comment:   The actual number reflect» usage during March 1966 on the 
UNIVAC  1107.    Twenty-nine hours were used for MILSTAMP application 
production on the peripheral UNTVAC 1050. 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed:        Unk C2 

Actual: 6 ■HMmMB 

Comment: The actual number reflects usage during March 1966 on the 
UNIVAC 1 107. Four hours were used for MILSTAMP program mainte- 
nance on the peripheral UNIVAC 1050. 

Number of Operations   Personnel (Op.) 

Proposed: Unk CZ 

Actual: 4.5  ■■Msll^BilH 

Comment:    The DAP for MILSTAMP stated a proposed number of 31 oper- 
ators on the basis of a normal 24-hour,   7-day week operation.    The actual 
number of personnel is prorated from 24 operators based on machine hours 
for MILSTAMP. 

Number of Program Maintenance Personnel (Op.) 

Proposed: Unk CZ 

Actual: 2   MaBBBBsSH 

Comment:   The actual number of personnel is prorated from 2 programmers 
and   1 analyst based on time spent on MILSTAMP program maintenance. 

Dollars/Month of Hardware Cost (Pp.] 

Proposed: Unk  CZ 

Actual:    18,280 

Comment:   None. 

FUTURE PLANS:    Currently,   there are no plans to make any major improvements in the 
programs or the system.    There is a requirement,  however,   that MILSTEP be implemented 
1 October 1966.    There is also some discussion that DOD would like SMAMA to become the 
central collection agency for all DOD activities.    It is estimated that this action would re- 
quire 13 new processing runs and modification to 8 of the current MILSTAMP runs. 
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SYSTEM:    Missile Simulation--MISSIM (IBM 7094) 

DATA SYSTEM DESIGNATOR:    B154 and B276 

DATA COLLECTION DATE:   April 1966 

LOCATION: 

Contact for Additional Information 

Data Systems and Statistics 
Mathematical Services Laboratory 
Eglin Air Force Base 
Valparaiso,   Florida 

Development 
Air Proving Ground Center 
Eglin Air Force Base 
Florida 

Maintenance 
Air Proving Ground Center 
Eglin Air Force Base 
Florida 

Pilot Installation None 

First Operational Installation 
Air Proving Ground Center 
Eglin Air Force Base 
Florida 

Number of Operational Installations 1 

FUNCTION:    The users of MISSIM are the Deputy for Test Operations and the Deputy for Elf* « - 
tiveness Test,   Air Proving Ground Center of the Air Force Systems Command.     The mission 
of the users  is to conduct and evaluate Air Force weapons effectiveness tests.     MISSIM functions 
as a  research and development support system to simulate (lie firing of one or more ground-to- 
air missiles at an aircraft target for purposes of determining the «.losest approach of the mis- 
siles to the target.     The flight path of the target  is described with data from a control radar 
tracking an actual aircraft flying a simulated sortie. 

ORGANIZATION: 

HQ USAF 

1 
HQ AFSC 

1 
Air  Proving Oroun.l Center 1 

1 
I 1 1 

Deputy  (or Tt«l Operation Deputy  (or 1c.hul.al Support 1 Deputy lor  Kile, liv ■■ leal 

(User) 1 (U.er) 

Mathematical Service«  l.al>.i..t „,   | 
1 

Data Rnlu. tlon Dlvlaon 1 (  i mput .inon IHvial.n 

1 1 
Project Support   Mranrh Simulation »ranch II I »rogrammli.R   Hi «tick         | 1 Computer Operation*   U.M.. hi 

( Analyst and In mediate Uaer) (Analyst) H'ro«.- rnmai 1                                                 (Operator) 
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HISTORY:    Informal discussion at the Air  Proving Ground Center (APGC) between the user (Dep- 
uty for Test Operations) and the developer/operator (Mathematical Services Laboratory) re- 
sulted in a letter dated 14 February 1963,   directing the Mathematical Services Laboratory to 
produce  "a missile simulation and target track comparator program" for the IBM 7094.     The 
specifications for the desired programs likewise grew from informal discussions and meetings. 

The first target track comparison program became operational in August 1963 and the 
first missile simulation program became operational in September 1964.     Because the physical 
characteristics of the guidance radar and the missile being simulated have changed continually, 
the Missile Simulation development has been marked by continually evolving programs.     When 
the program changes become extensive on a cumulative basis,   the Mathematical Services L? :■ - 
oratory rewrites the entire program. 

Until August 1965, the Missile Simulation suffered from a relatively low priority compared 
with other APGC projects. Since that time, events exterior to APGC have caused the simulation 
to enjoy a high priority. 

The communication flow from user to project mathematician to programmer was rigidly 
adhered to.     There was virtually no skipping of rungs on the communication ladder.     The project 
mathematicians acted in a coordinator/analyst role between the user and programmer,   prin- 
cipally for the more technically oriented radar and missile portions of the simulation.    Communica- 
tion between the user and analyst was infrequent,  whereas communication between the analyst 
and programmer occurred daily.     There was no comprehensive system design document. 

The Missile Simulation inputs and outputs are classified, as are the particular technical 
characteristics of the equipment being simulated. The initial analysis was somewhat hindered 
by these security factors,   resulting in a delay in development. 

SCHEDULE: 

ffl 
J    MMAM    I    J   A    >i    H 

A   Work  Authnrw.-<1 

ä\ I I |o| 

Development Stage 

O     Plinned Date A    Actual Date 

A Analysis  and  l'i-..«ramming   >( Original  Veraio 

►Continuing Prugr mi Modul« ition   «ml  Improvement 
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DES C U IP TIO X:    The  firing of one or more ground-to-air missiles is  simulated to determine the 
closest approach <>f the missiles to the target.     Actual target track data are gathered at APGC 
test ranges by lh ing .simulated missions with actual aircraft.     Two radars collect data:    a con- 
trol radar with pre-established accuracy and an experimental missile guidance radar. 

Rril   "I Inn   Event« 
•I  AI'GC  Pang*. 

N..n-R.al 1I.IM fiv^nl. M 
MatHentatl. »I s-rvl. •■ laboratory 

(* 
< ntitml 
( arrl« 

• 
Smooth 

Report 
Data 

|     Snn.ilali-.n 
Par.mHar. 
(.r.nlrol  (   »r.U 

To Project 
Mathematician 
for Validation 
of Radar Data 

late  Mrlni 
of Ml..11« .t 
Target 

Repo 
to U.er  for 
(valuation of 
Ml.ilia 
Effet tlv.n.a. 

1.» Project 
Mathematl. Ian 
for   Validation  of 
Radar  Data 
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WORKLOAD: 

PROCESSING 
JUNCTIONS 

1 Char. /Me. of Input 
Volume: 77.540.000 

No.  of Input Trans- 12 (data); 
action Typ«»: 15 (control) 

N<».   .»( Input 115 (data); 
li .i.. Ftelda: |525 (contro ) 

IV r. rnt ol Input 
Hcjf.t. Unk 

Char. /Mo.  of Out- 
put Volume: 47.1)0.000 

No.   of Output 
Format«: 39 

Retponte Tim« 
(«acond«): NA 

HARDWARE: 

IBM 7151-2 
Console 

IBM 7100 
Central 
Processing 

-UAU  

2-IBM 
7 607 Data 
Channels 

IBM 7094 Mod II 

IBM 721 
Card 
Punch 

IBM  1403-2 
Printer 

IBM  1401 
Central 
Processing 
Unit 

IBM  1402 
Card 
Head/Punch 

f     /2-IBM\ 

I       729      \ 

IBM  1406 IBM 1401 
Core Cntral                    L 
Storage IJrui casing 
Unit Unit 

rape 

IBM  1402 
Card 
Read/ 
Punch 

IBM  1403-2 
Printer 

IBM   1403-2 
Printer 

IBM  1401 
Number 1 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(us) 

Peripheral Devices 

Internal Storage External 
Storage Card Reader/Punch Printer 

Cycle 
Tirm 
(us) 

Word/ 
Char. 
Size 

(bits) 

Word/ 
Char. 
Ca- 

pacity No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No 

Speed 
(1pm) 

No. 
Mag 
Tapes 

Trans. 
Rate 

IBM 
7094-11 

4/64 Word 1.4 1.4 36 32K 21- 
729 VI 

22. 5K- 
62. 5K 

1- 
711 

250 100 1- 
716 

150 

IBM 
1401 

9/60 Char. 230 11.5 6 4K 2- 
729 

22.5K- 
62.5K 

1- 
1402 

800 250 1- 
1403 

600 

IBM 
1401 

9/60 Char. 230 11.5 6 8K 2- 
729 

22.5K- 
62.5K 

1- 
1402 

800 250 2- 
1403 

600 

Comment:    Due to a stauration condition on the large computer a second IBM 7094-11 
has been delivered recently. 
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SOFTWARE: Software for the IBM 7094 consisted of an IBSYS Executive Monitor, a FORTRAN 
IV compiler, and a FAP assembler. The software was delivered by IBM with the equipment in 
April  1966. 

Comment: The only shortcoming of the software was the inability of IBSYS to handle real-time 
inputs. 

APPLICATION PROGRAM DEVELOPMENT:    The communications between user,   project math- 
ematician,   analyst,   and programmer were well defined by management.     The user  interfaced 
only with the project mathematician or analyst who in turn interfaced with the programmer. 
Communication between user and analyst was infrequent and informal,   while communication 
between analyst and programmer was informal with little documentation.     There was no com- 
prehensive system design document.     The programming effort,   conducted at  the Mathematical 
Services Laboratory,   utilized an existing IBM 7090 (later 7094) computer configuration.     Three 
concurrent programming activities proceeded during development:    (1) writing new programs to 
reduce the raw data from the guidance radar;   (2) modification of existing data  reduction and 
comparative programs to accept a new type guidance  radar data;   and (3) programming the mis- 
sile  simulation program itself.     The programs,   written in FORTRAN IV and FAP assembly  lan- 
guage,  were checked out individually and not as a system due to their extreme independent <•. 
Checkout of the simulation program was hampered by lack of radar data tapes.     Records of 
program development hours were not kept.     The programmers documented their programs when 
they became operational. 

FILE CONVERSION:    No file conversion was involved in MISSIM development. 
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DOCUMENTATION;    Design documentation was limited;   communication occurred on an informal 
basis between analyst and programmer.    At the time of initial operation,   the programmer created 
user documentation on punched cards,  which could be updated or listed easily.    There was no 
detailed program documentation. 

PERSONNEL: 

Activity Function 

Number of People Number of Years 

Sampled 
Allocated to 

Syatem In ADP 
In Scientific 
Computation Of College 

Development 

Manager 1 1 15.0 15.0 4.0 

Analyst 2 2 12.0 11.0 5.0 

Programmer 3 3 6.0 6.0 4.0 

Operation* 
Manager 3 0.3 10.0 9.0 2.0 

Operator 0 2.1 Unknown Unknown JXI 

OPERATIONS:   The computer operation is staffed 24 hours a day,   7 days a week.    It operates as 
a closed shop.    MISSIM,  which is run 26 times per month,   is one of many applications run on the 
IBM 7094/1401 (A and B) computers.    IBSYS controls operations on the IBM 7094 90 percent of 
the time,   doing stacked jobs.    Scheduling is on a    "first come,   first served" basis,   with priority 
consideration.    A 50 to 150-hour backlog normally exists. 
Comment:    Excellent hardware reliability is reflected in low machine maintenance times.    It was 
not possible to determine the "other time" origin,   but it was most likely "off time." 

Off 54 hr* 5% 

Schd Mt 2 hr* 1% 

Mach Error Loat 
2 hr* 1% 

Off 
I 1H hr* 16% 

Srhd Mt 
2 hr.  1% 

Un.rhd Mt 
3 hr* 1% 

Ma 
32 3 hr. 44% 

Prod (MJSSIM 
app) 26 hra 4% 

Prog Dev 4 Mt 
I  hr  1% (MISSIM app) 

Prod (all other 
app*) 202 hr* 28% 

Prog Dev a Mt 
(all other appi) 

38 hr« 5% 

Off 
128 hr*  18% 

Prog Dev * Mt 
18 hr* 2% (all other app*) 

Idle 
277 hr* 38% 

Prod 
(MISSIM app) 
37 hr* 5% 

Prod 
(all other appi) 
280 hri  38% 

IBM  1401 (A) IBM  1401 (B) 

APPLICATION PROGRAM MAINTENANCE;   The application program maintenance effort is es- 
sentially a continuation of the application program development effort.     The development ana- 
lysts and programmers are also the maintenance analysts and programmers and the same in- 
formal methods of communication among user,  analyst, and programmer are used. 

Comment:    The program maintenance effort is  relatively large because the characteristics of the 
guidance radar and missile being simulation have changed continually.    Also,   the users continu- 
ally impose new requirements in the simulation capability.     Programs are completely rewritten 
when accumulated changes become extensive. 
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BENEFITS:    Proposed:   The primary benefit from MISSIM was planned to be a system for missile 
simulation and target track comparison. 

Actual:    A system of programs has enabled MISSIM users to simulate the flight of one or more 
ground-to-air missiles at an aircraft target for the purpose of determining the closest approach 
of the missile to the target.    This represents a capability not formerly available to users at 
APGC.    No cost saving figures are available,   since these computations were not made prior to 
MISSIM. 

COST FACTORS: 

Man-Month» ol Development Elfort (Uev.) 

Proposed: Unk CZ 

66 BSSBBBSSSSSSSBBI 

Comment:    No formal proposal was prepared for MISSIM.     The project 
terminated from informal discussions between PGO (uier) and PGM (de- 
veloper).    Theae discussions resulted in a letter from PGO to PGM dated 
14  r ft.nury   1963 requesting that "a missile  simulation and target   track 
comparator program" be developed for the IBM 7094 computer.      Even 
though the user did not  rigidly specify the system characteristics to the 
developer,   continued informal interaction resulted in a system that 
satishcs the current user needs. 

Month3 of Elapsed Development Time (Dev.) 

Proposed: 4 CJ 

38 ■■PJJBJJBJJJJJ 

Comment:     The user,   PGO,   made the request in their letter to the de- 
\ eloper,   |HJM,   tor a   1$ June   1963 initial capability.     It became apparent 
th.it tin:- 'late »as unrealistic ,   and it was disregarded.    The actual num- 
ber ot  months shown here is from  14 February   1963 to the current date. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Pi ..posed: Unk C2 

A.tual: Unk W 

Hours/Month of I lardware Use for Program Maintenance {Op.) 

Proposed: Unk   C2 

«   SSSaSSSSBSasSSSBai 

Comment      The actual  numher reflects usage during  March   I'H.r. on the IHM 
7094.     One hour was used for MISSIM program maintenance on the p.-r i ph 
eral IBM   14D1  computer. 

Number of Operations  Personnel (Op.) 

Proposed: Unk CZ 

I.I   BSaVSSBSBBBSSSBl 

pror..tcd   from  11 people  on Comment      The actual 
the basis of machine li 

„b.-r of persu. 
s  for  MISSIM 

Number of Program Maintenam e  Personnel (Op.) 

Proposed If**   t Z 

I..'    SBBBBBBBBBBBBBal 

Comment:   I he actual I ol personnel   is prorated from thrM ,.i 
manager  on the) basis of lime devoted U 
ent programming activity  ia consider* 

development  than program  main! 

Comment      Re of computer ho s by progr 
«hich  reco 

i  not  kept before 
• kept after that Decrmber   1964.    Some  program» 

date had more than on' application.    Other development costs not int bided 
were  'or t he, kout runs perlornied to assist engineers in ehe. koul ol hard- 
ware .hanges.    These factors make it impossible to determine MISSIM 
program i he< kout hours. 

Hours/Month of Hardware Use tor Application Production (Op.) 

nnlysis,  and 
program  maintenance. 
more closely  related to program wsrHiBiiiriH  in»n program i 
because of the  .onliMual'v  evolving, development  ol  MISSIM  progra 

li«:1-1 JillMä!!Ü.°i 111rdwire Coat (Op.) 

Proposed: III)»    I 7' 

II,SM.    BflBBSBB«flSSBSSSa1 

Comment:    No... 

ogram- 
. MIS MM 
d to be 

Proposed: 

Ai tual: 

Unk CZ 

67   MM 

Comment:    The actual number  reflects usage during March   196b on the 
IBM 7094.     Sixty-three hours were used for MISSIM application product., 
on   the peripheral IBM   1401   computer. 

FUTURE PLANS:    MISSIM undergoes continual modification to reflect changes in the guidance 
radar inputs and missile parameters.    Currently, a new Rigid  Body  Program,   No.   827,   is be in 14 
checked out by Lockheed,   Sunnyvale,   the program's developers,   at the Matl1ctn.1tir.il Services 
Laboratory.     This program is functionally equivalent to two existing programs,   nos.   595 and 
708,   in that it accepts both real and theoretical flight data.     Program 827 also includes new auto- 
pilot equations and equations of motion.     The majority of output   reports from program  827 are 
in the form of graphs produced   on the Stromberg-Carlson 4020 microfilm recorder.     It is un- 
likely that program 827 will completely replace  595 and 708 since it requires four times as much 
computer time as  595 or 708.     Program  595 is thus being modified to output on the SC 4020 in the 
same manner as 827.     Lockheed also is developing a program,   no.   802,   to produce aircraft 
flight data which will be input to 827 in the theoretical mode of operation. 
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SYSTEM:    Orbit Determination and Analysis--ORBIT (IBM 7044) 

DATA SYSTEM DESIGNATOR:   BOH 

DATA COLLECTION DATE:   May 1966 

LOCATION:' 

Contact for Additional Information 
Data Analysis Branch 
Technical Services Division 
Air Force Cambridge Research Labs 
Hanscom Field,   Bedford,   Massachusetts 

Development 
Air Force Cambridge Research Labs 
Laurence G.  Hanscom Field 
Massachusetts 

Maintenance 
Air Force Cambridge Research Labs 
Laurence G.   Hanscom Field 
Massachusetts 

Pilot Installation None 

First Operational Installation 
Air Force Cambridge Research Labs 
Laurence G.   Hanscom Field 
Massachusetts 

Number of Operational Installations 1 

FUNCTION:    The users of ORBIT are the various laboratories (Aerospace Instrumentation,   Data 
Sciences,   Meteorology,  and other) of the Air Force Cambridge Research Laboratories.     The 
mission of the users is to conduct basic and applied research in the environmental sciences and 
in certain areas of the physical sciences.    ORBIT functions as a research and development sup- 
port system to accurately determine earth satellite orbits by the minimum variance method. 

ORGANIZATION: 

Office of Aerospace Reitirch Separat« Operating Agancy 

AF Cambridge Research Lab« 

Deputy (or Logistic« Laboratories 

Technical Service« Division 
(User«) 

Data Analysl« Branch 

I 
Outside Contractor: 
 Martin Cfl.  

Computer Processing  Branch 

(Operator) 

(Developer) 
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HISTORY:    The various laboratories at the Air Force Cambridge Research Laboratories 
(AFCRL) have the authority to contract out individually for support in their missions if no capa- 
bility exists in-house.    Several requests for support prompted the Data Analysis Branch of the 
Technical Services Division to ask approval to develop a general orbit determination and analysis 
system.     By creating this capability within the Technical Services Division,  duplication of effort 
would be avoided.    Approval from the Technical Services Division was granted in January 1964. 
A  1-year contract was let to the Martin Company in May  1964 to develop the mathematical ap- 
proach and to verify it with an operational set of computer programs.    At the end of this initial 
contract period,   the  report on the mathematical method was published and the contract was 
renewed.     The computer programs were improved and the rest of the documentation produced. 
May  1966 is considered the operational date,  but a usable system of limited capability existed in 
early  1965. 

The contract was monitored by a member of the Data Analysis Branch. This contract re- 
quired very little supervision since it was estimated that only 5 percent of the monitor's time was 
actively taken with this responsibility. Since the analysis, programming, and checkout were 
performed on-site, daily communication was possible between the contractor and AFCRL on an 
informal basis. On an official basis, the contractor was required to submit quarterly progress 
reports. 

Complete maintenance and user documentation were published in May 1966. 

SCHEDULE: 

J    F  M AM    T    I   A   ->.•-.   I 
*    ' 

SyMem Appr 

I    I    ■     \ M   I    I  A   S   ON  1 I >- M \ Kt .1 '.I 

■^ ^ i: -t  i    ml. i   I 

r K M AM I  J A  S «> N II 

0    Plmtd Dm A   A< mal Dai 
i   II   I   I   I   I   I   I   I   1   I   I   I   I   I   I   I 

A  I   I   1   I  I  1 htr.l i    •'.... 
. 1 I I I Ti i i ,J 

I   V M A M J   J  A  S ( ) N l 

,    nl'   I'll ■>"••! 

II    M  \   M   I    I   A S   l>N 
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DESCRIPTION:    This system performs the accurate determination of earth satellite orbits by the 
minimum variance method.     Input consists of lead control cards followed by observation cards 
(usually from SPADATS).    After the lead cards are interpreted,   the observation cards are loaded 
onto the disk to be read when needed during the main processing.    A print tape is produced con- 
taining ephemeri8 data as well as a binary history tape which is used for further analysis by 
other programs. 

Di.k 
File 

Normally 
From 
SPADATS 

AFCRL 
Project      " 
Personnel 

Satellite 
Observation 
Card* 

Preatore 
Observation 
Data on Disk 

Parameter 
Cards 

Edit and 
Interpret Lead 
Cards-Preset 
Parameter 
Tables 

Mathematical 
Computations 
on 
Observation 
Data 

Format 
Results and 
Output 

Further 
Computer 
Analysis 

Option 
Report 
of Satellite 
History 

/ Summary \ 

KH 
Summary 
Report With 
Ephemeris 
Data,  etc. 
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WORKLOAD: 

PROCESSING 
FUNCTIONS 

INPUTS 

Char. /Mo.  of Input 
Volume: 480.000 

No.  of Input Tran«- 1) (data); 
action Type«: 1 17 (control) 

No.   of Input • 23 (data); 
Data Field«: | 75 (control) 

Percent of Input 
Reject«: 5 

r 2r 

Kay 
^3 • 

5 
100% 
90 
N 
70 . 
60 c 

M a 
40 I. 
N 1. 
10 
M 

5x° 1 0    0 0    0 Jl 
t L 
JJ 

IL 
Total Source Instruction«: 
Total Object Instruction«: 
Hn./Mo.  of Application 

Production: 

Bate Compute r(«) 
4.580 

16.020 

Peripheral 
Compute r(«) 

Unk 
Unk 

1 

Char. /Mo.  of Out- 
put Volume: 3.600.000 

No.   of Output 
Format«: 2 

Reaponae Time 
(•econda): NA 

HARDWARE: 

IBM 7107-3 
Central 
Processing 
Unit 

IBM 7904-1 
Data 
Channel 

IBM  1447 
Console 

IBM 7631-2 
File 
Control 

IBM  1414-1 
I/O 
Synch roni ml 

IBM  1441-1 
Central 
Processing 
Unit 

IBM  1012 
Paper Tape 
Reader/ 
Punch 

IBM 1461-3 
I/O 
Control 
Unit 

IBM  1403-3 
Printer 

IBM 1402-3 
Card 
Read/ 
Punch 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(us) 

Peripheral Drvuc» 

Internal Storage 

External Devices 

Card Reader/Punch Printer PT Reader/Punch 1 Mag Tapes Disk 

Cycle 
Time 

(US) 

Word/ 
Char. 
Slae 

(bits) 

Word/ 
Char. 
Ca- 

pacity 

No. 
Mag 
Tapes 

Trans 
Rate 

No. 
Disks 

Trans 
Rate 

(char./ 
sec) 

Char. 
Ca- 

pacity 

Ac- 
cess 

Time 
(ms) No. 

Read 
Speed 

(card«/ 
mln) 

Punch 
Speet 

(card« 
/mln) No. 

Speed 
(1pm) No. 

Read 
Speed 
(char./ 
mln) 

Punch] 
Speed 

(char./ 
mln)    | 

IBM 
1 7044 

7/63 Word 5 2.5 36 32K 5- 
729 V 

to 
60K 

1- 
1301-1 

90,100 27.960, 
000 

180 None ... None ... None ... 

IBM 
1460 

10/63 Char. 108 6 6 8K 1- 
729 V 

to 
60K 

None ... ... I- 
1402-3 

800 250 1- 
1403-3 

1,100 1- 
1012 

500 150 

Comment:   The ORBIT system was initially developed for an IBM 7090 system, 
on the IBM 7090 was rented from a service bureau. 

Time 
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SOFTWARE:   Software for the IBM 7044 supplied by IBM included an IBSYS executive system 
which has FORTRAN IV and COBOL compilers,  and MAP and BAP (a subset of MAP) assem- 
blers.    Software packages also used are the SHARE program library packages,   the IBM- 
distributed program library,  a FORTRAN IV computer system library,  and the IBM scientific 
subroutine package for System 360 which was converted to the IBM 7044. 

Comment:    Since the application programs were originally written partially in FAP for the IBM 
7094,  they had to be converted to run in MAP on IBSYS.     Two people are involved in maintenance 
of the software. 

APPLICATION PROGRAM DEVELOPMENT:    Analysts from the Martin Company produced func- 
tional flow charts at the subroutine level and described the sequence of computation.    The de- 
tailed programming problems were left to the programmers.    The initial set of operational 
programs was written in FORTRAN II for an IBM 7090 by Martin Company programmers at 
AFCRL.    They were subsequently redesigned for an IBM 7044 configuration which required the 
following:    (1) segmentation of programs due to the large size of the IBSYS monitor;   (2) redesign 
to take advantage of the disk on the 7044 configuration;   and (3) coding changes caused by certain 
inconsistencies between the 7090 FORTRAN II and 7044 FORTRAN IV languages..  Since the anal- 
ysis,  programming and checkout were performed on site,   daily communication was possible 
between contractor and AFCRL,   represented by the Data Analysis Branch,   on an informal basis. 
The contractor was required to submit quarterly progress reports.    Thirty-one programs make 
up the ORBIT system.    Ten are written in FAP,  the rest in FORTRAN IV.    Sixty-seven hours of 
computer time were required for program checkout.     Thirty-three of these hour* were on the 
IBM 7044 and 34 hours were on the IBM 7090.    Three checkout runs per day on the 7044 to one 
per day on the 7090 were possible,  with the programmers allowed to observe their runs if 
desired. 

FILE CONVERSION:    No file conversion was involved in ORBIT development. 
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DOC UM F: NT ATI ON:     "Orbit Determination and Analysis by the Minimum Variance Method" 
(AFÜRL 65-579),  a document describing the technical approach taken in the development of the 
system,  was published in August 1965.    Informal user documentation and program listings were 
available in early May 1966,  followed by complete maintenance and user documentation later 
that month. 

PERSONNEL: 

Activity Function 

Numbo r of People Number of Year* 

Sampled 
Allocated to 

Syetem In ADP 
In Scientific 
Computation Of College 

Development 
Manager 1 1 8.0 8.0 4.0 

Analyst 1 1 8.0 8.0 7.0 

Programmor 2 2 4.0 4.0 5.0 

Operations Manngor 6 0.0 11.0 11.0 4.0 

Operator 12 0.1 6.0 6.0 JX1 

OPERATIONS:   The computer operation is staffed as required.    Current workload normally re- 
quires staff <J4 hours a day,   7 days a week.    It operates as a closed shop.    ORBIT is one of many 
applications run on the IBM 7044/1460 computers.    All jobs are run under the IBSYS monitor. 
ORBIT runs an average of six times a month.    Only express runs,  up to 5 minutes and 50 pages 
of printed output,   are run during normal working hours. 
Comment:    Excellent computer reliability is reflected in the low machine maintenance times. 

Mach Error l.oat 
I hr  1« 

Chg Lost (all appa) 
7 hr. 1* 

ProfDev* Mt (aU other appa) 
1 hr  1< 

Mach Error Lost 
1  hr I* 

Prod (ORBIT app) 
1 hr 14 

Prod (all othar appa) 
607 hra 804 

ProH (ORBIT 
app)  I  hr 1% 

Prod (all otter 
app«)  301 hra   \9% 

Idle 
343 hra 45% 

Pro« Drv * Ml 
I   hr  1% (all etfc« 

Chg Loot (all 
app*) 4 hr* 1% 

app») 

APPLICATION PROGRAM MAINTENANCE:    The ORBIT system does not require much mainte- 
nance.    A new atmospheric model is inserted each year and modification in support of particular 
satellite programs is very infrequent.    Maintenance is done by the developers,  the Martin 
Company. 

Comment:    The small requirement for program maintenance arises from the fact that the system 
has been operational for a relatively long period of time. 
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BENEFITS:   Proposed:    The primary benefit from ORBIT was planned to be an orbit determination 
and analysis capability,  which had not existed in the past.    This capability was to be available to 
any division within AFCRL,   and therefore had to be general in nature.    The basic analytic tech- 
nique to be used in the orbit determination was the method of minimum variance. 

Actual;    ORBIT provides the orbit determination and analysis capability that was required.    It 
may be assumed that a considerable saving in elapsed time and personnel costs (over manual pro- 
cedures) was realized with the implementation of ORBIT. 

COST FACTORS: 

Man-Months of Development Effort (Dev.) 

Proposed: UnkCZ 

49SHHÜBBBÜH 

Comment:   An RFP was sent out in Janumry 1964 with approval by the 
Technical Service« Division at AFCRL.    A "coat-plua" contract waa 
awarded in May 1964 to Martin Co.  for work to atart 1 June 1964.   There 
were no detailed taak atatementa in the contract.    The actual number of 
man-montha ahown here reflecta what haa been expended to date. 

Monthi of Elapsed Development Time (Dev.) 

Propoaed: Unk CZ 

Actual: 24 I 

Hours/Month of Hardware Uae for Program Maintenance (OftJ 

Propoaed:        Unk CZ 

Actual: 01 

Comment:   Reflecta usage during March 1966 on the IBM 7044 computer. 
The IBM 1460 waa not uaed for ORBIT. 

Comment: The initial contract awarded to Martin Co. waa for I year. 
The contract was renewed for another year and la currently scheduled 
to end I June 1966. The actual number of months shown here reflects 
both contracta. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual:     H.O^O MHBHHHBB 

Comment:    Program checkout haa required to date 34 hours on the IBM 
7090 and 33 hours on the IBM 7044.    The actual coat shown here te for the 
hours used on both the IBM 7044 and the IBM 7090. 

Hours/Month ot Hardware Use for Application Production (Op.) 

Proposed: Unk CZ 

i mmmmmmmmmi 

Comment:   Reflects usage during March 1966 on the IBM 7044 Com- 
puter!    The IBM 1460 waa not used for ORBIT. 

Number of Operations Personnel (Op.) 

Proposed:        Unk CZ 

Comment:    The actual number of personnel is prorated from IZ operatora 
and 6 managers on the baais of machine houra for ORBIT. 

Number of Program Maintenance Peraonnel (Op.) 

Propoaed: Unk CZ 

Actual: 01 

Comment:   None. 

Dollars/Month of Hardware Coat (Op.) 

Proposed: Unk CZ 

Actual: 1401 

Comment:    None. 

FUTURE PLANS:    The Computer Processing Branch at AFCRL hopes to augment the present 
computer system to an IBM 7094/7044 coupled system to alleviate the overloaded condition now 
in existence.     This will not affect the ORBIT system.     There are no design changes contemplated 
for ORBIT system programs. 
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SYSTEM:   Priority Distribution System--PDS (RCA 301) 

DATA SYSTEM DESIGNATOR:    D032A 

DATA COLLECTION DATE:   April 1966 

LOCATION: 

Contact for Additional Information 

Comptroller (Data Management Division) 
Headquarters, Air Force Logistics Cmd. 
Wright-Patterson Air Force Base 
Dayton,   Ohio 

Development 
Headquarters, Air Force Logistics Cmd. 
Wright-Patterson Air Force Base 
Ohio 

Maintenance 
Headquarters, Air Force Logistics Cmd. 
Wright-Patterson Air Force Base 
Ohio 

Pilot Installation None 

First Operational Installation 
San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 

Number of Operational Installations 7 

FUNCTION:    The users of PDS are seven AFLC Air  Materiel  Areas--SAAMA,  SMAMA, 
OCAMA,  MAAMA,  OOAMA,  WRAMA,  and MOAMA.    The mission of the users is logistic and 
system support management for specific weapon systems.    PDS is a subsystem of the Inventory 
Management Stock Control and Distribution System and functions as a management support sys- 
tem to provide for the expeditious processing of high-priority requisitions and associated trans- 
actions received from Air Force bases, AFLC AMA's and contractors,   Defense Supply Agency, 
Military Assistance Program,  and other DOD and U.S.   Government agencies. 

ORGANIZATION: 
HQ USAF 

—r~ 

Comptroller 

Data Management Divlaion 

PDS Syatem Manager 

(Analyst/Monitor) 

HQ AFLC Field Extension Directory 

AFLC Data Center 

Stock Control and 
Distribution Syetems Divlaion 

PDS Project Officer 

Sacramento Air Materiel Area 

(Developer ■) 

Comptroller 

Data Servicea Division 

Commodity and Weapona 
Syatem Branch Machine Service Breach 

(On-alte Syatem Maintenance) (Operator) 
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HISTORY:    In 1960 the Air Force Logistics Command (AFLC) established the Inventory Manage- 
ment Stock Control and Distribution (IMSC&D) System for the stock control and distribution func- 
tion at all AFLC depots on the IBM 7080.    This system gave a 12- to 24-hour response to the 
customer's request,  with emergencies handled manually.     Changes in operational concepts and 
requirements,  however,   increased the demand for faster response.    AHeadquarters, USAF, task 
group recommended that AFLC formulate plans to implement a standard depot inventory manage- 
ment package with random access and rapid response for supply distribution data handling. 
AFLC proposed to acquire a small-scale random access computer to be used in conjunction with 
the IBM 7080 to process priority transactions as received,   but later decided a separate priority 
processing system should be developed which would operate in conjunction with the present 
IMSC&D.     The development of this system (PDS)    could satisfy the desired processing time cri- 
teria with a minimum of cost.    This concept was accepted by Headquarters USAF and approval 
was given for development and implementation of the system. 

Program development of PDS took place at Headquarters,  AFLC and was distributed as a 
package to the Air Materiel Areas using the system. Within the AFLC Data Center,   adata systems 
project office directed the analysts and programmers in the PDS development.     This office de- 
veloped the detailed system design under the specifications set forth by the Data Management 
Division,  AFLC.    While the detailed system was being designed and approved by the Data Man- 
agement Division,   training was being conducted at Headquarters AFLC for analysts,   program- 
mers,  and operators.    During the development phase,   relatively minor changes were required 
in the system design for MILSTAMP requirements.     The  PDS is currently undergoing system 
design modifications and a complete reprogramming effort in order to incorporate new process- 
ing requirements imposed by Department of Defense MILSTRAP procedures. 

The documentation for the PDS is contained in one manual,  AFM 300-20.    There are no sep- 
arate operator's,  user's,   or programmer's manual.     The program maintenance function is car- 
ried on at the AFLC Data Center and any program changes or modifications require changes in 
AFM 300-20. 

PDS is operational at the following seven sites:    San Antonio AMA,  Sacramento AMA, 
Oklahoma City AMA,  Ogden AMA,   Warner Robbins AMA,   Mobile AMA,  and Middletown AMA. 

SCHEDULE: 

J    f   M A M J   J  A   S   O N  H J   F   M A  M J   J  A   SO NO J   KM  A M J   JA   SON  P J    F M A  M J   J  A   SO N  P 50 J  F MIA Ml J   J  AS 

A Specification» Written Equipment Selected 
I    I   I    I    I    I   I    I    I    I ' 

Spe. IfU ationa Released to Manufacturers 

Equipment 

O     Planned Date A   Actual Dau 

o  
0  

Q-t+O 

■ 0 
 -O 

Development Stage 

I    I   I    I    I    I    I    I   I    I   I    I    I    I    I   I    I    I    I 

Trail 
i I   System Analysis Programming.   Testing 

4 Do. umentaUon I    I 

Implement HO AFLC and AMA 

Operational Stage 
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DESCRIPTION:    Each day the PDS loads,  via punched cards and magnetic tape,  the Data Disk 
File with the tables and records necessary to process high-priority supply transactions.    Supply 
transactions are edited to validate elements of data.    Those transactions which are valid are 
core memory transmitted to the other processor,  where documents are prepared for output.    At 
the completion of the daily run, the data records are retained on magnetic tape for the next cycle 
of the  system. 

Load Data Dick 
HI. With Tablet 
•ml Record, for 
High Priority 
Transaction. 

DUk 
Ml. 

Procmln, 
Maeter Cts» 
H.f.r.nc. and 
Table Card.     H 

PDS Tran. 
Received From 
U.mg Agencle. 

Air M.t.ri.l 

Ship POS 
Transaction, 
from AUTODIN 

OH T ran.action 
R.qulr.a 
1.« aac. 

Other POS 
Input. 

Available to Mil 
Raquleltl 

Perform 
Subetltutlon 
Checke In Cor 
pllance With 
ATLC Rene. 

Execute 
Geographical 
Area Check To 
Minimise 
Dl.t.n. ■ 
To u> Shipped 

li.nerate 
Reporte 

Card Image, of 
Materiel R.leee. 
Order,  Redistri- 
bution Order and 
Paeelng Order 

lo the to the Shipment Sent to 
1MSC and D Document Re- Uelng Agenclee 
Syetem (DOW)     leaee Syetem via AUTODIN 
(Dally) (1)0091 (4 Tlmae (Every I Hour.) 

Dally) 

to Data Producte 
Control Branch 
for Correction 
and Rerun 
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WORKLOAD: DATA BASE 

Char.   In Data Baa«: 116,400.000 
Percent of Char,  on D/A Storage: 100 
Millisecond» of Acccn Time for D/A: 75 
No.   of Data Base Record Types: 8 
No.  of Data Base Records: 369.100 
Percent Growth Rate/Mo. : Unk 
Char. /Mo.  of Update Input: 4.390,000 

PROCESSING 
FUNCTIONS 

Char   /Mo.  of Input 1 
Volume: 4,390.000 

No. of Input Trans- 
action Types: 11                        1 No.   of Input 1 
Data Fields: 53 

Percent of Input 
Rejecte: 12.0 

♦ 

3E 
li il  i 

Key    JSUI     U.S       6 

U 

100% 
90 
80 
70 . 41 
60 § 
so a 
40 3. 
30 iS i0 U u -s I -a -a £ 

Baae Compute r(s) 

Total Source Instructions: 14,200 
Total Object Instructions: '4,200 
Hre./Mo.   of Application 

Production: .   270 

Peripheral 
Computer(s) 

Unk 
0ml 

[ Char./Mo. of Out- 
put Volume: 9.590.000 

No.  of Output 
Formats: 20 

Response Time 
(seconds): NA 

HARDWARE: 

Console 

RCA 398-1 
Interrogating 
Typewriter 
Control 

RCA 305 
Central 
Proceeding 
Unit 

2-RCA 377 
Data 
Exchange 
Control 

RCA 305 
Central 
Processing 
Unit 

RCA 828 
Inter rpgating 
Typewriter 

1' 
RCA 369-1 Card 
Reader/Punch 
Control 

RCA 330 
Card 
Reader/Pun 

RCA 316-1 
On-Line 
Printer 
Control 

RCA 333 
On-Line 
Printer 

RCA 318 
Hi-Data 
Control 

RCA 3485 
Tape 
Adapter 

RCA 315 
Card 
Punch Control 

RCA 334 
Card 
Punch 

RCA 397 
Random 
Access 
Control 

Com- 
puter 

First 
D.1.V- 

cry 
Mo/Yr 

Word 
or 

Char. 
Mach 

Add 
Time 

ll») 

External Devices 
Peripheral Dev,crs,2) 

Internal Storage Card Reader/Punch Card Punch Printer    1 

Cycle 
Time 

la«) 

Char. 
Sixe 
(bits) 

Char 
Ca- 

pacity 

No. 
Mag 

Tapes 
Trans 

Rate 

•     Disk 

No. 

Read 
Speed 
Cards/ 

Min 

Road 
Punch 
Cards/ 

Mm No. 

Speed 
Cards/ 

Mm No. 
Spred 
(1pm) 

No. 
Disks 

Trans 
Rate 

Capac- 
ity 

Chars. 

Arcesa 
Time 

ll») 

RCA<M 
301 

2/61 Char. 67 4.8 6 40K 1-72911 

6-381(3 

15K- 
41.6K 

io;<- 
66 X 

1- 
363-4 

32:< 66M 75 1-330 800 250 1-3 14 100 1-333 l.oool 
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SOFTWARE:    The only software for the RCA 301's supplied and required is the symbolic assem- 
bly language assembler which was developed specifically for this   system due to the unusual 
hardware configuration. 

Comment:    Although other software  is available for the standard RCA   301  configuration,   this 
software will not operate on the dual processor PDS configuration.     Sufficient need did not exist 
for this software to warrant conversion for the  PDS configuration.    A number of errors were de- 
tected in the assembler while checking out PDS application programs.     These errors occurred 
primarily because the assembler was written concurrently with application program development 

APPLICATION PROGRAM DEVELOPMENT:   A data systems project office was established 
within Hq.   AFLC Data Center to direct programmers and analysts on the development of PDS. 
A detailed systems design was developed by this office and approved by the Data  Management 
Division of AFLC,   which had supplied the specifications.     The programmers had continual access 
to the  R CA   30)   for th<- checkout of PDS.     Many of the problems encountered during the develop- 
ment phase  can be attributed to the fact that the programmers and RCA personnel,   including 1 
programmers,  were  inexperienced in the dual processor computer configuration.       Program 
documentation was a joint effort of analysts and the responsible programmer.     The 21  programs 
were written in RCA symbolic assembly language.     Monthly progress reports on percentage of 
completion and man-hours  expended were  prepared by the  project office and  submitted to Ilq. 
AFLC.     The dual  processor configuration necessitated the  creation of an unusual programming 
technique to allow one processor to verify transactions while the other processor is formatting 
and producing the output products.     System design changes during development,   such as addi- 
tional transaction types,   did not significantly affect the implementation schedule. 

FILE CONVERSION:    The IMSC and D records are used daily as input for creation of the priority 
distribution  system   r< < orda.     There was no requirement,   therefore,   for a one-time conversion 
of any  records or files. 
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DOCUMENTATION:   All system documentation is contained in Air Force Manual AFM300-20. 
There are no separate operator,   user,   and programming manuals. 

PERSONNEL: 

Activity Function 

Numbe r of People Number of Years 

Sampled 
Allocated to 

System In ADP In Logistics Of College 

Development 

Manager 3 3 8.0 6.5 2.0 

Analyst 6 6 5.5 5.0 Unknown 

Programmer 9 9 7.0 1.5 Unknown 

Operation« M uia^cr None Unknown Unknown Unknown Unknown 

Operator 6 10 Unknown Unknown 

OPERATIONS:   The computer operation at SMAMA is scheduled for processing and report gen- 
eration 18 hours per day,   7 days per week.    Three hours each per day are allotted to loading/ 
unloading of PDS and to preventive maintenance.    A daily schedule is utilized by SMAMA. 
Comment:    The excessive "idle  time"   is due to the fact that approximately three-quarters of the 
time no requests are being processed. 

Off 
11 hrs 2% 

Schd Mt 
81 hrs 11$ 

Mach Error Lost 
5 hrs  1$ 

Unschd Mt 
21 hrs 3?- 

RCA 301 (A) 

Off 
11 hrs l°h 

Schd Mt 
81 hrs 11$ 

Mach Error Lost 
5 hrs  \$ 

Unschd Mt 
21 hrs 3£ 

Prod (PDS only app) 
135 hrs 18$ 

Prog Dev & Mt 
3 hrs  1$ 
Chg Lost 
6 hrs 1$ 

Set Up 
4 hrs  1$ 

Idle 
464 hrs 62$ 

RCA 301 (B) Prod (PDS only app) 
135 hrs 18$ 

Prog Dev & Mt 
3 hrs l£ 
Chg Lost 
6 hrs 1$ 

Set Up 
4 hrs  1$ 

Idle 
464 hrs 62$ 

APPLICATION PROGRAM MAINTENANCE:    There are currently seven programmers involved in 
full-time program maintenance at Headquarters AFLC and two programmers at SMAMA devoting 
75 percent of their time to PDS.     Information concerning the number of maintenance program- 
mers at the other AMA'swasnot available.     Because of disk problems,   some of the programs 
are being rewritten to provide automatic restart/recovery procedures with more elaborate disk- 
read checks and edits.    A second current program maintenance activity is reprogramming to 
include back orders on the PDS master file.    Headquarters AFLC and SMAMA,   together,  have 
six system analysts working on PDS program maintenance.     They are currently involved in sys- 
tem design modifications to incorporate new processing requirements imposed by DOD 
MILSTRAP procedures. 

Comment:    None. 
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BENEFITS: Proposed: PDS was proposed to handle the high-priority requests that could not be 
handled by the Inventory Management Stock Control and Distribution System. By 1963, approxi- 
mately 40 percent of the total requests submitted required rapid response. 

Actual:    Through the use of direct access storage devices, PDS was able to provide the required 
response time at a minimum cost. 

COST FACTORS: 

Man-Months of Development Effort |Dtv.) 

Proposed: Unk CZ 

Actual: 267 MBHBHHMB 

Houn/Month of Hardware Ute for Program Maintenance (Op.) 

Proposed: Unk |~7 

mmmmmmmm—m 

rpared for PDS.    The system developed       Comment:    The actual i Comment:    No formal DAP v 
in response to the recommendation of a Hq.   USAF task group which  for- 
mulated detail plans and programs for the implementation of PDS. 

Months of Elapsed Development Time (Dev.) 

Proposed: 16 1 1 

Actual: ^mmmmmmmmm 

Comment:    The schedule slippage was due to a delay in equipment selei - 
tion and the fact that neither the Air Force personnel nor the RCA per- 
lonnel had previous experience on the RCA 301 dual processor 
configuration. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unkf"? 

Actual:       5   .7H0 sMsMHMHBi 

Comment:    Program and system checkout of PDS required  1,884 hours 
on the RCA  301  configuration. 

Hours/Month of Hardware Use for Application Prodm tion (Op.) 

Proposed: UnkCZ 

Actual: 70 ■^■■■■■■■H 

lints the total hours used for PDS pro- 

Comment:    The actual number reflects the total hours used during 
Man h  1966 for PDS application production on both RCA  301 processors 
at SMAMA. 

gram maintenance during March  1966 on both RCA 301  processors at 
SMAMA.    All PDS program maintenance la done at Hq.   AFLC.    The oper 
tional site programmers only collect program error data to send to Hq. 
AFLC and install corrections from Hq. AFLC. 

Proposed: 

Actual: 

Number of Operations Personnel (Op.) 

■»'  ' 

Comment:    The actual number of personnel  represent« operators at 
SMAMA.    The PDS system is not operational at Hq.   AF 1.« 

Number of Program Maintenance Personnel (Op) 

Proposed: Unk C2 

Actual: BlB«MMMai 

Comment:    The actual  number of personnel is prorated from two 
rs at SMAMA on the basis of time spent on PDS program 
• and seven programmers at Hq.   AFLC who devote full 

programrr 
maintenan 
time to PUS program 

Dollars/Month of Hardware Cost (Op.) 

Proposed:      17.960^ 

Actual:       17,354g 

Comment:    None. 

FUTURE PLANS:    This system is currently undergoing system design modifications and a com- 
plete reprogramming effort in order to incorporate new processing requirements imposed by 
DOD MILSTRAP procedures,   to be implemented  1 July  1966.     Further into the future,   changes 
are anticipated to meet several  new  DOD MIL.  systems such as   MIL.STEP and   MILSTAAD. 
The effects of these changes should be considerable although they cannot be fully determined 
at this time. 
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SYSTEM:   Major Air Command Personnel Data System-Officers 65--PDSO/MAC (H800/H200) 

DATA SYSTEM DESIGNATOR;    E101A,   E053,   E517 

DATA COLLECTION DATE:   April 1966 

LOCATION: 

Contact for Additional Information 
Headquarters,  Air Training Command 
Randolph Air Force Base 
San Antonio,   Texas 

Development 
Headquarters,  Air Training Command 
Randolph Air Force Base 
Texas 

Maintenance 
Headquarters,   Air Training Command 
Randolph Air Force Base 
Texas 

Pilot Installation None 

First Operational Installation 
Headquarters,   Air Training Command 
Randolph Air Force Base 
Texas 

Number of Operational Installations 8 

FUNCTION:   The   users of PDSO/MAC are the Management Information Offices of the major air 
commands and the Consolidated Base Personnel Offices of the various Air Force bases.    The 
mission of the users is maintenance of personnel data,  assignments,   promotions,  accessions, 
strengths,  and planning.     PDSO/MAC functions as a management support system to create,   edit, 
control,   retrieve,  distribute and display active duty officer personnel data.     The system inte- 
grates personnel information from the base to the major command level and then to USAF head- 
quarters level. 

ORGANIZATION: 

MO USAF 

DCS/Personnel 

I 
Military Personnel Center 

I 
Directorate of Personnel 
Data and Record* 

Personnel Data Syetem« Dlvieion 

M.ii'jr Air ('ommand Branch 

Major Air Command» 

DCS/Peraonnel 

I 
Management Iniormation Office 

(U.er) 

DCS/Comptrollrr 

Directorate of Data Automation 

I Military Personnel Center Branch 

(Developer) (U.er) 

(Operator) 

Consolidated Baee 
Pere.mncl Office 

» — -"«"•■»«   Information Flow 
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HISTORY:    MAC PDS-O 65 evolved from PDS-O 63.    No formal DAP was prepared for MAC 
PDS-O 65,   but its development was recognized and authorized as part of the overall vertically 
integrated personnel data system to be developed by the Military Personnel Center (MPC). 
MAC PDS-O 63 programs in COBOL for the Honeywell 800/200 computers were developed by 
the Air Training Command (ATC) at Randolph AFB for the Inquiry System and by HEDCOM at 
Boiling AFB for the Maintenance System.    For MAC PDS-O 65,   MPC integrated the Major Air 
Command (MAC) data base with the MPC and Consolidated Base Personnel Office (CBPO) data 
bases and completely rewrote the Maintenance System.    For the Inquiry System,   MPC adapted 
and modified in varying degrees the PDS-O 63 programs.    Some of the inquiry programs proved 
to be rather inefficient in COBOL and were reprogrammed by Honeywell in assembly languao,-. 

MAC PDS-O 65 was developed and is maintained by MPC and distributed to the MAC's for 
implementation.    Since the MAC computers (Honeywell 800/200 system) may differ from one 
another in configuration,  the personnel at each MAC retrofit the basic MAC PDS-O 65 to their 
own computer.    Furthermore,   the MAC's may develop command-unique  "add-ons'* to their 
PDS-O system.    All maintenance and changes in the basic system must be done by MPC. 

Two teams were formed at MPC.    One developed the maintenance programs and the other 
developed the inquiry programs.    Several of the inquiry programs were adaptations and modifica- 
tions of PDS-O 63 programs.    The personnel assigned were experienced programmers and per- 
formed both the systems analysis and programming function.    The computer is in a secured area, 
but this has not been detrimental to implementation or operation. 

Standard Air Force documentation and program reporting procedures were employed 
during development as specified in AFM 171-10.    The manual,  AFM 30-3,   specifying user pro- 
cedures,  was produced partially by the development effort 

MAC PDS-O 65 is operational at the following eight j 5pei 
PACAF,   USAFSS,   USAFE,  and HEDCOM. 

following eight MAC Hqs. :    SAC,   TAC,  ADC,   ATC, 

SCHEDULE: 

MIA  Ki 

PDSO   r>S Specification»  Published 

1 PDSO  6 

HB00/200 Selected 

Programmer Training Started     ( 

|    |    [    |  | PPSO'-e."s Programming 

Development Stag« 

Start  PMO-iJ Program Test |    | 

i   I  1 PDSO   M System Test 

,L HHno^uO In'stalled'ai ATC  I 

PPSÖ-M Operational at  ATC 

Documentation (ÄF'M' )l)-S) I 

.entation (AFM   171    15| 

*V Program Change» 

Implementation 

PDSO- 65 Operational at ATC 

M  A M J    I   A   S O N  D 

I     I    I    I    I     I    I 
Operational Stage 

I    I    I    I    I 

AM J   J   A   S o N  I) J   F MIA  M^ I    IAS   ON  I 

O     P»«tl I  Hate A    A. t.ial  Date 
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DESCRIPTION:    The system consists of a series of computer programs that create a merged 
manpower-personnel data file,  which in turn is used as input to a library of computer sort ap- 
plications for production of recurring reports.     The sort programs have the ability to be altered 
on a one-time basis in order to provide inquiry of a selected portion of any or all of the recur- 
ring reports on an as-required basis. 

Inquiry s.ihayat. .n 

MM J        In, 

Flla Malntanwic« Subayatam 

MAC 
Managatitant 
Information      ^ 
OHIca 

MAC Inpul 
Iranaactl.m. 

MAC 
Manaaamant 
Information      m^ 
O.ll.a 

I  »I'll 
lloldovara 
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WORKLOAD: DATA  BASE 

Char.   In Data Rase: 11.570.000 
Percent of Char,   on D/A Storage: NA 
Milliseconds of Acrni Tim» for D/A: NA 
No.   of Data Base Record Types: 5 
No.   of Data Base Record* 17,810 
Percent Growth Rate/Mo. : Unk 
Char. /Mo.   of Update Input: 11,400,000 

PROCESSING 
FUNCTIONS 

Char   /Mo    of Input 
Volume: 11.400,000 

No.  of Input Trans- 
action Types: 209 

No.   of Input 
Data Fields: 297 

Percent of Input 
Rejecta: 5.6 

"M   5«    5 
Key     J5U1      fcS 6 

\ L 
100% 
If! 
HO 

70 
to 
so 
411 
(0 

10 
10 

9% 

Total Source Inatrurtiona 
Total Object Instructions: 
Hra. /Mo.   of Application 

Produt lion 

Baae Computer)«) 

48,660 
219.000 

n 

Peripheral 
Computer(a) 

Hal 
Hat 

l!nk 

Char. /Mo.  of Out- 
put Volume: 69.210.000 

No.  of Output 
Format.: 21 

Response Time 
(seconda): NA 

HARDWARE: 
Console 

2-11802 
Core 

H801 
Central 

Memory 
Modules 

Processing 
Unit 

H8031 
Tape 
Control 
Unit 

Honeywell 80J 

H2021 H201 
Core Central 
Memory Processing 
Module Unit 

H208 Card 
Punch 
Control 

2-H203 
Tape 
Control 
Unit 

LT 
H207 Card 
Header 
Control 

3_ 

H227 Card 
Reader/ 
Punch 

«X 

n_ 2-H206 
Printers 

Hone y-well 200 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(Ms) 

Internal Storage External 
Storage 

Peripheral Devices 

Card Reader/Punch Printer 

Cycle 
Time 
(Us) 

Word 
Size 

(bits) 

Word 
Ca- 

pacity No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 
(cards/ 

min) No. 
Speed 
(1pm) 

No. 
Mag 

Tapes 
Trans. 
Rate 

H800 12/60 Word 
(or 

Char.) 

24 6 48 12K 7- 
8041 

64K to 
124K 

None ... ... None ... 

H200 7/64 Word 
(or 

Char.) 

44 2 48. 8K 4- 
204 

13K to 
90K 

1- 
227 

800 100 2- 
206 

900 

Comment:   Delivery of the hardware was 2 months late.    The ha rdware has proved to be very reliable. 
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SOFTWARE:   Software for the H800 consisted of a COBOL 61 compiler and an ARGUS assem- 
bler.     The software was delivered by Honeywell with the equipment in April 1 965--2 months 
late. 

Comment:    The use of COBOL 61 in the inquiry system proved to be inefficient,   resulting in sev- 
eral programs being partially rewritten in ARGUS,   the assembly and macro language.    The 
COBOL 61 compiler also had some bugs which were corrected by Honeywell personnel. 
Honeywell is responsible for the maintenance of the software. 

APPLICATION PROGRAM DEVELOPMENT:    The Personnel Data Systems Division of the Mili- 
tary Personnel Center was responsible for the development of PDSO/MAC.     Twenty experienced 
programmers were assigned the system analysis and programming tasks required for PDSO/ 
MAC development.    These personnel were divided into one team responsible for file maintenance 
programs and another team responsible for development of file inquiry programs. 

System design of PDSO/MAC required close coordination with PDSO/MPC and the CBPO 
systems,   since these systems are all part of the AF vertically integrated personnel data system. 
All three systems work with the  same data elements and thus consistency in format and handling 
had to be maintained across development of these systems.     PDSO/MAC system design com- 
menced prior to the selection of the H800/200 computer hardware.     The system designers had 
assumed a variable word length machine concept which required reorientation on the selection 
of the H800. 

The system was programmed in  COBOL 61;   however,   the  inquiry system proved inef- 
ficient and parts of several programs were subsequently rewritten in ARGUS assembly language 
by Honeywell personnel.     Program and system documentation conformed to standards specified 
in AFM 171-10.     PDSO/MAC was given a thorough system test by simulating inputs typical of 
SAC,   TAC,  and ADC. 

FILE CONVERSION:    A separate organizational entity was created to plan the file conversion ac- 
tivities.     The conversion consisted mainly of changing formats and codes to conform with the 
vertically integrated system.    Much interfacing with MPC and CBPO existed.    Media included 
both cards and tapes.    A team of four was used for  12 months to do the planning,   programming, 
and interfacing.     Two thorough documents were produced specifying procedures for MAC's and 
CBPO's.     These procedures spelled out in detail the flow of information,   the changes in codes, 
the media used,   the responsible organizations,   pre- and post-conversion activities,  the timing 
of conversion,   and the audits and checks to be applied.     In addition,   the team oriented MAC and 
CBPO personnel on these procedures through personal visits to the sites.     The conversion was 
accomplished very smoothly.     The computer time used was not identifiable and is included in 
the checkout hours. 
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DOCUMENTATION:    The system is documented in AFM 30-3 and according to standards specified 
in AFM  171-10. 

PERSONNEL: 

Ai tivity Function 

Number of People Number of Years 

Sampled 
Allocated to 

System In ADP 
In  IVrKinnel 

Systems Of Coll««« 

Development 

Manager 3 3 11.0 7.5 I.S 

Analyst 7 7 B.O 14.5 Unknown 

Programmer 18 18 9.5 4.0 Unknown 

Operations Manager None 2 Unknown Unknown Unknown 
Operator 54 7 o.O ^.0 JXL 

OPERATIONS:   All scheduling for the computer operation is automated with monthly and daily 
schedules being updated and generated at fixed intervals by the H800/200 computers.    The oper- 
ation,   a closed shop,   is staffed as required by workload. 
Comment:    The 11800 is currently overloaded at SAAMA.    It is planned to augment the present 
computer configuration with another H800. 

84 hr 
on 

Schd Mt 
7 hr.  If 

Un.thd Mt 
2 hr*   I« 

Idle   / 
166 hr« l\i 

Sri Up 
86 hr*  ll< 

ou 
67 hr. 9* 

Other 
1 hr 1* 

Schd Mt 
SS hr. Hf 

Mach Krror   lost 
8 hr«  If 

UMCM Mt 
9 hr.  If 

Idle 
19 hr.   M 

Set Up 
MR hr» 204 

Chg    1 oat (all other app.) 
38 hr. S< 

Prod (all app.l 
248 hr.   I4< 

Prep (all app.) 
I hr.   K 

Pr..K l>rv •- Ml (all ..pp.) 
91 hr.  I2f 

C:hR   l.o.t (all app.) 
41 hr. 64 

. Pro.l (PDSO/MAC 
H9 hr.     If 

, Pr.p {PDSO/MAC app) 
<    2 hr.    If 

14 hr. 2 
Mt (PMSO/MAC. app) 

/1'fo.l   (:>ll   nthi  r   ..p,,., 
'   I Hi hr. .'H 

/ I'rrp  (.nil  ..tlier    tpp.) 
I hr   If 

Prag Dev  » Mt (all <*hi- 
HI, hr.   I l> 

' >IK   Lost  (PDSO/MA<    ..pp) 
9 hr.   If 

APPLICATION  PROCKAM MAINTENANCE:    All program maintenance of Ihe  h.isii   PDSO system 
is done by the  Personnel Data Systems Division at the Military Personnel  Center.     However, 
since the MAC computers (H800/Z00 system) may differ from one another in configuration,  the 
personnel at «ach MAC retrofit the basic PDSO system to their own computer configuration. 
Furthermore,   the MAC's may develop command-unique  "add-ons"  for their  installation.     All 
development programmers and analysts were phased into program maintenance.     Maintenance 
consists of 60 percent program  improvements and 40 percent corrections.     Programmers re- 
ceive from one checkout run per day to two or three per week.     Dolling AFD is often used for 
program testing because of its light computer load. 

Comment:    None. 
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BENEFITS;    Proposed;    PDSO/MAC was proposed to be the major air command element of a 
three-level,   vertically integrated personnel data system for officers.    Specific benefits that 
PDSO/MAC was to provide include increased responsiveness to commanders and management 
in the creation,   edit,   control,   retrieval,  distribution,  and display of active duty officer person- 
nel data.    Other benefits were to be the standardization of personnel systems across all major 
air commands and significant cost reduction in personnel data handling. 

Actual;   PDSO/MAC has provided increased responsiveness to commanders and management 
in the creation,   edit,   control,   retrieval,  distribution,  and display of personnel data.    Person- 
nel systems were standardized across major air commands and standard data elements were 
adopted throughout the vertically integrated system. 

COST FACTORS; 

Mjm-Montht of Development Effort (Dev.) 

Proposed: Unk CZ 

Actual: 489 I 

Comment:   No formal DAP wag prepared for PDSO/MAC.    It* development 
was recognized as a part of the overall vertically Integrated PDSO. 

Months of   Elapsed Development Time  (Dev.) 

Proposed: Unk CZ 

Actual: 22 I 

Commmt:    PDSO/MAC system design commenced in March 1964.    The 
system was declared operational at ATC on 1 December 1965. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual.    84.700 BBBBBBBBBBBBBBB>BBBBBBBBBI 

Comment:   I, 100 hours were used for program checkout.   The number of hours 
includes an unknown number of hours required for file conversion.    Approxi- 
mately  100 of the  1,300 hours were used at locations other than ATC s H800. 

Hour »/Month of Hardware  Use (or Application Production (Op.) 

Proposed: Unk CZ 

Actual: 89 I 

Comment:   The actual number reflects usage during March 1966 on the 
Honeywell 800 computer.    PDSO/MAC application production usage is 
not known for the Honeywell 200 computer. 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed: Unk CZ 

Actual: 14 ■■■■■■■ 

Comment:    The actual number reflects usage during March  1966 on the 
Honeywell 800 computer.    PDSO/MAC program maintenance usage is not 
known for the Honeywell 200 computer. 

Number of Operstions Personnel (Op.) 

Proposed: Unk CZ 

7   ■BBBBBBBBBBBBBBBBBBB>B1 

Comment:   The actual number of personnel is prorated from 21 operators 
allocating approximately 30 percent of their time to PDSO/MAC. 

Number of Program Maintenance Personnel (Op. ) 

Proposed: Unk CZ 

■SBBBBBBBWBBBBBBSBBBS 

Comment:    The actual number of personnel represents original 
development personnel. 

Dollars/Month of Hardware Cost (Op.) 

Proposed: Unk CZ 

Actual:   10,457 Wamtmtmmtm 

Comment:    None. 

FUTURE PLANS;    The current machine configuration is overloaded and does not supply the Mili- 
tary Personnel Center adequate checkout time for its function as centralized development and 
maintenance organization for PDS-O 65.    It is planned to augment the present configuration with 
another H800.    Sufficient H200 capacity is available to serve both processors. 
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SYSTEM:    Personnel Data System-Officers,   Military Personnel Center--PDSO/MPC 
(Burroughs 5500) 

DATA SYSTEM DESIGNATOR:    E053 and E101A 

DATA COLLECTION DATE:    March 1966 

LOCATION: 

Contact for Additional Information 
Air Force Military Personnel Center 
Randolph Air Force Base 
San Antonio,   Texas 

Development 
Air Force Military Personnel Center 
Randolph Air Force Base 
Texas 

Maintenance 
Air Force Military Personnel Center 
Randolph Air Force Base 
Texas 

Pilot Installation None 

First Operational Installation 
Air Force Military Personnel Center 
Randolph Air Force Base 
Texas 

Number of Operational Installations 1 

FUNCTION: The users of PDSO/MPC are the Directorates of Personnel Services, Personnel Re- 
sources and Distribution, and Personnel Program Action, USAF Military Personnel Center. A 
common mission of the users is the maintenance of personnel data such as assignments, accessions, 
separations, promotions, and integrations. PDSO/MPC functions as a management support system 
to maintain a central file of personnel data on all active Air Force officers. Other important func- 
tions of the system include maintaining manning data on Air Force organizations by grade and func- 
tional category, and Personnel Accounting Symbols for all Air Force units. An on-line inquiry ca- 
pability enables the Military Personnel Center staff to have access to certain data within 90 seconds. 

ORGANIZATION: 

DCS/Personnel 

Military Personnel Center 

I 

Directorate of 
Personnel Servlcea 

Directorate of Personnel 
Resources and Distribution 

Directorate ol Personnel 
Data and Records 

Directorate of Personnsl 
Program Actions 

(User) (User) 

Personnel Data Systems Dlvlsto 

Military Prrnon.irl  ( ,.„i,r   [It 

Automated Systems 
Requirements   Section 

(Developer) 

Data Retrieval Sectlo 

(Developer) 

Computer Operations Sectloi 

(Operator) 

Major  Air Co 
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HISTORY:    PDSO-65 evolved from PDSO-63,  an automated personnel system operated at Head- 
quarters,   USAF.    A need to integrate the personnel data systems vertically at Headquarters, 
USAF,   the major air commands (MAC's) and consolidated base personnel offices (CBPO's) gave 
impetus to the development of the system.    In addition,  a direct inquiry capability was to be in- 
cluded in the new system.    The hardware configuration was selected by the EDP Equipment Of- 
fice (ESQ).    All development work was done at the USAF Military Personnel Center (MPC). 

A planning group of personnel from all major users of the system and other related sys- 
tems was established to outline the areas of PDSO-63 requiring redesign.    The development was 
broken down into two primary areas:    (1) design and documentation of specifications,  and (2) 
programming and system implementation.    Both of these major areas were broken down into 
tasks and the responsibility for these tasks was delegated.    Standards for programming,  docu- 
mentation,   and management control were also specified. 

The Directorate of Personnel Systems had overall responsibility for the redesign of 
PDSO-63 and the implementation of PDSO-65 at the Military Personnel Center.    The entire per- 
sonnel resources of the CBPO Division,  MAC Division,  MPC Division,  and the Plans and Ad- 
ministration Office were assigned to the effort.    In addition,   partial support was supplied by 
the Systems Development Division.    Limited resources were available in other directorates of 
the USAF Military Personnel Center and directorates of Headquarters,   USAF. 

An extensive set of documents exist describing the system objectives, processing, and 
data element formats. The documentation is oriented toward the total vertical personnel sys- 
tem, since users (suppliers of input to PDSO/MPC) will be lower level subsystems in the ver- 
tical structure. 

SCHEDULE: 

s I    I   AS ON    > J    F'UAM)   JASWD J   F M A M J   JU   S   O N mlj  F M A M J   JAS ON  DJ   F MA Ml J   J  A  S O N D j FkdAkd J J A s oiN n 

^PDSA System Specification» Writt 
I   i    l   i   l   I    I   I   I   I   I   I    I   I   I 

Hardware Specification« for PDSA/PDSO Written 

1      A Hardware Proposal Evaluation   I 

APDSO-feJ Implemented on IBM 7080/1401 at Pentag 
|A B5000 Award Announced     | 
APDSA Dropped for BS000 Because PDSO-63 Could Not Be Converted Directly 

I   I    U'PPSÖW System Specification Written 

O    Pia A   Actual Date 

ja\ Programming and Checkout 
A'B 4500 'Delivered   | 

|«YB55Ö0Accepted 

System Test 

PT-TH 

Development Stage 

PDSO Declared Operational (Sli 
H800/200's for MAC's) 

Operational Stage 

ppage Because of Late Delivery of 
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DESCRIPTION:   The primary function of PDSO/MPC is to maintain a central file of personnel 
data on all active Air Force officers.    Assignments,   accessions,   separations,   promotions,   and 
integrations (received from Major Air Commands and the MPC staff) are all processed against 
the basic officer personnel file.    Reports resulting from these transactions are distributed to 
the Major Air Commands and within MPC.    Other important functions of the system include 
maintaining manning data on Air Force organizations by grade and functional category,   and 
Personnel Accounting Symbols for all Air Force units.    An on-line inquiry capability enables 
the MPC staff to have access to certain data within 90 seconds. 

Remote 
Teletypewriter« 
All Lot »ted at 
MPC to Request 
Inquiry Capability 

From AFMPC 
Staff Peraonnal 

Transaction« Received 
From Major Air 

From AFMPC        Commands and 
Staff Peraonnel      Other HO. USAF Agende 

MPC 
Transaction« 
and Updates 

Strip AUTODIN 
Tape for MPC 
Tranaaitions 

Edit 
Transaction 
Data 

Scheduled 
Reporting 
Prngrams 

f      MAI \    „       Sent   Via AUK 
r*1     Output      P*     to Major Air ( 

TOIMN 
timanHa 

In Ar MPc    Man 
Personnel 

 1 r       ii -. I.. .1 .„.l       I Inquiry Reports.    1^,    l»AIMI'l    si»(f 

>:;,:;,;g';n" L_J;,:;;::>(»;::". \r *• - 
nquiry ■  r 

/ Teletypewriter! 
-^ All   l.o. ateH  at 

AKMPt lor 
Henpoi.se I.. 
Immediate  Inquiries 

UQ 
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WORKLOAD: 

INPUTS 

Char. /Mo. o( Input 
Volume: 46.460.000 

No.  of Input Trine- 
action Type*: 122                | 

No. of Input 
Data Field.: 6S1 

Percent of Input 
Reject«: 4.3 

DATA 11A5K 

Char,   in Data Base: 276 ,700.000 
Percent of Char,  on D/A Storage: 86 
Millisi-conds of Acceu Time for D/A: 20 
No.  of Data Bate Record Type«: 6 
No.  of Data Base Records: 544,500 
Percent Growth Rate/Mo. : 1.1 
Char. /Mo.  of Update Input: 45.850.000 

PROCESSING 
FUNCTIONS 

13   5 a 
Key     cU     U.2 

I L 
■SS 

1 Char. /Mo.  of Out- 
put Volume: 81.600.000 

No.  of Output 
Formate: 141 

Responee Time 
(eeconde): 90.0 

Total Source Instruction« 
Total Object Instruction*: 
Hre./Mo.  of Application 

Production: 

HARDWARE: 

14- 
B493 

Remote 
Inquiry 

Stations J 

B 5480 
Data 
Communlcatlo 
Channel 

B 5280 
Central 
Proceeslng 
Unit 

6-B460 
Memory 
Modules 

B124 Card 
Reader 

3-B5283 
Input/Output 
Synchroniseri 

5-B471 
Disk Control 
Unit 

Burroughs 5500 v_y 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(u.) 

External Storage Peripheral Devices 

Internal Storage 
Mao Tapes Disk Ci ird Reader/Punch Printer Remote Consolei| 

No. 
Mag 
Tapes 

Trane 
Rate 

No. 
Disks 

Trans. 
Rate 

(char. / 
sec) 

Char. 
Ca- 

pacity 

Ac- 
cess 
Time 
(ms) No. 

Read 
Speed 

(cards 
min) No. 

Punch 
Speed 
(cards/ 

min) No. 
Speed 
(1pm) No. 

Speed 
(char./ 

• ec) 

Cycle 
Time 
(a«) 

Word 
Sire 
(bits 

Word 
Ca- 

pacity 

B5500 11/64 Word 2 4 48 32,768 8- 
B422 

24Kto 
66K 

25- 
B47 5 

100K 9.6M 20 1- 
B124 

800 1- 
B304 

300 1- 
521 

650 14- 
B493 

10 
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SOFTWARE:    Software for the Burroughs 5500 consisted of COBOL and ALGOL compilers,  an 
ESPOL assembler,  hardware diagnostic,   debugging aids,   and a Master Control Program (MCP). 
No utility routines were supplied by Burroughs,   but some were obtained from the Burroughs 
user group.    The software was delivered by Burroughs with the equipment in February 1965. 

Comment:    The initial COBOL compiler lacked many desired features (e. g. ,   disk constructs, 
sort and merge verbs).    A COBOL compiler with the disk constructs,   the sort verb,   and merge 
verb (which still gives problems) was delivered In May,   1965.     Program checkout with COBOL 
was difficult because of no run time patching or modification capability and the absence of an 
intermediate or assembly language output to aid in the analysis of programs.    The programmers 
also felt that more extensive diagnostic messages from the COBOL compiler would have assisted 
program development.    ALGOL diagnostics were felt to be adequate.    The compilers and assem- 
bler were on the whole highly successful and contributed to system development. 

MCP was converted to operate with the disk construct in May,   1965.    The users feel that 
checkpoint and restart capability should be on a controlled basis rather than periodic.    The pri- 
mary attribute of MCP that assists effective operation is the automatic scheduling of jobs and 
I/O assignments,  which achieves efficient peripheral device utilization.    The rigid structure of 
MCP does not allow easy modification for handling nonstandard formats,   such as tapes of differ- 
ent labeling format.    MCP is used to maintain the application program library and to call all 
functional programs from this library. 

It was felt that the channels for dissemination of information on the software and correc- 
tion of errors were generally not responsive to the requirements of the system users.    The 
program documentation was usually delivered much later than the software itself and was some- 
times inconsistent with the software. 

Representatives of the manufacturer are maintained on site to assist with any problems 
in the support software.     In addition,   several AF personnel have been trained in the maintenance 
of the operating system and compilers.    The systems programming people are also involved in 
making recommendations for modifications to improve the efficiency of the system operation. 

APPLICATION PROGRAM DEVELOPMENT:    A planning group of personnel from all major users 
of the PDSO-63 system outlined the redesign of PDSO-63.     The same group also provided the 
design specification documentation,   programming standards and system implementation of 
PDSO-65.    The programming effort was divided into two areas:    (1) file maintenance,   and (Z) file 
retrieval.    There are 74 distinct file maintenance programs,  which were written in COBOL. 
There are 80 file  retrieval programs written in COBOL in addition to the on-line  retrieval pro- 
grams,  which were written in ALGOL for efficiency of operation.     Each program was checked 
out individually prior to the systems test.    No program patching capability was available.    This 
caused an inordinate amount of checkout time to be used for recompilation.    The complete sys- 
tem test,   designed to fully exercise the assignments,   promotions,   separations and integration 
of subsystems,   was planned and completed on schedule. 

FILE CONVERSION:    The file conversion activity was documented and was planned for execution 
between 6 and  12 October   1965.    A flow chart was drawn;   all master files and intermediate work 
files of the PDSO system were specified and file formats and record contents indicated. 

While 7080/1401  tapes were compatible with B5500 tapes,   COBOL (B5500) would only 
process Burroughs tandard labels,  and consequently tape labels on original tapes had to be mod- 
ified accordingly before conversion.    Necessary programs were prepared.     A total of 29 files 
were converted.    These were systematically analyzed and the volume   indicated by the number 
of reels,   records,   blocks per record,   and characters per block for each file. 

Computer time used:   approximately 60 hours. 
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DOCUMENTATION:    User documentation is aimed at those who supply input at the lower level in 
the vertical structure.    Other documentation includes system design review notes,  program 
changes,  etc.    A folder is maintained for each program containing listings,  flow charts,  and 
program specifications. 

PERSONNEL: 

Activity Function 

Number of People Number of Years 

Sampled 
Allocated to 

System In ADP 
In Personnel 

Systems Of College 1 

Development 
Manager 15 15 B.5 7.0 3.5 

Analyst 7 7 4 U.5 Unknown     | 
Programmer 37 40 7.0 5.5 Unknown     | 

Operations Manager 3 3 12.0 2.5 2.0 

Operator 29 52 4.5 0.5 ^XC 

OPERATIONS:   The computer operation is staffed 24 hours a day,   7 days a week.    It operates as 
a closed shop.    PDSO/MPC is the only application on the Burroughs 5500 computer.    Immediate 
queries are processed on-line during normal working hours 5 days per week in a multiprogram- 
ming mode with scheduled runs.    Deferred inquiries and file maintenance are run at other times 
according to a master schedule. 
Comment:    Program development and maintenance time is somewhat large due to lack of pro- 
gram patching capabilities.    A large percentage (21 percent) of time is taken for computer 
maintenance and machine error lost time,   reflecting low hardware reliability. 

Other 
27 hra 4# 

Off 
23 hrs 3< 

Schd Mt 
79 hrs 11$ 

Mach Error  Lost 
45 hrs hi 

Unschd Mt 
29 hrs 4# 

Idle, 
.     27 hrs 4% 

Set Up. 
ZZ hrs 3% 
Chg Lost 
20 hrs 3% 

Prog Dev & Mt 
68 hrs 9% 

Prod (PDSO MPC 
only app)  376 hrs 51% 

Burroughs 5500 

Prep 
14 hrs Z% 

APPLICATION PROGRAM MAINTENANCE:    There are currently 36 programmers and 14 system 
analysts involved in program maintenance for PDSO/MPC,  all of whom were involved in the de- 
velopment efforts.    The program maintenance activity is divided among corrections to programs, 
system documentation,   system improvements,  and program operational efficiency improvements 

Comment:    The large amount of time devoted to the program maintenance effort is mainly due to 
the fact that a completely new system has not been operational very long and problems are still 
being encountered in the software. 
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BENEFITS:   Proposed:    The PDSO/MPC was established along with the USAF Military Person- 
nel Center by direction of the Secretary of the Air Force.     Prior to PDSO/MPC,   Air Force Hq. 
personnel processing was performed on an IBM 7080 at the  Pentagon.     The  PDSO/MPC system 
was to provide a number of new benefits,   including    (1)   inclusion of significant additional data 
on each Air Force officer;   (2)   standardization of data codes and formats to enhance efficient 
communications of personnel data from one AF personnel system to another;   and   (3)   immediate 
access to personnel data for personnel managers. 

Actual:    PDSO/MPC became operational in October  1965.     It provided the additional officer data 
and standardization of data codes that was required.     Communications with other AF personno' 
systems were enhanced,   since PDSO/MPC was designed as the top component of a three-1 
vertically integrated personnel system.    Remote immediate access terminals were provided. 
However,   due to the saturated computer utilization,   updates could be run only three times weekly 
(compared with a proposed daily update),   thereby causing personnel data to be less current than 
originally proposed.     This problem is presently being alleviated by procurement of additional 
hardware modules for the system. 

COST FACTORS: 

Man-Month» of Development Effort (Dev.) 

Proposed: Unk CZ 

.44 3 ■■■■■i 

Conuiicnt:    No formal  DAP *as prepared for PDSO/MPC.    An advanced 
design team b.-gan work  in M-»y   1963 to eatabliah objective! and equip- 
ment requirements for  PO50 hi.    Thi* effort evolved Into the PDSO 65 
■yatem design begun in April   1964. 

Montha of F.lapsed Development Time (Dev.) 

Proposed: IM I 

Actual: in ■■■■■■■■Hi 

Comment:   A proposed date for PDSO 65 implementation waa eatabliahed 
by th<- PDSO 65 design IMIH as July  1965.    Becauae of late delivery of the 
MAC Honeywell 140/200 'omputcr*,   the implementation of PDSO 65 waa 
delayd until  November   1965. 

> Checkout (Dev.) Dollars of Hardware Coat for Progr 

Proposed: UnkCZ 

Actual: Unk W 

Conuiie nt:    Coni| ut»r t me used before the acceptance of the computer on 
I  M* .   I " ! was no' logged.    After acceptance,   it ia known that at leaat 
1,1 11 hrvira were u«H for program checkout between May and September 
1965,   <osttng approximately $266,880.    Program checkout waa lengthened 
becauae of the ex-essive r .•compilation required due to inadequate 
program-retching capabilities with COBOL. 

Hour a/Month of Hardware U*e for Application Production (Op.) 

Proposed: Unk CZ 

\XK  ■BBBsaaVasVaaVasa 

Comment-    Reflect* usage during February   1966 on the  Bu 
computer. 

Hours/Month of Hardware Uae for Program Maintenance (Op.) 

Propoaed: Unk C2 

Actual: 68 ■■■*■■•>*■■*■ 

Comment:     Reflecta uaage during February  1966 on the Burrougha B5500 
computer. 

Number of Operation»  Peraonnal (Op.) 

Propoaed: UnkCZ 

Actual: 51 »>■■■■■■■■■■ 

Comment'    The actual number of peraonnel  represent* operatora at the 
Military Peraonnel Center 

Number of Program Maintenance Peraonnel (Op.) 

Propoaed: UnkCZ 

Actual: 50 *■■■■■■■■■■■ 

Comment:    The actual number of peraonnel conalata of 14 analyat* and 
36 programmera. 

Dollars/Month of Hardware Co* t (Op.) 

Proposed: Unk C2 

Actual:   64.781) ■■■■■BVBHBBTJBI 

Comment:    None. 

ugha B5500 

FUTURE PLANS:    Excessive workload on PDSO/MPC his  tosulted in degradation of system pt I - 
formance (master files are only updated three times weekly as opposed to a planned daily update). 
Proposed  improvements in the hardware configuration to handle the workload include:    (1)  in- 
crease the number of modules from six to eight and increase memory speed from 6 \AS to 4 Lis; 
(2) add another central processing unit;   (3) increase the number of tape drives from 8 to 14;   and 
(4) increase the number of disk storage modules from 25 to 32,   giving 307.2 million characters 
of disk storage instead of 240 million.    At this time,   there are no major design changes contem- 
plated for PDSO/MPC system programs. 
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SYSTEM:   Region*! Accounting and Finance Test--RAFT (RCA 301) 

DATA SYSTEM DESIGNATOR:   H060 

DATA COLLECTION DATE:        April 1966 

LOCATION: 

Contact for Additional Information 
ATAAF Accounting and Finance Dir. 
ATADC-DCS/Comptroller 
Randolph Air Force Base 
San Antonio,   Texas 

Development 
Randolph Air Force Base,   Texas 

Sheppard Air Force Base,   Texas 

Maintenance 
Sheppard Air Force Base 
Texas 

Pilot Installation*1^ Sheppard Air Force Base 
Texas 

First Operational Installation'   ' 
Sheppard Air Force Base 
Texas 

| Number of Operational Installations 1 

Note:   (1)   Entire system was a pilot system deactivated in June 1965. 

FUNCTION:     The users of RAFT are the Base Accounting and Finance Offices at Sheppard, 
Reese,   Vance,   and Webb Air Force Bases.    The mission of the users is to perform the ac- 
counting and finance functions for their respective bases.    RAFT functions as a research and 
development support system in that it is the result of a pilot project to design,   develop,   and 
test a standard USAF base level regional accounting and finance system (excluding military 
pay),   utilizing electronic data processing equipment.    RAFT was deactivated in June 1965. 

ORGANIZATION: 

lU.r  AFO 

(U.cr) 

IIQ ATC 

Vance AFB 

Baae AFO 

 1  

DCS/Comptroller 

_L 
Directorate of Data Syateme II Regional Accounting and 
Development Randolph AFB Finance Office 

(Developer) 

Reeee AFB 

Baae AFO 

(U.er) 

Sheppard AFB 

I 
Baae AFO 

 1  

(Operator) 

(Uaer) 
L  
_____     Functional Re•ponaibtltty 
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HISTORY:   The Air Training Command (ATC) was requested by Headquarters USAF to investi- 
gate the development of a small regional accounting and finance system.    An ATC planning 
group was formed that developed general project concepts and an agenda for a meeting with 
representatives of Headquarters USAF.    This meeting was held in March 1962 and an action 
schedule was developed encompassing the concept preparation,   system design,   programming, 
testing,   and evaluation.    Development took place at Randolph AFB.    RAFT became operational 
at Sheppard AFB in December  1963 and later at Reese AFB,   Vance AFB,   and Webb AFB. 
The system was designed as a test,   and the test was successfully completed.    RAFT was de- 
activated in June 1965 due to loss of computer support. 

Data systems analysts assigned to the project had extensive background and training in n< - 
counting and finance, whereas their training in system design with EDP equipment was not as 
extensive. Data systems programmers assigned to the project had no previous programming 
experience or instruction in programming and were sent to RCA 301 programming school. 
The team concept was employed in development, with a team consisting of a functional experl 
in the accounting and finance area, an analyst, and a programmer. Critical path scheduling 
and progress reporting techniques were used throughout the development of RAFT. 

SCHEDULE: 

F M)AUJ   i 1    I    »n\ ' 1    ]    I   A   -» O N  I) J    F  MA M i   J   A   S   ON  P ]   F  M A  M J   J  A   S   O N   I J   r   M A M J   J   \ MAM»   JA 

HU USAF Soluited ATC Interest in Raft 
.1 M j i • i i i i i i i i i i i I 
A ATC Accepted and Formed Planning Group 

A Pilot Project Authorized 
Xii I    I 
^Plan and Concepts Prepared 

I    j    I   I  &  System Design 

A Systems and Programming Cl; 

+ 
COBOL Classes 

Proposal Stage 

1    I    I    I    1    I    I 

o- 

Development Stage 

MINIMI 
tCL 

Operational Stage 

O     PI» a. • .,1 Date 

4 i  Programming 

A Test and Debug'at HEW,' Wash.' 

• RCA  301  Installed at Sheppard AFB 

Test and Debug at Sheppi 

-. «- -+<b  Evaluation I    I 

Sheppard Operational 

) Other Sitrs Operational 

A Kalt   D.-a. t 
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DESCRIPTION:   The RAFT system functions are     Civilian Payroll,   Travel and Transportation 
(processing of open accounts on individual travelers),   Commercial Services (processing of 
procurement functions),  Reimbursements (maintenance of customer accounts),  and Accounts 
Control (update of commitment and obligation,   MAFR,  check payment,  and accountability 
records).    Financial input information is sent to the regional office (Sheppard AFB),   and the 
accounting and finance offices of the four bases (the users) receive in return products for base 
and employee use.    These include payroll vouchers, payroll checks and bonds,  printouts of 
status of open accounts,  and various budget reports. 

Audit l.i.t 
Payroll Rail.tar 
Check I..u. U.t 
With Holiday, and 
Contribution* U.t 
Etc., 

ColUction 
Transaction. 
R.c.lv.d 
rrom B>... 
by Mall 

Input 
from 
Raatoa MAFR 

.   ■ ■ 
O.po.lt Fund. 
Dl.location 
R.port. 

La> To Ale Fore« Accounting and Fin.nc. Cantor 

To B...« and Ration Fllo 
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WORKLOAD: 

Char. /Mo.   of Input 
Volume; 6,402.000 

No.  of Input Trans- 
action Types: 48                        | 

No.   of Input 1 
Data Fields: 227 

Percent of Input 
Reject«: 0.8 

DATA BASE 

Char.  In Data Rase: 17,510.000 
Percent of Char,   on D/A Storage NA 
Milliaeconda nf Acceia Time for D/A: NA 
No.   of Data Bate Record Type« 8 
No.  of Data Bass Record«: 135,500 
Percent Growth Rate/Mo. : Oak 
Char. /Mo.   of Update Input: 6,402,000 

PROCESSING 
FUNCTIONS 

ML: 
Peripheral 

Ba«e Computer(«) Computer(s) 

Total Source Instruction«: «4,620 
Total Object Instruction«: »4.620 
Mr«. /Mo.  of Application 

Production. 126 

NA 
NA 

Char. /Mo.  of Out- 
put Volume: 26,070,000 

No.  of Output 
Format« S7 

Re«pon«e Ttma 
(seconds): NA 

HARDWARE: 

Console 

RCA 304 
Central 
Processing 
Unit 

RCA 316-1 
Printer 
Control 

RCA 318 
Hi-Data 
Control 

RCA 319 
Hi-Data 
Control 

IBM  1402 
Card 
Reader/ 
Punch 

RCA  33 3 
Printer 

RCA 301 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Peripheral Devices 

Internal Storage- 
External 
Storage Card Header/Punch Printer 

Add 
Time 
(Us) 

Cycle 
Time 

Char. 
Size 
(bits) 

Char. 
Ca- 

pacity 

No. 
Mag. 
Tapes 

Trans. 
Rate No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
(lpm) 

RCA 
301 

2/61 Char. 98 7 6 20K 6- 
38l(D 

10K to 
66K 

1- 
1402 

800 250 1- 
333 

1,000 

Comment:    (1)   Housed in one cabinet. 
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SOFTWARE:   Software for the RCA 301 consisted of the following:   (1)  a symbolic assembly 
language assembler;   (2)  a Utility Service Reference;  (3)  a "consolidate,"   (4)  a Test Library 
Tape (TLT) and Program Library Tape (PLT);  and (5)  a sort program.    The software was 
delivered by RCA with the equipment in June 1963. 

Comment:    "Consolidate" provides for selective dynamic memory dumps and traces.    A routine 
was added by the Chief Programmer on the RAFT project to TLT and PLT to provide for run-to- 
run operating instructions.    There have been no formal system programming activities.    An 
RCA system representative provided software support. 

APPLICATION PROGRAM DEVELOPMENT:   The responsibility of RAFT was balanced between 
two USAF elements of the Accounting and Finance Directorate and the Data Automation 
Directorate.    The former established policy and described output demands on the system.    The 
latter designed and developed the ADP system.    The system design phase included detailed 
flow charts,   input/output requirements,   stored data requirements,  and transaction codes to be 
used in operations.    The programs were written in COBOL by programmers trained at the 
RCA 301 programming school.    Due to the 300-mile distance between the programming loca- 
tion and the checkout computer,  the checkout was not begun until programming was virtually 
completed.    RCA provided 90 hours of free test time during the 461-hour checkout,  the amount 
of checkout time was high due to machine and tape malfunctions.    Special input data was de- 
veloped for program checkout.    Computer time was supplied by open shop operations with pro- 
grammers getting as many as five runs per day.    System tests also consisted of parallel oper- 
ations after completion of all program testing and debugging.    Critical path scheduling using 
LESS (Least Cost Estimating and Scheduling) and weekly progress reporting using PROMT 
(Planning and Progress Measurement Techniques) were the management control methods used. 

FILE CONVERSION:      Conversion procedures to be used by the bases in converting their man- 
ual records to RAFT input formats were developed by RAFT project personnel within the 
applicable subject matter areas.    During the conversion period,  RAFT project and accounting 
and finance personnel visited each base and were on hand to assist them with any problems en- 
countered in converting their records.    The conversion was from manual records to punched 
cards.    The punch card information was sent to the region via AUTODIN and received at the 
regional office in the form of punched cards.    No major problems were encountered in base 
conversions.    A problem did arise when it was discovered that the AUTODIN equipment at 
the bases could not send or receive credit zeros.    This problem was eliminated by equipment 
modification.    Each base was converted by functional area which reduced confusion and per- 
mitted an orderly flow of data into the region office.   This gave region office personnel ade- 
quate time to load and audit the input data.    No special programming was required. 
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DOCUMENTATION:    User documents as well as system design specifications were produced by 
the system designers during the system design phase.    Flow charts were produced prior to 
coding.    All deviations from these flow charts are documented on program change forms during 
the coding,   check,   and maintenance phases.    AFL 177-3,   Terminal Documentation Part I con- 
tains the General Systems Specifications and Part II contains the Evaluation Schedules. 

PERSONNEL: 

Activity Function 

Number of People Number of Yeara 

Sampled 
Allocated to 

Syatem In ADP In Accounting Of College 

Development 

Manager 3 3 1.0 11.0 3.0 

AnalyHt 7 7 2.0 7.0 Unknown 
Programmer 14 14 1.5 0 Unknown    | 

Operation« Manager 1 0.6 9.0 0 3.0 

Operator 4 2.4 5.0 0 

OPERATIONS:   RAFT was run during the second shift at Sheppard AFB on an RCA 301.    It was a 
closed shop operation.    Since the RAFT system is no longer operational,   current computer utili- 
zation figures do not exist.    The figures in the pie chart are averages of utilization during 
RAFT's operational phase. 
Comment:    The "Other Time" could not be broken down for the only other application,   the Base 
Supply System. 

Prod (RAFT app) 
126 hrs 17# 

Other 
604 hrs 83£ 

RCA 301 

APPLICATION PROGRAM MAINTENANCE:    There wore three programmers involved with 
program maintenance.    Their main function was to correct program errors and to link the 
various programs together into a smooth operating system.     The ratio of program corrections 
to program improvements was 9 to   1.     The programmers generally received two test runs 
per day during RAFT's operational phase. 

Comment:    The maintenance programmers also performed machine scheduling,   production 
control,   and maintenance of the tape library of 400 tapes. 
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BENEFITS:    Proposed:    RAFT was proposed as a pilot project to verify the regional accounting 
concept.    A major air command accounting concept had been rejected by Hq.   USAF,  and RAFT 
was designed to determine the feasibility of a centralized system over a smaller number of base5. 
Benefits sought in RAFT included improved product design,   elimination of unnessary items and 
reports,   greater accuracy,  and improved internal and external control. 

Actual:   RAFT became operational at four AF bases in June 1964,  thus verifying that a region- 
alized accounting and finance system was feasible.    Because of hardware availability problems 
and plans for an Air Force-wide standard accounting and finance system,   RAFT was discon- 
tinued.     Concepts developed in RAFT will be used in development of subsequent accounting 
finance systems. 

COST FACTORS: 

Man-Month» of Development Etfort (Dev.) 

Proposed: Unk CZ 

Actual: 381 sBBHHsflMHB 

Comment: No formal DAP was prepared for RAFT. At a meeting 
between Hq. USAF personnel and ATC personnel, Air Force letter 
177-3 was drafted containing RAFT concepts and schedules. 

Months of Elapsed Development Time (Dev.) 

Proposed: 18 I I 

Actual: 13 ■■■■■■■■■ 

Comment:    RAFT system design began on schedule on 1 June  1962. 
RAFT programming also began on schedule on  1 July  1962.    Both 
H tiMlics ended on schedule.    The schedule slippage was due to a 
delayed start of program checkout,   caused by a delay in the installa- 
tion of the RCA 301 at Shcppard AFB.  until 26 June 1963.    Serious 
mechanical problems in the. tape units hindered checkout from   July 
to late October  1963,  when they were overhauled. 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual:    29,970 ■■■■■■■■MM 

Comment:    It was felt by the developer» that program checkout hours 
would have been less if,the equipment had been more reliable.    Program 
checkout required 461  hour» on the RCA 301  computer. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed: UnkCZ 

Actual: 12 I ■HMHBH 

Comment:    The actual number represents the average monthly applica- 
tion production usage during RAFT's  IH-monlh operational phase 
(January 1964 to June 1965) at Sheppard AFB.    RAFT was usually run 
second shift after all other work on the Base Supply System had been 
completed. 

Hours/Month of Hardware  Use for  Program Maintenance (Op.) 

Proposed: Unk CZ 

Actual: Unk K 

Comment: Since RAFT was deactivated in June 1965, current monthly 
usage figures do not exist. The program maintenance average monthly 
usage during the 18-month operational phase is unknown. 

Number of Operations Personnel (Op.) 

Proposed: Unk CZ 

Actual: 3 ■■■■■■■I 

Comment: The actual number of personnel was prorated from four oper- 
ators and one EDP officer on the basis of time spent on RAFT during the 
18-month operational phase at Sheppard AFB ending in June 1965. 

Number of Program Maintenance Personnel (Op.) 

Proposed: Unk CZ 

Actual 4 mmmmmmm^mm 

Comment:    The actual number of personnel was prorated from two analysts 
and four programmers on the basis of time devoted to RAFT program 
maintenance during the  18-month operational phase at Sheppard AFB ending 
in June  1965. 

Proposed: 

Actual:      8.775 

Dollars/Month of Hardware  Coat (Op.) 

Unk CZ 

Comment:   The actual dollar amount is based on regular shift changes. 
However,   the RAFT project allocate») hardware costs on the basis of extra 
shift costs for those components that were shared with other applications, 
since RAFT used only second and third shut time.    The cost of the six 
tape units used only by RAFT was borne completely by RAFT. 

FUTURE PLANS:     The region concept of base level accounting and finance was acceptably 
demonstrated by conducting a comprehensive test of the RAFT system.    RAFT was deactivated 
in June  1965 upon completion of this test.    This action was taken primarily because the RCA 
301,   which RAFT operated on,   was replaced by the UNIVAC  1050 II in accordance with stand- 
ardization of the Air Force's automated inventory control system at a base level.    The major- 
ity of the accounting and finance functions that were performed by RAFT have been adapted 
to a card system on a Burroughs B263 at base level.    A new accounting and finance system is 
currently in development using some of the concepts that were developed and tested in RAFT. 
There is some discussion that this new system should be usable either at one base or at sev- 
eral bases at a central location.    The workload analyses for this new system were developed 
by RAFT personnel. 
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SYSTEM:   Repair Requirement Computation--RRC (IBM 7080/1401) 

DATA SYSTEM DESIGNATOR:   D073 

DATA COLLECTION DATE:       July 1966 

LOCATION: 

Contact for Additional Information 

SACS San Antonio Air Materiel Area 
Kelly Air Force Baae 
San Antonio,   Texas 

Comptroller (Data Management Division) 
Hq. ,  Air Force Logistics Command 
Wright-Patterson Air Force Base 
Dayton, Ohio 

Development 

Hq. , Air Force Logistics Command 
Wright-Patterson Air Force Base 
Ohio 

San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 

Warner-Robins Air Materiel Area 
Robins Air Force Base 
Georgia 

Maintenance 
Hq. , Air Force Logistics Command 
Wright-Patterson Air Force Base 
Ohio 

Pilot Installation 

San Antonio Air Material Area 
Kelly Air Force Base 
Texas 

Oklahoma City Air Materiel Area 
Tinker Air Force Base 
Oklahoma 

Firat Operational Installation 
San Antonio Air Materiel Area 
Kelly Air Force Base 
Texas 

Number of Operational Installationa 7 

FUNCTION:     The users of RRC are the Directors of the Material Maintenance Divisions of the 
various AFLC Air Materiel Areas.    The mission of the users is the management of the repair 
activity of Air Force materials.    RRC functions as a management support system to identify the 
items,  quantities,   and urgency of need of those items to be repaired by the Specialized Repair 
Activity (SRA).    The system functions on a biweekly frequency and produces a time phase state- 
ment of repair requirements in order of precedence and preference,   to be accomplished by 
the SRA. 

ORGANIZATION: 

Comptrolle 

Data Management Division 

(Developer) 
Air Materiel Areas 

Director of Material Dlvislo AMA Comptroller 

(Users) 

AMA Data Services AMA Data Center 

(Developers/ 
Malntalnera) 

(Operators) 

130 



RRC   Sheet 2 of 7 

HISTORY:    Investigations by various government agencies in 1964 uncovered two major prob- 
lems in operations of the Air Force Logistics Command (AFLC).    First,   an ineffective inven- 
tory system existed,  permitting one agency within the command to purchase items that were 
being discarded simultaneously by another agency within the command.    Second,   an inadequate 
repair system existed,   resulting in some aircraft being inoperative for many months awaiting 
maintenance for lack of proper scheduling of parts,  manpower,   and facilities. 

As a result of these findings,   the Commander,  Headquarters AFLC,   ordered a review of 
the management of recoverable (repairable) items.    This review concluded that AFLC did not 
have the managerial tools to fulfill this function effectively.    Large-scale data processing sys- 
tems were being planned for the distant future to solve this problem,  but it was imperative 
that an interim solution be developed. 

A six-man study group was formed from managerial level personnel of the Data Management 
Division of Headquarters AFLC.    This group concluded that an automated system should be de- 
veloped to permit the identification of items and quantities needing repair and to react in a 
short-range time period more closely aligned to the actual demand on AFLC.    This group 
formed the nucleus of a special developmental task force that drew up specifications for the 
proposed system in March 1965.    The programming effort began in April 1965 at Warner- 
Robbins Air Force Base as IBM 7080 computer time was available there.    The Management 
of Items Subject to Repair (MISTR) system resulted from this effort.    The Repair Requirement 
Computation System (RRC) is the portion of the MISTR system that computes the repair re- 
quirements for inventory maintenance. 

System tests began in May  1965 at Warner-Robbins AMA and San Antonio AMA.    Implemen- 
tation began at all AMA's in June 1966.    During system implementation,  approximately 70 
major problems requiring changes to the MISTR system were cataloged.    The task group di- 
rected the extensive modifications to the system and completed their task in June 1966. 

No special management techniques were used to control the development of the system. 
Progress reports on the development status were submitted to Headquarters AFLC on a 
monthly basis. 

RRC is operational at the following seven sites:    Rome AMA,  Sacramento AMA,  San 
Bernardino AMA,   San Antonio AMA,   Oklahoma City AMA,  Ogden AMA,   and Warner Robbins 
AMA. 

SCHEDULE: 

B " i J  A   *> O \  IX J   K\   \ MIJ I J   \ J   F M A  M J   JL\   S    ) N  fJ J   r' Kl   A M J   J    \|S   )\i 1 v A'MJJ j;\ sloKii 
tt-f 

O     Planned Date 
m DAP Prepared 

DAP Submitted 
System Specification! Prepared 

[AI        I j] Programming      j 
U|-«V System Checkout 

■    i    i    I   I    I   I    l    I    . 

Initial Operational Capability 
'   i    l   I    l    I   l    l   I    I    I 

Program Corrections 

4   Actual Date 

Proposal   Devel.   Oper. 
Stage       Stage     Stage 
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DESCRIPTION: The Repair Requirement Computation System identifies the items,  quantities 
and urgency of items to be repaired by the Specialized Repair Activity (SRA).     It operates on a 
biweekly frequency and produces time-phased statement of repair requirements inorderof prec- 
edence and preference,   to be accomplished by the SRA.    Data for computing the requirement is 
extracted from the Inventory Manager Stock Control and Distribution System,  the System Support 
Manager Stock Control and Distribution System, and the D041 World-Wide Category I and II R 
Requirements Computation System.    The resultant computation produces levels of Safety,   Re- 
pair Check Point,   Repair Projection Point,  and Maximum Repair Projection.    All available 
wholesale assets and due-in quantities are then allocated to these levels.    Deficiencies in each 
level become repair requirements by precedence.    The above computation is made for each 
family of items,   giving full consideration to the interchangeability of their parts,  thereby estab- 
lishing the preference for repair. 

From Cat.   1 and IIR 
Requirement* 
Computation 
Syatem (D041) 

From System Support 
Manager Stork Control 
and Distribution System 
(DO 34) 

From Inventory 
Management Stock 
Control and 
Distribution 
System (Dim) 

From Worldwide 
Stock Balance and 
Consumption Report 
System (DI04) 

1.      Update Rqmt'a  Family Stock No. 
I.      Extract Selected Data 

Elements by Interchangeable 
FSN'e. 

3. Assign Master FSN's. 
4. Assign Repair Preferences. 

1. Compute Cross Repair 
2. Reduce Gross by IM 

Asseta on Hand and Due In 
3. Determine Repair Rqmt 
4. Determine Carcass Shortage 

for Express Action 
I.      Develop IM Advice Data 

Arrange Specialised 
Repair Area Repair 
Rqmt Data for Print 
Arrange Monthly Stoc 
Balance Base Asset 
Position (or Print 

Inv entory 
Ms 
Arl 

nagement 

Re port»            » 

To Applli able Spec tallied 
Repair Area (SRA) Via 
AUTOniN (ex<ept for local) 

To Applicant Speclaliaed 
Rr,.a.r Are« (SRA) Via 
AUTODIN (ex< ept for local) 
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WORKLOAD: DATA BASE 

Char,   in Data Bag«: 627.300 
Percent of Char,  on D/A Storage: NA 
MUUeeconda of Acceaa Tim* for D/A: NA 
No.  of Data Bate Record Typ**: 2 
No.  of Data Baae Record*: 7,000 
Percent Growth Rate/Mo. : 0.1 
Char. /Mo.  of Update Input: 32,160 

PROCESSING 
FUNCTIONS 

Char. /Mo. of Input 
Volume: 79.3 70.000 

No. of Input Trans- 
action Typ**: 10 

No.  of Input 1 
Data FUlde: 190 

Percent of Input 
Reject*: Uak 

T 
K.y 

L 

u 

wiiijAJLX Hill 
Total Source Inatructlon*: 
Total Object Instruction*: 
Hn./Mo.  of Application 

Production: 

Bate Compute r(a) 

19,300 
19,300 

Peripheral 
Computer!*) 

Unk 
Unk 

Char./Mo. of Out- 
put Volume: 10.310,000 

No. of Output 
Formate 11 

Rasponee Tim* 
(aeconda): NA 

HARDWARE: 

IBM 7153 
Console 

IBM 7 302 
Cor« 
Storage 

IBM 7102-1 
Central 
Proceselng 
Vn.i 

IBM 7621 

Control 

IBM 7621 
Tape 
Control 

IBM 1406 
Core 
Storage 
Unit 

IBM 1401 
Central 
Processing 
Unit 

IBM  1403 
Printer 

IBM 1402 
Card 
Read/Punch 

2-IBM 7080'a 
4-IBM 1401'a 

IBM 1406 
Core 
Storage Unit 

IBM 1401 
Central 
Processing 
Unit  

IBM 1403 
Printer 

1-IBM 1401 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(u.) 

rage 

Periphe -al Devices 

Internal Sto 
External 
Storage 

Card Reader /Punch Printer     | 

No. 

Read 
Speed 

(cards/ 
mln) 

Punch 
Speed 

(cards/ 
mln) No. 

Speed 
(lpm) 

Cycle 
Time 
(us) 

Char 
Sire 

(bits) 

Char. 
Ca- 

pacity 

No. 
Mag. 

Tapes 
Trans 
Rate 

2-IBM 
7080 

9/61 Char. 11 2 6 160,000 20- 
729 VI 

to 
90K 

None — ... None ... 

4-IBM 
1401 

9/60 Char. 230 11.5 6 8,192 2- 
729 IV 

22.5K- 
62.5K 

1- 
1402 

800 250 1- 
1403 

600     1 

IBM 
1401 

9/60 Char. 230 11.5 6 8.192 4- 
729 LI 

15K- 
41.6K 

1- 
1402 

800 250 1- 
1403 

600 

Comment: The equipment configuration varies with the installation,  both between AMA's 
and Hq AFL.C.    The configuration depicted above is for the San Antonio AMA. 
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SOFTWARE:   Software for both the IBM 7080 and IBM 1401 computers consisted of an Autocoder 
assembler and general input and output utility routines.    The IBM 7080 also had a sort program 
available. 

COMMENT:    The software is maintained by IBM.    Only canned programs are used on the IBM 
1401 for RRC. 

APPLICATION PROGRAM DEVELOPMENT:   Due to the extreme importance of this effort,   the 
development was assigned to a task group under the direction of the Data Management Division, 
Hq.  AFLC.     Maintenance,   supply,   and report management were the three functional areas using 
the system.    Therefore,   the task group assigned to development organized itself along lines 
responsible to these three areas.    This put the developers in contact with theusers to facilitate 
design.    The analysts were then related directly to the mission groups.    Personnel to staff 
the development group were brought in from five AMA's;   also,   one IBM programmer was used. 
Four categories of people were in the development group.    First,   there were the conceptual 
types who established the system policies and guidelines.    Second,   there were procedural 
people who specified operating instructions.    Third,   there were analysts who translated the 
policy and procedure requirements into specifications for programmers.     Finally,   there were 
programmers who coded the system.    No special management techniques were used to control 
the development of the system.    Status reporting to Headquarters was done on a monthly basis. 
The programs were written in Autocoder II to operate on hardware already existing at all the 
AMA's.    All of the IBM 1401 software consisted of canned library routines.    The programs were 
checked out individually at WRAMA or SAAMA with the system test following at SAAMA only 
for 4 months.    Program test time was broken down into 223 hours for the IBM 1401 and 135 
hours for the IBM 7080.    System test time is unknown since system test was done with live 
data and considered to be production in some instances. 

FILE CONVERSION:   No file conversion was involved in RRC because the system was designed 
to operate on existing files. 
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DOCUMENTATION:   The principle documentation for this system is as follows:   (1) AFLCL 
300-11, App.   1 (a user's manual for D073 prepared by the repair agencies;  and AFLCL 300-11, 
App.   2 (operating instructions for D073).    This is a complete maintenance manual which in- 
cludes flow charts and format layouts. 

PERSONNEL: 

Activity Function 

Numbei of People Number of Years 

Sampled 
Allocated to 

System In ADP In Area Of Collage 

1  Development 

Manager 3 15 15 Unknown 

Analyst 3 10 10 Unknown     1 

Programmer 19 Unknown Unknown Unknown    1 

1  Operation» Manager 0.1 Unknown Unknown Unknown    1 

Operator 89 0.4 2 Unknown I><CJ 

OPERATIONS:   The computer operation is staffed at SAAMA 24 hours a day,   7 days a week.    It 
operates as a closed shop.    RRC is one of many applications on the IBM 7080's and 1401's.    A 
daily schedule is followed by the installation which is displayed on closed circuit TV.    Five IBM 
1401 computers are used to process RRC.    The pie chart below reflects utilization as if one IBM 
1401  did all of the RRC application processing,   and  not   all   five computers,   which is actually the 
case. 
Comment:   None. 

Mach Ermr Lo.t 
II hr» i% 

Prod (RRC 
■pp) 2 hr» 1% 

Prod (all other 
»pp»)   H. ) hr»  %0% 

Chg Lo.t (all other 
»PP») 6 hr» 1% 

Prog Dev     Mt 
(»II other »pp») 

10 3 hr»  14% IBM 70H0 (A.) 

Mach Error   Lo»t 
9 hr» 14 

Set Up 
29 hr. 44 

Chg Lo»t (»11 other »pp») 
5 hr» 14 

Prod (RRC »pp) 
2 hr» 14 

Prod (»11 other »pp») 
4J1 hr» 574 

Prog D.v ft Mt (all other »pp») 
71 hr» 104 

Chg Lo»t 
(»II other »pp») 

I  hr 1% 

Prod (RRC 
»pp)  II hr. 2«. 

Prog Dev 4 Ml 
(II R<    »pp) 
7 hr»  1% 
Pn.d (»II other 
»pp»)   )J<. hr» 46", 

Prog Dev ft Ml 
(all other »pp») 
77 hr»  11% 

IBM   1401 (A) 

APPLICATION PROGRAM MAINTENANCE:     Program maintenance for RRC is currently per- 
formed at Headquarters AFLC by three personnel of the Data Management Division.    There are 
an analyst and a programmer at each AMA    to monitor the operation of the system and to in- 
stall program corrections received from Headquarters AFLC. 

COMMENT:    None. 
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BENEFITS:   Proposed:    RRC was to assist AFLC inventory management by identifying the items 
and quantities to be repaired in order to maintain inventory levels.    An additional benefit from 
RRC was to be the production of a biweekly schedule of repair requirements to be accomplished 
by Specialized Repair Activities.    Repairs were to be scheduled in order of precedence and pref- 
erence to improve control and management of repairable carcasses. 

Actual:    RRC provided management tools to AFLC which had not formerly existed.    It provided 
scheduling and control of repair activities not possible prior to RRC implementation. 

COST FACTORS: 

Man-Month» of Development Effort (Dev.) 

Proposed: Uok CZ 

Actual: 1 1 8 ■■■■■■■■Mi 

Comment:   A DAP for RRC wai »ubmitted to AFADA in March 1965 and 
immediate verbal approval was given by AFADA for a 6-month effort. 
There waa no estimate for man-month« of development effort stated in 
the DAP. 

Month» of Elapsed Development Time (Dev.) 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed: Unk CZ 

Actual: 0 I 

Comment:    The actual number reflect» usage during March  1966 on the 
IBM 7080 at SAAMA.    Program Maintenance for RRC ia done only at 
Hq.   AFLC.    The operational AMA's have monitor programmer/ 
analysts who collect program error data to send to Hq.  AFLC and install 
corrections from Hq.   AFLC.    Seven hours were used for RRC program 
maintenance on the peripheral IBM 1401's. 

Proposed: 

Actual: 

Comment:    The proposed initial operational capability date was 
June  19». 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual:   62.190 ■■■■■■■ 

Comment:    Program checkout required 135 hours on the IBM 7080 com- 
puter and 233 hours on the IBM  1401  computer. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed: 

Actual: 

Number of Operations Personnel (Op. ) 

UnkCZ 

Proposed: 

Actual: 

Comment:    The actual number reflects usage during March 1966 on the 
IBM 7080 at SAAMA.    Fifteen hours were  used  for   RRC application 
production on the peripheral IBM  1401's.    The DAP stated an estimate 
of 30 hours /month per AMA for RRC application production on the 
IBM  1401 computer. 

Comment:    The actual number of personnel is prorated from 89 operators 
at SAAMA on the basis of machine hours used by RRC. 

Number of Program Maintenance Personnel (Op.) 

Proposed: Unk CZ 

Actual: sVsMHsHBBMa 

Comment:    The actual number of personnel is prorated   from programmer 
at SAAMA and Hq.  AFLC on the basis of time devoted to RRC program 
maintenance. 

Dollars/Month of Hardware  Cost (Op.) 

Proposed: Unk CZ 

Actual: *9 ■■■■■■■■■ 

Comment:    None. 

FUTURE PLANS:    A number of modifications and minor corrections are being incorporated in 
what is known as a "block change."    A "block change" in a system is an extensive revision of 
the programs,   procedures,   and documentation reflecting an accumulation of minor errors and 
modifications.    The modifications reflect efforts to be compatible with the "feeder" systems 
and changes of mission policies and operational environments.     These changes are scheduled 
to be operational at all AMA's by September  1966.    This  "block change" procedure is common 
with the Air Force Logistics Command and this  system will probably be modified in the future 
by this procedure. 
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SYSTEM:  Appropriation Accounting Remote-Random Access System--SC /ACCT 
(IBM 1410) 

DATA SYSTEM DESIGNATOR;   H074 

DATA COLLECTION DATE;      May 1966 

LOCATION: 

Contact for Additional Information 

Data Processing Division 
Directorate of Data Systems 
Air Force Systems Command 
Andrews Air Force Base, Maryland 

Development 
Air Force Systems Command 
Andrews Air Force Base 
Maryland 

Maintenance 
Air Force Systems Command 
Andrews Air Force Base 
Maryland 

Pilot Installation None 

First Operational Installation 
Air Force Systems Command 
Andrews Air Force Base 
Maryland 

Number of Operational Installations 10 

FUNCTION:    The users of SC/ACCT are the Financial Divisions of the nine Air Force System 
Command (AFSC) Divisions and the Financial Division of AFSC Headquarters.    The mission 
of these divisions is financial accounting and reporting the status of funds.    SC/ACCT functions 
as a management support system in financial and accounting operations by permitting direct 
inquiry and maintenance of a division's current funding and listing periodic summaries of the 
finance file contents.    In addition,  accounting information required by the AFSC Headquarters 
and by other commands is provided by the divisions on punched cards and magnetic tape. 

ORGANIZATION: 

HQUSAF 

HQ AFSC 

DCS/Comptroller DCS/Loglatlc« 

Director at* of Data Syetem» 
and St »tittle «  

Data Proceeeing DlvUlon 
Data Syateme 

Development Dlvlilon 

(Operator) (Developer) 

AFSC Dlvialona 

DCS/Comptroller 

I 
Directorate of Data Syatema 

and Statiatica 

Financial Diviaion Data Proceaainf Diviaion 

(U.er) (Operator) 
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HISTORY:  From August 1959 to January  I960,   a study of the current posture of the Air Force 
Systems Command's (AFSC) data processing requirements was undertaken.     This study re- 
sulted in the development of a data processing concept based on the principles of standardi- 
zation and compatibility of data systems and equipment.     The report was submitted in July 
I960 to Headquarters USAF as a program concept of a total command package. 

The report included the general identification of the data systems to be included in the de- 
velopment of the program and a detailed justification for the selection of an IBM 7070/1401 
system for Headquarters AFSC and IBM 1410 systems for the divisions.    Accounting and 
finance were among the functions selected for standardized automation and were to be part of 
a complete management system. 

Headquarters USAF directed AFSC to make a reselection of the data processing equipment 
in accordance with a new computer selection policy.    The Command ADP program was rewritten, 
approved by Headquarters USAF,   and submitted to 16 manufacturers as an RFP in March 1962. 
Two proposals were received and the Headquarters AFSC ADP selection committee recom- 
mended the selection of the IBM 1410 to Headquarters USAF which approved the installation 
of one IBM 1410 to be installed at ESD as a pilot system.    The  1410 was installed at ESD in 
August   1963,   and the conversion of the accounting and finance system began in September. 
Following a Headquarters USAF evaluation of the pilot system,   final approval was granted in 
February 1964 to retain the ESD system and to install eight additional 1410's at the AFSC 
divisions. 

Early in 1962,   a Data Development Division was established within the Directorate of Data 
Systems at AFSC for the exclusive purpose of developing the command management system. 
The Financial Management Branch's responsibility was to design,   develop,  and implement an 
ADP system for accounting and finance.    The Standards Branch's responsibility was to define 
software in accordance with the system requirement.    In addition to Air Force personnel,   two 
IBM programmers provided programming support in the Financial Branch developing the in- 
quiry system as well as test programs.    Air Force personnel in the Standards Branch were 
supplemented by four IBM programmers in the development of the monitor system and vari- 
ous other software packages. 

SC/ACCT is operational at Hq.   AFSC,  Andrews AFB,   and at nine AFSC divisions. 

SCHEDULE: 

|<> N III   1   KM A MM] 

Al-S<. He..-min.ei,deH IHM  MIO for A/F 

Miviseo Keevai 

llltlll l'a  to  Vrndon 

System  Concept  Accepted 

■n 
Mill 

4rTT4H",.T ?T 
IHM  MIO Selected 

MIO School! 

Coding 

o  

O     Planned I)at. A    Actual Dale 

Program Ival 

File Conv.rei 

Parallel Operation!  With <>ld Sylt 

System  Validation |    | 

I).. la red Operational 
H' ! ..mi,.ended  (or Other  Site« 

ol   I    I   I   I   I   I   I   I 
Development  Stage Operational Slag 

MINIM 

InataKation at other Site« 
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DESCRIPTION:    The AFSC accounting and finance system provides a standard automated 
accounting system for each division within the command.    The system permits direct inquiry and 
maintenance of the division's current financial funds,  as well as listing of periodic summaries of 
the file contents.    In addition,  accounting information required by headquarters and by other com- 
mands is provided on punched cards or magnetic tapes. 

A.counltnifj 
Cl.fl. W-H 
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WORKLOAD: DATA BASE 

Char,   in Data Bate: 3.800.000 
Percent of Char,  on D/A Storage: 100 
Millisecond» of Access Time for D/A: iao 
No.  of Data Base Record Types: 6 
No.  of Data Base Records: Unk 
Percent Growth Rate/Mo. : Unk 
Char. /Mo.   of Update Input: 530,000 

PROCESSING 
FUNCTIONS 

Char. /Mo.  of Input 
Volume: 576.000 

No.  of Input Trans- 
action Types: 334 

No.  of Input 
Data Fields: 115 

Percent of Input 
Rejects: 0.1 

Key la 4 
t 
V 

i 
| 

100% 
90 
HO 

70 
M 
so 
4P 
30 
19 
10 

0°?. 

c 
o 
a so 

« IL    h ■n JA I  I A3! 2A °-I   11 I  I A 

OUTPUTS 

Total Source Instructions: 
Total Object Instructions: 
Hrs./Mo.  of Application 

Production: 

Base Computer(s) 
39.360 
66.000 

Peripheral 
Computer(i) 

NA 
NA 

Char. /Mo.  of Out- 
put Volume: 756,000 

No.  of Output 
Formats: 27 

Response Tims 
(seconds): I 

HARDWARE: 

IBM 1014 
Remote 
Inquiry 
Unit 

IBM  1014 
Remote 
Inquiry 
Unit 

IBM 1415 
Console 

IBM 1411-3 
Central 
Processing 
Unit 

IBM  1414-1 
I/O 
Synchroniser 

jlBM  1014 
Remote 

[inquiry 
I Unit I 

IBM 1402-2 
Card 
Read/ 
Punch 

IBM 1403-2 
Printer 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(UB) 

External Storage 
Peripheral Device« 

Internal Storage 
Card Reader/Punch Print.-i 

Remote 
Consoles Mag   Tapes Disk 

No. 
Mag 

Tapes 
Trans. 

R.llr 
No. 

Disks 

Trans. 
Rate 

(char./ 
sec) 

Char. 
Ca- 

pacity 

Ac- 
cess 
I inif 
(ms) No. 

Read 
Speed 

(cards/ 
mip) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
(Ipml No. 

Speed 
(cpm) 

Cycle 
Time 

Char, 
Size 

(bits) 

Char. 
Ca- 

pacity 

IBM 
1410 

11/61 Char. 88 4.5 6 40,000 lor2<!» 
7330 

7.2K 
1- 

1301-2 
Model 2 

90.100 55.9M 180 1- 
1402 

800 250 1- 
140) 

f>00 
1014 

90 

Comment:     (1)   Six installations have two 7330 tape transports;  four installations have one 7330 
tape transport. 

(2)   Three installations have three  1014 remote consoles,   seven installations have 
two 1014 remote consoles. 
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SOFTWARE:   Software for the IBM 1410 consisted of the following:   (1)  a monitor program de- 
signed for this application;   (2)  a Processor Operating System (POS);   (3)  a maintainer pro- 
gram designed for this application;   (4)  a sort program;  and (5)  two utility program packages. 
The software was delivered by IBM with the machine in August 1963. 

Comment:   The monitor program resides in core storage at all times,  controls the use of 
remotes,  and establishes an interface between the analyzer program and the application pro- 
grams stored on the disk.    The POS provided AUTOCODER,   COBOL,  and FORTRAN capa- 
bilities.    AFSC also developed macros for POS giving teleprocessing and monitor communica- 
tion capabilities.    The sort program has been modified for on-line use by the addition of routines 
to enable interrupt processing and call from another program.    Both of the utility program 
packages were recompiled and relocated to convert from tape to the disk system. 

APPLICATION PROGRAM DEVELOPMENT:   A Data Development Division was established within 
the Hq.  AFSC Directorate of Data Systems for the exclusive purpose of developing AFSC man- 
agement systems for the IBM 1410.    The Financial Management Branch's responsibility was 
the system design,  programming,  testing,  and documentation of the Appropriation Accounting 
System.    The branch chief and his assistant supplied the input formats,  the output formats, 
the records formats,   and the logical approach for the system design.    The two sections of the 
Financial Management Branch then developed the detailed system design and wrote the required 
programs in AUTOCODER.    The Standards Branch provided the software within which the sys- 
tem was to operate,  including the monitor system and software to simulate remote terminals 
which were not available on the test computer.    The final system test was done on a computer 
configuration with remote capabilities.    Approximately 350 hours,  out of a proposed"600 hours 
free test time bid by IBM in the proposal,   were used for testing.    The programmers were 
allowed to see their test run but they could not operate the computer.    Turnaround time was nor- 
mally 24 hours or less.    (The system test included parallel operations for 1 month.) 

FILE CONVERSION:    There were three accounting and finance systems operating at the bases 
prior to the implementation of the 1410 system.  One was a manual system,  the second was an 
Air Force standard PCAM system,  and the third was the Air Force Program Accounting 
System.    Besides the three different programs,  there were local codes used within each of the 
systems that made even the standard punch card system somewhat unique to each base.    Those 
bases with punch card systems were directed by Headquarters AFSC to develop conversion pro- 
grams to reformat the local card forms into the new formats used by the 1410 system,   as well 
as to convert all local codes into standard codes.    These cards were then entered into the sys- 
tem by use of the test simulator program to produce the master files.    The computer time re- 
quired to make the initial file development ran from 18 hours to a matter of days at some bases. 
Those bases that were on manual systems were required to enter all their transactions into the 
system via the remote keyboard.    This required as much as a week in some instances. 

J 
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DOCUMENTATION; The documentation includes the narrative description of the system, op- 
erator instructions, system flow charts, logic charts, input and output layouts and program 
listings.    This information is contained in one manual,  AFSC Manual 171-4. 

PERSONNEL: 

Activity Function 

Number of People Number of Years 

Sampled 
Allocated 
to System In ADP [n Accounting Of College 

Development 

Manager 4 Z 7 1.5 0.5 

Analyst   . 3 3 17 17 Unknown 

Programmer 13 14 0.5 0.5 Unknown 

Operations Manager None Unknown Unknown Unknown Unknown 

Operator 7 9 4 I 2X1 

OPERATIONS:    The SC/ACCT system is run during regular business office hours.    It operates 
as a closed shop.    The SC/ACCT system is one of several applications on the IBM 1410 com- 
puter at Andrews AFB. 
Comment:    The program development and maintenance is done only at Headquarters,  AFSC, 
Andrews AFB.    The "Other Time" could not be defined.     "All other application" program devel- 
opment and maintenance is included in application production in the pie chart. 

Other 
135 hrs 18% 

Idle 
189 hrs 26% 

Set Up 
30 hrs 4% 

Prod (SC/ACCT 
app)  165 hrs 2 3% 

Prog Dev & Mt 
(SC/ACCT app) 
28 hrs 4% 

Prod (all other 
apps)  175 hrs 24% 

Chg Lost 
(all apps) 
8 hrs  1% 

SC/ACCT 

APPLICATION PROGRAM MAINTENANCE:    Two programmers are currently involved in pro- 
gram improvements and corrections at Andrews AFB where all program maintenance is 
done.    More time is spent on improvement than on correction. 

Comment:    None 
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BENEFITS;    Proposed:    Prior to development of SC/ACCT,  three accounting and finance sys- 
tems were used at AFSC bases.    These systems were either manual or on PCAM.    The systems 
also used local codes,   causing the systems to be unique to each base.    Benefits that were to re- 
sult from implementation of SC/ACCT indluded a standard accounting and finance system through- 
out AFSC and increased accuracy and timeliness through the use of state-of-the-art data proc- 
essing equipment. 

Actual:   SC/ACCT was phased into operation at different AFSC divisions between February 1964 
and July 1965.    The system was standarized across all divisions,  providing increased inter- 
changeability of processing capability and personnel throughout AFSC,  in addition to simplifying 
the production of command-wide reports.    ADP provided more rapid access to accounting and 
financial data than the PCAM or manual systems. 

COST FACTORS: 

Man-Montha of Development Effort (Dev.) 

Proposed: Unk CZ 

Actual: 226 BSSHHSSHSSHBI 

Comment:    No DAP w»» prepared for tha SC/ACCT ayatem.    Instead, 
a ftudy  group aubmlrted a program concept to Hq    AFSC (at that hme 
Air Reeearch and Development Command).    The etudy resulted la hard- 
ware recommendation» and detailed ayatem apaclflcationa. 

Month» of Clapeed Development Time (Dev.) 

Proposed: 9 I ~"~1 

u SBTAaHssBaaaaBS 

Cotnment:   Once the deetgn waa fixed,   the ayatem underwent little re- 
de»lgn  or  modification,   either during or after development.    It waa fait 
by the developer» that the planned operational data for the Initial Installa- 
tion at Andrewa AFB waa overly optimierte. 

Dollar» of Hardware Coat for Program Checkout (Dev.) 

Propoaed:        Unk CZ 

Actual:   28,525 aViaSBBSSaTaTaB 

Comment:   IBM bid 600 hour» free teat time worth approximately $48,900 
for entire ayatem checkout,  including ayatem »ofrware.    The remote query 
had to be almulated,   aince the teat computer had no remote».    Thia caueed 
no problema when actual checkout with remote» waa begun.    A total of 350 
hour» wa» actually uacd for program and ayatem checkout. 

Houra/Month of Hardware Uae for Program Maintenance (Qy.) 

Propoaedi Unk CZ 

Actual! 28 SJBJBJBJBHHH1 

Comment:   The actual number raflact» uaage on the IBM 1410 during 
March t"66 at Andrewa ATB. 

Number of Operation« Par»onnel (Op.) 

Propoaed: UnkCZ 

Actual:        Unk Bat 

Comment:   There are aaven oparatora allocated to SC/ACCT at 
Andrew» AFB.    The number of managera allocated to SC/ACCT at 
Andrewa AFB la unknown. 

Hour»/Month of Hardware Uae for Application Production (Op.) 

Propoaed: Unk CZ 

Actual: 165 BaVaaBBnTaBaflBSS 

Conuneal:   The actual number reflect» uaage on tha IBM 1410 during 
March 19b6 at Andrewa ArB. 

Number of Program Maintenance Pereonnel (Op.) 

Propoaed: Unk CZ 

2 ■»■■»■■■■■ 
Comment:   The actual number represent» fuU-ttme SC/ACCT maintenance 
programmer» at Andrewa ArB. 

Dollara/Month of Hardware Coat (Op.) 

Propoaed:        Unk CZ 

Actual:    15,730 BaaMaaMBSSSaBna1 

Comment:   None. 

FUTURE PLANS:    Plans for changes or refinements to SC/ACCT are indefinite,  with the excep- 
tion of the inclusion of DOD's MILCAP (Military Contract Administration Procedures).    MILCAP 
is scheduled for implementation by 1 July 1968.    In addition,   the advisability of adding civilian 
payroll to the system and incorporating disk checks to improve disk reliability are under study. 
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SYSTEM:   SPACETRACK--SPCTRK (Philco 2000) 

DATA SYSTEM DESIGNATOR:    A00 5 

DATA COLLECTION DATE: April 1966 

LOCATION: 

Contact for Additional Information 
Hq. ,  Air Defense Command (ADOOP) 
Ent Air Force Base 
Colorado Springs,   Colorado 

Development 
Laurence G.   Hanscom Field 
Massachusetts 

Maintenance Ent Air Force Base 
Colorado 

Pilot Installation None 

First Operational Installation Ent Air Force Base 
Colorado 

Number of Operational Installations 1 

FUNCTION:     The user o<" SPACETRACK is CINCNORAD.    One of the most important missions 
of the user is the NORAD space surveillance program.    SPACETRACK functions ns an Opera- 
tional and intelligence support system to detect,  track,   and maintain a central catalog of all 
man-made objects in space    and provide ephemerides on all such objects.     In addition, 
SPACETRACK supplies CINCNORAD with information and data for threat evaluation and de- 
cision making and for the operation of SPADATS.    SPACETRACK also has the responsibility 
for backup to the NORAD (425L) system for processing BMEWS display information. 

ORGANIZATION: 

Uli  AV.SC 

1 
r.\"> -tronli Syatama DtvUInn 

1 
«9M. Sy.l«i m. l>roj. el Offlc 

1 
Ovit.t.l' Conlr«. -.       | 

(Drvalopnr*) 

(Oii.-r.loi ) — — — — —   Inform.tlon Ho 
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HISTORY:    In October  1957 the first man-made orbiting body,   Sputnik I,  was orbited around the 
earth by the U. S. S. R.    At that time the United States capability for tracking orbital elements 
consisted of a private tracking system maintained by Dr.  Arthur Leonard,   an American astron- 
omer.    In early 1958,   Leonard and two other astronomers,   Wahl and Frieden,  were brought to- 
gether by the Advanced Research Projects Agency (ARPA) in a pilot project of space tracking. 
Late that year,  ARPA formalized the project by issuance of order 50-59 establishing a 
"SPACETRACK" filter center at Bedford,   Massachusetts.    The order also generally defined 
the planning requirements of an operational system to locate,  track,   and catalog all man-made 
objects in space.    In early 1959,  the Air Research and Development Command (ARDC) was del- 
egated the SPACETRACK mission and established a central data processing center at 
Laurence G.   Hanscom Field,   Massachusetts.    The Air Force assumed responsibility for the 
system in October  I960 and the Air Defense Command (ADC) was designated user.    The first 
contingent of ADC personnel began training in the techniques and methods of space detection at 
Hanscom Field in November I960.    The first or A system became operational at Ent AFB, 
Colorado,   in June 1961.    It was followed by the A-l,   B-l,   B-2,  and B-3 systems.    Each version 
replaced the previous one (with only partial recoding) and increased the capability of the 
SPACETRACK system. 

The earliest SPACETRACK development was under the direction of the Cambridge Research 
Geophysics Laboratory until early 1961.    The astrodynamics and operational programs were 
produced by several universities and by private industry under many small contracts. 

The two leading contractors were Aeronutronics and Wolf Research and Development.    There 
was no system concept at this stage and these early efforts were of an R and D nature. 

With the transfer of responsibility to the Air Force in I960,   Mitre Corporation was given the 
system engineering task including overall technical responsibility and development of future 
plans.    During this period personnel from the Computer Division,   Philco Corporation,  were 
added to the programming effort, while both Aeronutronics and Wolf Research and Development 
maintained their existing  contracts with the Air Force. 

Continuing program additions and modifications have been made since 1961 by the above- 
mentioned contractors,   in-house Air Force personnel,  System Development Corporation,   and 
TRW. 

Before the B-2 system,   uniform documentation did not exist for SPACETRACK,   although 
system description documents were produced as well as a great deal of program documentation. 
Since implementation of the B-2 system,   System Development Corporation has had the respon- 
sibility for total documentation of the system and its components.    This has resulted in stand- 
ardized documentation consisting of several volumes which are updated as the system evolves. 

SCHEDULE: 

3 S FMAMJJASOND FVAMJJASOND JFMAMJJASONDJFMAMJJASONDJ   F MA J   J A  S O N D J  F MA M J   J A SON D 

DEC  1958 - ARPA Established SPACETRACK at Cambridge Research Laboratory 
Early 1959 - IBM 650 Performed SPACETRACK Function 

•\496L SPO Established.  IBM 650 Replaced by 7091   | 

National Space Surveillance Control Center Established at Hanscom Field 
SPACETRACK Responsibility Transferred From ARPA to USAF 

ADC Began Participation | 

Philco 2000-21 i Selected 
I   l    I   I    I   I   I    I   I   I 

P2000-2I 1  Installed at Ent AFB 

O     PUnned Date A    Actual Date 

"A" System Implemented 

Ent AFB SPACETRACK Cent 

aV 

q 

r Operational 

P20OO-2U Replaced by P2O0O-212  I 

"A-l" System Implemented 

B-l" System Implemented 

elopment Stage 

1   I    I   1   I    I 

'B-2" System Implemented 
"B-V  System 
Implemented 

Operational Stage 

I   1    I   I    I   I    I   I   I 

Second 
PZOOO-212 
Installed 
Ent AFB 
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DESCRIPTION:    Observations are received via data link from forward sites.    If supplying 
BMEWS Display Information Processor (DIP) backup,   the data are transferred directly into the 
computer by a special input device (DMNI),     BMEWS input data are recorded  for  Liter 
SPACETRACK usage.     If display output is  required,   the messages are generated and output 
via a special output device (DMNO).     For SPACETRACK functions,   Input is usually prepared 
by keypunch machines that automatically convert punched paper tape to cards.    The processed 
observations are then compared with predicted positions of the orbital elements in the catalog 
and the orbital elements are updated.    The corrected orbital elements,   sensor acquisition 
data (look angles),   and bulletins are prepared for sensors and users. 

To An.ly... 
I   ■•.!..(   Lfr.  .»H  D 

-           -1 

VI..   1 
u< hlpk-tl "• 
M. n   .»■•■ I ""         1 ' '' ....... n M-. "'            1 

i.. >«WAU -•!   'A' 
•   •..   .   I Y.    rl 
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WORKLOAD: DATA BASE 

Char,  in Data Baaa: 44,420,000 
Percent of Char,  on D/A Storage: NA 
Milliaeconda of Acceaa Time for D/A: NA 
No.  of Data Bate Record Type«: 6 
No.  of Data Baaa Record«: 553,100 
Percent Growth Rate/Mo.: 7 
Char. /Mo.  of Update Input: 26.560,000 

PROCESSING 
»"UNCTIONS 

1  Char. /Mo.  of Input 
Volume: 26.560.000 

No.  of Input Trans- 
action Type«: 41                        1 

No.  of Input 1 
Data Field*: 250 

Percent of Input 
Reject« 5.0 

1 Char. /Mo.  of Out- 
put Volume: 

No.  of Output 
Format« 

1,240.000.000 

70 
Re*pone« Tim« 

(second«): NA 

HARDWARE: 

Console 

Model 2100 Philco 2100 Input/ 
Cor« Proceeding Output 
Storage Unit Switch 

Philco 1000 
Central 
Processing 
Unit 

2 Philco 2000 Model 212 

In put/Out put 
Switch 

1_J Card ReadeiLJ Card 
1 Controller    |        1 Reader 

Philco Universal Buffer Controller 

H Paper Tape M 
Controller    | 

Paper Tape 
Punch and 
Reader 

Console 
Typewriter 

Printer 
Control 

Printer 
Control 

H 
H 

IBM 1620 
Central 
Processing 
Unit 

IBM 1621 
Paper Tape 
Reader 

IBM  1624 
Tape 
Punch 

Console 
Typewriter 

IBM 1620 

Philco 1000 

Com- 
puter 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char 
Mach. 

Add 
Time 
(us) 

Peripheral Devices 

Internal Storage External 
Storage 

Card Reader/Punch Printer PT Reader/Punch 

Cycle 
Time 
(us) 

Word/ 
Char 
Sice 
(bits) 

Word/ 
Char. 
Ca- 

pacity No. 

Read 
Speed 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
dpm) No. 

Speed 
(char./ 

sec) 

Speed 
(char./ 

• ec) 

No. 
Mag 
Tapes 

Trans. 
Rate 

1  *" 
P2000 
212 

2/63 Word .6 1.5 48 32,768 14- 
234-2 

90K to 
240K 

None ... ... None ... None ... ... 

Philco 
UBC 

11/58 Char N/A<   » N/A<> 6 1.024 2- 
234 

90K to 
240K 

1- 
258 

2,000 250 1- 
151 

900 I- 
141 

1,000 100 

PI 000 6/63 Char. 39 3.5 6 16.384 4- 
234 

90K to 
240K 

1- 
258 

2,000 100 2- 
151 

900 1- 
141 

1,000 100 

IBM 
1620 

10/60 Char. 140 10 4 20K None ... None ... ... None 
(2) 

  ... ... ...  1 
Comment:    (1)    Philco UBC is a "stand alone" I/O device which is not programmable. 
"      (2)   The IBM 1620 is equipped with a typewriter with and I/O rate of 10  characters/sec 
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SOFTWARE: Software for the Philco 2000-212 consisted of a TAC assembler, an ALTAC com- 
piler, and an SYS operating system. The software was delivered by Philco with the hardware 
in October  1964. 

COMMENT: The ALTAC language is a FORTRAN-like language which includes the capability 
to intermix the TAC assembly language. The ALTAC compiler will accept either ALTAC or 
FORTRAN input statements. The executive system used by B-3 was developed by SDC, using 
segments of the SYS operating system. SPCTRK and BMEWS programs may occupy the com- 
puter simultaneously and be performing their functions over the same period of time in the In- 
terruptable mode of operation. In the noninterruptable mode, SPCTRK occupies the compiler 
alone. 

APPLICATION PROGRAM DEVELOPMENT:    The first version of SPCTRK was programmed on 
an IBM 709 in a batched processing mode of operation.    There was no BMEWS backup capability. 
The A system stems from the translation of programs from the IBM 709 to the Philco 2000.    The 
machine language programs were coded in TAC by Aeronutronics Division of Ford Motor Com- 
pany,   and Wolf Research and Development Corporation under contract to Philco Corporation. 
The FORTRAN programs were modified to comply with ALTAC by Philco Corporation,   Com- 
puter Division.    Aeronutronics was contracted to produce an executive for the Philco 2000 which, 
when coupled with the A system,   gave the A-l   system.    The  B-l   system included BMEWS backup 
capability and was developed by the System Development Corporation (SDC) to add this capability 
to the A-l  system,   which was not reprogrammed.    The B-2 system,   developed by SDC with sup- 
port from Aeronutronics and TRW Systems,   was a major reprogramming effort.     The A-l  pro- 
grams were rewritten or modified along with the BMEWS backup modules,   in order to be tied 
together under a single monitor.    The B-2 system developers developed the B-3 system in which 
the B-2 system inputs were standardized and the file formats changed to contain sensor identi- 
fication information.    The object identification number was also increased from three to five 
digits.    The Mitre Corporation served as system engineer and monitored the entire SPCTRK 
development.    There are  100 application programs in the B-3 system,   broken down by origina- 
tors as follows:   Aeronutronics,   31;   Air Force (including Wolf),   31;   Jet Propulsion Laborator- 
ies,   3;   Philco Corporation (Computer Division)  16;   SDC,   14;   and TRW,   5.    The programs were 
written in the following languages:    TAC,   84 programs; ALTAC,   12 programs;   and FORTRAN, 
4 programs.    SPCTRK was developed under 375 series AFR's.    The system test conducted using 
these AFR's was in three phases:    (1) the  responsible contractor ran programs individually and 
as a system monitored by the System Programming Office (SPO);   (2) the SPO ran the system; 
and (3) operational personnel ran the system monitored by the SPO.    Records of the number of 
checkout hours do not exist but it is estimated that between 8,000 and  12,000 hours were  re- 
quired for development of all systems from A to B-3. 

FILE CONVERSION:     The only significant file conversion process in the SPACETRACK system 
took place during the switch from the B-2 to the B-3 system.     This conversion was  necessitated 
by new formats for the files.    Among the changes were an increase of the object identification 
number from 3 to 5 digits,   in order to be able to track over 999 objects,   and increased Infor- 
mation on the sensors in the Observation (R) File.     The files which required conversion were 
the Sensor (S) file,   the Observation(R)  File,   and the Element (E) File.   The necessary program- 
ming of these conversion programs and the supervision of the conversion effort was performed 
by the Programming Division of the   1st Aerospace Control Squadron.     Three hours of computer 
time on the Philco 2000-212 and 1.5 man-months of effort were required to perform this task. 

148 



— 
SPCTRK     Sheet 6 of 7 

DOCUMENTATION:   System Development Corporation has the responsibility for complete docu- 
mentation.    The B-3 System documents have been organized into several series;   e. g. ,   Pro- 
gram User's Manual (TM-LX-193/000/00),  Data Base Description (TM-LX-194/000/00),   Com- 
puter Operator's Guide (TM-LX-192/000/00),   etc. 

PERSONNEL: 

Activity Function 

Number of People Number of Year« 

Sampled 
Allocated to 

System In ADP In C and C Of College 

Development 

Manager None<l> Unknown 8.0 4.0 5.0 

Analyst NoneO) Unknown 5.0 4.0 4.5 

Programmer 20 Unknown 3.0 2.0 4.0 

Operation« Manager 9 9 3.0 3.0 4.0 

Oporator NoneO) 51 2.0 2.0 X 
Note:   (1)   Year« in ADP,  C and C,  and college were estimated. 

OPERATIONS:   The computer operation is staffed 24 hours a day,   7 days a week.    It operates as 
an open shop.    SPCTRK is the only application on the two Philco 2000 computers.    The Philco 
2000 (A) computer is owned,  while the Philco 2000 (B) computer is rented.    A daily   schedule is 
strictly followed by the installation. 
Comment:    The chargeable lost time for the two computers was high,   mainly because of tape de- 
fectiveness and maintenance (44 hours for both computers) of the high-speed Philco 234-2 tape 
drives.  Programming and operator errors contributed another 16 hours to chargeable lost time 
hours.    Computer utilization was   not obtained for the following:    Philco 1000,   Philco 410,   and 
IBM 1620. 

Othar 
6 hr« it   ■%», 
Schd Mt 

57 hr« 84    -^ 
Mach Error Lo«t     •-, 

1 hr  1< 
Un.chd Mt    — 

5 hr«  14 
Idl«     *"' 

94 hr« 124 
k   \prod (SPCTRK only app) 
\        397 hr« 544 

Set Up    --. 
97 hr.  114 

Chg Lo«t 
Sihr«7i    ^ 

Prog Dev * Mt     - 
20 hr« 34 

Philc» !000 (A) 

Other 
62 hr« 84 

Schd Mt 
54 hr« 7<    —" 

Mach Error Lo«t    / 
2 hr« 14      / 

-~^ Prod <SPCTRCK oiuy app 
172 hr« 244 

Un«chd Mt    / 
3 hr«  14     r 

Idl«    / 
149 hr« 194 

'       Prog D«v * Mt 
• 166 hr« 234 

S«t Up    ^. 
93 hr«  134      ^ 

Philco 2 300 (D) 

^ Chg Lo«t 
-"^  29 hr« 4f 

APPLICATION PROGRAM MAINTENANCE:   There are currently 17 programmers involved with 
program maintenance.    Six of these programmers are civilians from Wolf Research and 
Development Corporation.    None of these 17 people were involved in the original development 
of the system.    It is estimated that they spend 85 percent of their maintenance effort in pro- 
gram improvement and 15 percent in program correction.    They also act as liaison to those 
programmers at SDC doing major reprogramming (Delta I) and will act as integrators of the 
resultant new system.    The turnaround time for checkout never exceeds 8 hours and averages 
5 hours.    Checkout is normal priority in this open shop environment.    A serious program prob- 
lem, however,  usually allows the maintenance programmer almost immediate access to the 
computer. 

COMMENT:   None. 
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BENEFITS:    The SPCTRK effort was initially established by the Advanced Research Project 
(ARPA) in 1958 to develop a system for cataloging space objects.     Precise task requirements 
were not levied but the development effort was  run as an R&D program.    SPCTRK has evolved 
through a series of major modifications to provide the following benefits not available fco the Air 
Force prior to SPCTRK:    (1) ability to detect,  track,   and maintain a central catalog of all man- 
made objects in space and provide ephemerides on all such objects;   and   (2)  ability to collect, 
process,   analyze,  and display information to CINCNORAD to enable threat evaluation and de- 
cision making.    In addition to the SPCTRK benefits,   backup capability is also provided to the 
BMEWS Display Information Processor. 

COST FACTORS: 

Man-Months of Development Effort (Dry.) 

Proposal: Unk CZ 

Actual: 2,424 1 

Hours/Month of Hardwire Use for  Program Mawlcnaiu.   (i>|. ) 

Proposed: ITnk O 

I HI. ■■HHMHBI^H 

Comment:    No formal  DAP was prepared for SPCTRK.     The responsibility Comment:    The actual number  reflect« usage during  Mar. h  l'»i.l. on both 
of SPCTRK resides with the Air Defense Command (ADC).     The approa. h PhiU o Z000 computer«, 
and tasks wrrr niodilied several times during development.     These modi- 
fications < auscd map:>r  system design . banges,   and,   henre,   the develop- K1 ,_ ., . ._    . 
m, ■„< of  several new  systems,   ea. b replacing tbe previous system.                                                                Numb-, ol Op.Tal.on.  Personnel (Op.) 

Months of Elapsed  Development Time (Dev.) 

Propose.I Unt nz 

1     ■MHHUMMMHB 

Comment:     1 be actual number ol  months represents the period from April 
1061,  when the  P200U-2I I  wu installed at Ent AFB and tbe A system de- 
vilopm.nt was begun,   to  December   1964,   when tbe tt-3  system was  dc - 
( I .r.d operational. 

Dollars «»I Hardware Cost lor   Program Checkout (Dev.) 

Proposed: UnsCZ 

A. mil: Uaktfe 

Comment-    Program - he. kout  records from  Hans, om AFM prior  In   lime 
I'W I no longer exist.     NM records were kept on other  1'bil. <> .•Odd , ,„„- 
p.il.rs  .,.;.-.! at   hnt   Ar H and at  Ae ronut ronic s.     These  factors make   it 
impossible to determine the computer  hours required for SPCTRK program 
checkout. 

Hours/Month of Hardware l)s<. for Application Production (Op.) 

Propose,1: UnkCZ 

t. • ■MBHHMMaaa 

Comniinl      The  actual number   reflects usage during Manh   1966 on both 
Phil, o 2000 lomputers. 

Proposed: UnkCZ 

Actual: 1.0 ■■■ 

Comment:    Approximate! v  c/l ol  the    i. Iu.il  number  ot  personnel   arc 
military   personnel. 

Number wt  Program Maint -nan, e  Personnel 11 >jvj 

Propose.I: HnkD 

A. .'o mmmmmmmmmm 

Comment:    T be a. In il  number  . onsi st* ol   I J military and   » civilian 

l>.'ll..i ■i.M-.ntb ..I  Hardware C...st (Op.) 

Propose.): HnkHZ 

Z^T.H: I ■■■■■■■■ 

Comment:    None. 

FUTURE I3FANS:     The SPACETRACK Facility is being moved  Iron.  Ent A FB,   Colorado,   to the 
Cheyenne Mountain Complex,   Colorado.     During the move,   I hi« SPACETRACK data  is soul to 
Ent AFB from the now location via two full-duplex   1200-bit-per-serond data  links.     The W-1» 
systotn will be replaced by a new system,   Delta I,   currently being developed by System 
Development Corporation and the Aeronutronici Division of Ford Motor Company.    Delta I is 
basically the B-3 system with the following changes:    (1)   improved astrodynamic processes; 
(2)   logic changes for near real-time operation of sequences whieh are manual or semianto- 
matic in B-3;   (3) priority scheduling by executive control;   and (4) now equipment which con- 
sists of the real-time system, drum storage,   I/O data controller,   on-line high Speed printer, 
on-line analyst input typewriter,   and an error detection and alarm device. 
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SYSTEM:    TAC Command and Control System--TCC (IBM 1410) 

DATA SYSTEM DESIGNATOR:   A011D 

DATA COLLECTION DATE:    May 1966 and July 1966 

LOCATION: 

Contact for Additional Information 

Operations Data Division 
Directorate of Planning and Control 
Headquarters,   Tactical Air Command 
Langley Air Force Base, Hampton,   Va. 

Development 
Headquarters,   Tactical Air Command 
Langley Air Force Base 
Virginia 

Maintenance 
Headquarters,   Tactical Air Command 
Langley Air Force Base 
Virginia 

Pilot Installation None 

First Operational Installation 
Headquarters,   Tactical Air Command 
Langley Air Force Base 
Virginia 

Number of Operational Installations 'l 

FUNCTION:    The user of TCC is Headquarters,   Tactical Air Command.    The mission of the 
user is the management of the Tactical Air Command's resources in training,   exercising,   eval- 
uating,   refining,  improving,  and maintaining a maximum combat readiness to meet any world- 
wide contingency  requiring   operational commitments.    TCC functions as an operations support 
system providing the Commander TAC/CINCAFSTRIKE with automated command and control 
support to assist in the effective planning,  managing,   and controlling of TAC/CINCAFSTRIKE 
resources during normal and emergency situations. 

ORGANIZATION: 

-I 
HQTAC 

Deputy for Operations 

I (User) 

I     Directorate of Operational Plena and Control 

Operation« Data Divtaio 

Analysis Programming Branch Computer Operation Branch System Development Branch Data Control Branch 

(Operator) (Developer) (Operator) 

Outside Contractor:   IBM 

(Developer) 
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HISTORY:   In December  1962,   Headquarters USAF approved a proposal by the Tactical Air 
Command (TAC) for an IBM 1401/1405 system for use in conjunction with the Headquarters USAF 
473L System.    The equipment was installed and the 473L programs and data base were loaded in 
April  r>63.    An abbreviated Data Automation Proposal was approved by Headquarters USAF in 
December  1963 for contract programming to alter the 473L programs for greater responsiveness 
to the operational requirements of TAC.    A request submitted by TAC was approved in June  1964 
for an increase in number of personnel to develop an in-housc capability to maintain,   update, 
and develop programs in support of the TAC Automated Command and Control System.    An in- 
crease in data processing capabilities was approved and the 1401/1405 system was replaced with 
a   14 10/1301 system (operating in  1401 mode) which became operational in November  1965. 

The developmental activity was contracted to IBM who has technical jurisdiction over Air 
Force personnel in this area.    The contractor provides training to the military group in order to 
develop an in-house capability.    Mixed IBM and Air Force teams arc responsible for system 
analysis and program development.     The same team carries through from system analysis to 
programming and checkout.    Air Force personnel are responsible for the operational usage of 
the machine.     Management control methods during development included the statemenl of work 
and monthly progress reports.     The monthly progress reports contain program status and vari- 
ances  in man-months expended from that budgeted. 

SCHEDULE: 

ifffl 
:A|i\r ,\|.,.r•■• ■••■ 

Na D. v.l.. ,„,,,.,,. IM „..   i 

0 1'Uimr.l   D«t« A     A. "..I   DU. 

1 I    I    I     I     I     II    I     I    I    I     I    I     I    I     I    1     I 

ICMWIJ   IMiM'JI 
■ HtlTllliii 

M.<l   .111    111'!    I   |ll| ,   |M    ,     | 

s M... .i.   HI i f»i iKin*| 

, up. rational •••   IHM 1 11 8   I 101 
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DESCRIPTION:    The broad functions of the system are called "capabilities"; e.g. ,   Force Status 
Capability,   Airfield Facilities Capability.    Each capability is a series of program modules used 
to extract information from the data base and produce reports.    In addition,  there is a semi- 
English language,  called the Query Language,  which is an alternate method for using the capa- 
bilities of the system.    Programs reside on the disk.    A small control program is loaded for 
each capability,  which then automatically loads and reloads subroutines to process the request. 
Input data are received from TAC units and Hq.   USAF and are used to update the data base peri- 
odically.    Query Language requests may be used either via the computer console typewriter or 
via a TRW real-time console. 

...    via 
TTT and 
AUTOWN 

t hang... 
Modification«, 
and Updata« 

yConaol« \l 
\-In«juirla«r*1 

Tore a Statu. rila H   Hour Fll. 
Fore. Composition Fila Daploymant Monitor Fila       1 
Plan Data F.l. Aircraft Parformanca Fits 
Plan Activity rile Transport Routa.  Fll. 
Planning Fa<tor. Fil. Tactical Routa. Fila 
Alrflald FacUttl«. Fila Alrflald Fila 
Group/it.m Fila Plana Abatract Fila 
Ba.a/Ar.a Fila Daploymant Monitor Fll«       1 

TAC/C*C PROCESSING 

Paraonnal ..        ... 
(TAC) 

H-Hour 
Updating 

Exarclaa 
Monitoring 

Control 
Programa 

Exc.ptlo 
Updata 
(TAC) 

Dl.play 
Library 
(TAC) 

Daploymant 
Monitoring 

Aircraft 
Capability 
Eatimator 

Aircraft and 
Mlaalla 
Charai lanatlt 

Tactical 
Op« ration. 
Eatimator 
(TAC) 
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WORKLOAD: 

Char   /Mo.   of Input 
Volume: 24.f.S0,000 

No.   of Input Tr»ni- 
actlon Typet: 58 

No.   of Input 
Data Field*: 19» 

Percent of Input 
Reject*: 5.0 

DATA BASE 

Char,   in Data Baae: 90.290.000 
Percent of Char,   on D/A Storage: 9 
MUH.econd* of Accea* Time for D/A: 180 
No.   of Data Due Record Type« 3} 
No.   of Data Baae Recordt: Unk 
Percent Growth Rate /Mo. : Unk 
Char. /Mo.   of Update Input Unk 

PROCESSING 
FUNCTIONS 

Key M i\ Q
u

er
y 

So
rt

 

i 

I i 
E 
0 u 

0 

I 
0 
U 

100% 
90 
80 
70         I 
60        2 
50       X> 
40    25 
30        .* 

19 ■ 
20      J5i 

'S-   WCL 1 . J>J 1 1 ■ | 

Pa ripheral 
Baae Computer!«) Computer(a) 

Total Source In* tru< Hont: 150.000 NA 
Total Obje (t Intt ructions: 150.000 NA 
Hra./Mo. of Application 

Producti in: 220 NA 

Char. /Mo.  of Out- 
put Volume: 5.007,000 

No.  of Output 
Format*: 31 

Reaponae Time 
(aeronda): Unk 

HARDWARE: 

TRW CCC 
Real-Time 
Console 

TRW CCC 
Real-Time 
Console 

Console 

IBM   141 1-3 
Central 
Processing 
Unit 

IBM 7631 
File Control 

IBM  1414-1 
I/O 
Synchronizer 

IBM  1402-2 
Card 
Read/Punch 

IBM   1403-2 
Printer 

//ff    4-IBM 
(((I     729-IV 

Corn- 
put r-1 

IBM 
141" 

I irsl 
Deliv- 

ery 
Mo/Yi 

11/61 

Word 
or 

Char. 
Mach. 

<  h;ir. 

Add 
1 Im» 
dial 

Peripheral Devices 

Internal Storage 
Printer Mag Tapes Disk Card Reader/Punch 

No. 
MaK 

Tap» a 
Trans. 

Rate 
No. 

Disks 
1 r.iris. 
Rat» 

Char. 
Ca- 

pai ity 

Ac- 
cess 
Time 
(msl No. 

K».id 
Spred 

(cards/ 
min) 

Punch 
Speed 

(cards/ 
min) No. 

Speed 
dpm) 

Cycle 
Hin. 

4.5 

Char. 
Six« 
li,.m) 

Char. 
Ca- 

f. 40K 4- 
72'MV 

11. SK 
62. SK 

1- 
1301-2 

Mo.lfl  I 

90,100 SS.9M 180 1- 
1402 

800 2S0 1- 
1403 

600 

Comment:   Communications Control Console (CCC),   built by TRW is used for real- 
time display and interogration.     Hardware characteristics for this 
equipment are not available. 
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SOFTWARE:    Software supplied by IBM consists of the 1401 and 1410 Autocoder assemblers 
and the  1400 series utility routines and software including a general sort/merge.    Headquarters 
USAF supplied the executive system used by TCC. 

Comment:   None 

APPLICATION PROGRAM DEVELOPMENT:    Two branches in the Operations Data Division at 
Hq.   TAC had the developmental responsibilities for the modified 473L system.    The System 
Development Branch was mainly concerned with DAP's and future planning,   while the Analysis 
Programming Branch aided IBM Federal Systems personnel in system analysis and program 
development.    Because of IBM's experience and the Air Force's lack of experience in this area, 
IBM had technical jurisdiction over Air Force personnel.    The programs are divided into three 
major areas:    (1)  control programs,  which perform all disk operations;   (2)  utility programs, 
which perform the repetitive or common system functions;   and   (3) capability programs,  which 
perform application functions such as file generation and maintenance,   information retrieval and 
display,  and report generation.    The language used was IBM 1401 Autocoder.    When the IBM 
1410 was initially installed,  the  1401 programs were run in the 1401 mode on the 1410.    The 
executive,   query language,  and file formatting programs were rewritten for the 1410 and 1301 
disk files by Hq.   USAF and installed at TAC.    Because of the magnitude of the system,   the pro- 
grams were highly segmented and connective control was provided by the executive control pro- 
grams.    The checkout computer was freely available during development on an open shop basis. 
A •ystem test was performed by IBM to the satisfaction of TAC.    No records were kept of de- 
velopment time used for checkout on the computer.    Management control was in the form of work 
■tatements and monthly progress reports. 

FILE CONVERSION:    File conversion affects two types of data bases.    The non-TAC-specific 
files were furnished by Hq.   USAF,  along with the 473L system.    The TAC-specific files are 
being converted on an ongoing basis.    This means that some functions are not completely auto- 
mated.    The reason for this is insufficient manpower to abstract all operational plans and other 
data from hard copy to punched cards.    Consequently, only the high-priority plans and data are 
available to the computer.    The function of file conversion rests with the Data Control Branch. 
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DOCUMENTATION:   The documentation from the 473L system is used extensively.    TAC-specific 
system and program documentation usually serves only to augment an existing 473L document. 

PERSONNEL: 

Ac tivity Function 
- 

Number of People Number of   Yea | | 

Sampled 
Allo. ated  to 

Sy stem In AÜP In i    and C Of College 

Development 

Manage r 6 h 5.0 Z.5 3.5 

Analyst 10 7 4.5 1.5 3.S 

Programmer 11 17 i.S 1.5 3.0 

Operations 
Manager 1 1 1.5 1.0 4.0 

Operator 7 1 1 7.0 ^.s 2x^ 

OPERATIONS:   The computer operation at Langley AFB is staffed as required by workload.    It 
operates during the prime time as an open shop.   TCC is the only application on the IBM 
1410 computer.    A flexible master schedule is prepared each week. 
Comment:    None. 

Off 
60 hrs 8% 

Sehd Mt 
1 1 hrs 2% 

Mach Error Los 
16 hrs 2% 

Unschd Mt 
33 hrs 5% 

Idle 
191 hrs 26% 

Set Up 
51  hrs 7% 

Prod (TCC 
only app)  220 hrs  30% 

Prog Dev & Mt 
148 hrs 20% 

IBM  1410 

APPLICATION PROGRAM MAINTENANCE:    A total of 17 programmers maintain the TCC sys- 
tem.    Headquarters USAF maintains the 473L programs,  but TAC makes and maintains its 
own modifications and additions.     Major corrections and improvements are handled by the con- 
tractor and developmental teams;   minor maintenance runs are readily available with less than 
24-hour turnaround time.    Changes are not documented unless they affect the Operational Speci- 
fications or the Programming/Coding Specifications. 

Comment: Program maintenance activity is characterized by the continual need for improve- 
ments and additions to the system. Continuity is achieved by the contractor whose personnel 
turnover has been low and Air Force personnel turnover has been relatively high. 
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DENEFITS;   Proposed;   TCC was proposed as an automated command and control support 
system to provide the commander TAC/CINCAFSTRIKE with an effective operational capability 
to plan,  manage,   and control TAC/CINCAFSTRIKE resources in the execution of its prescribed 
functions,   during normal and emergency situation! and in a compressed time/space 
environment. 

Actual: TCC was developed as a major modification to the existing Headquarters, USAF, 473L 
Command and Control System. The system is operational and providing the proposed benefits; 
additional development is required to fully automate the command and control functions. 

COST FACTORS: 

Man-Montha of D»v«lopminl Effort (Dev.) 

Propoaed: UnkCZ 

74SSBHBHHH1HB 

Commtnl:    The phase of development of the TCC  lyittm discussed 
hare was completed In Accordance with a DAP prepared on 30 August 
1963 specifically for thia development effort.    This DAP proposed to alter 
the 47 1Lprogram•. allowing them to be more reaponalve to the opera- 
tional requirements of TAC.    Hq. USAF approved the OAP on 9 December 
1963. 

Months of Elapsed Development Time (Dav.) 

Propoaed:        UnkQ 

Actual: I 5 eTeaBeTeaeTeTeTJaaaBaBaB* 

Comment:   The actual development period waa from May 1964 to June 
196o.    TTencompaaaea the replacement of the IBM 1401/1405 system 
with the IBM 1410/1301  system in accordance with a DAP prepared on 
5 March 1965 and approved by Hq. USAF on II June 1965. 

Dollars of Hardware Cost for Proiram Checkout (Dev.) 

Proposed: UnkC2 

Actual:        UnkgC 

Comment:   No recorda were kept of computer uaa for the 473L program 
checkout. 

Hour«/Month of Hardware Uae for Application Production (Op.) 

Heuss/Month of Hardware Use for Proiram Maintenance (Op.) 

Proposed:        Unk f"7 

Actual: 148 ■■■■■■■■ 

Comment:   The actual number reflects usage during March 1966 on the 
IBM 1410. 

Number of Operations Personnel (Op.) 

Proposed:        UnkCZ 

11 wu^^mmmm 
Comment:   The actual number of personnel is for operatora only. 

Number of Program Maintenance Peraonnel (Op.) 

Propoaed:        UnkCZ 

Actual: 17 ■■■■■■■M 

Comment:   The actual number of peraonnel represents programmers 
only.    There are also 7 analysts and 6 manage re allocated to TCC. 

Dollars/Month of Hardware Coat (Op.) 

Propoaed: UnkCZ ' 

Actual:   36.0541 

Comment:    None. 

Propoaed: 

Actual: 

UnkCZ 

2201 

Comment:   The actual number reflects uaage during March 1966 on the 
IBM 1410. 

FUTURE PLANS:    In reply to a DAP dated 26 november 1965,  Headquarters USAF proposes 
that the IBM 1410 ADP System will be used until December 1968 and not be replaced between 
July 1967 and January 1968 as currently scheduled by DOD.    In FY 67 an automatic communica- 
tions processing center,  with an AUTODIN terminal which will initially be utilized for testing 
AUTODIN capability,  will be installed at Headquarters TAC.    I/O device testing is proposed 
throughout FY 67 to determine feasibility and desirability of placing I/O devices at USAF Head- 
quarters and selected Division/Wing Command Posts.    I/O devices,   if approved by Headquarters 
USAF,  will be purchased and installed at all TAC bases in FY 69,  making the TAC bases capable 
of receiving information from the Headquarters TAC system.    Subsequent to the installation of 
the USAF-designated standard computer to replace the interim IBM 1410,  this system will be 
converted to the new computer,  probably during the last half of FY 69.    It is also proposed that 
the USAF-designated standard computer equipment and an automated communications terminal 
be installed at USAF Headquarters and selected Division/Wing Command Posts in FY 70. 
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SYSTEM:   Standard Base Level Automated Inventory Control System--1050/BSS 
(UNIVAC 1050-11) 

DATA SYSTEM DESIGNATOR:    D002A 

DATA COLLECTION DATE:    May 1966 

LOCATION: 

Contact for Additional Information 
Headquarters Command 
Boiling Air Force Base 
Washington,  D. C. 

Development Boiling Air Forco Base 
District of Columbia 

Maintenance Boiling Air Force Base 
District of Columbia 

Pilot Installation None 

First Operational Installation Boiling Air Force Base 
District of Columbia 

Number of Operational Installations 150 planned,   75 currently in operation 

FUNCTION:   The users of 1050/BSS are the Base Supply offices at approximately 75 Air Forco 
bases.    The mission of the users is controlling the distribution,   ordering,   and inventory level 
for spare parts,   equipment,   and other supplies required by base activities.     1050/BSS func- 
tions as a management support system to establish a standard automated inventory control 
system at. worldwide Air Force bases.     The functions performed by the system include requisi- 
tioning!   receipt,   issue,    stock control,   turn-in,  disposition,   reporting,   and accounting.    The 
system responds immediately and fully to all transactions as they occur and provides  standard, 
comparable reporting of data for use by all management levels. 

ORGANIZATION: 

DCS/Syetema and l.oglatica 

Directorate of Supply and Servicea 

r 

J 

Icmptrollri 

Dire( torate of Data Automatin 

I ~~~ 
Dim. tor«t.- of Accounting and  f Inaji. e 

Data Automation Deeign Office 

Supply  Syetcm« Dcaign Office Data Syatema Control Offl« * At counting and Flnanca Deaign Office 

(Developer) 
Development 

(Developer) (Developer) 

Major Air Commanda 

I 
Ar   Baaca 

I 
Baae Supply Offir« 

(Op* r »tor/U «er) 
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HISTORY:   By 1962 each major air command had independently developed its own automated base 
supply system.    It was apparent that the following problems existed:   (1) Headquarters USAF 
could not determine the impact of supply policy changes throughout the Air Force;  (2) standard 
supply management data were lacking;   (3) personnel training was inefficient;   (4) multiple- 
development efforts were wasteful.    Supply procedures were standardized in an attempt to solve 
these problems,  but it soon became apparent that equipment standardization was necessary for 
any significant improvement to be realized.    In July 1962,  a comprehensive plan was developed 
to establish a standard ADP program for base level material   operations.    The plan was 
approved in October 1962. 

Systems specifications were developed by the Directorate of Supply and Services,  Hear' 
quarters USAF assisted by personnel from Headquarters,  Air Force Logistics Command 
(AFLC).    In February 1963 the specifications were released to industry.    Proposals were re- 
ceived and,  in November 1963, the Air Force announced that Sperry-Rand Corporation had been 
selected to provide approximately 150 base-level supply activities with a standard configuration 
of data processing equipment. 

System design of the Standard Air Force Base Level Supply ADP System, which would be 
implemented Air Force-wide by March 1966,  began in December 1963 at Andrews AFB. 

A Central Development Group under Headquarters USAF was  formed with the responsibility 
for program development, implementation, and maintenance. The group was comprised of a body of 
supply personnel under the direct control of the Director of Supply andServices, Headquarters, 
USAF,  and of programmers under the Director of Data Automation.    After the programs were 
written and tested,   they were implemented at Andrews AFB.    Simultaneously with the latter 
phases of writing,  testing,  and implementing at Andrews,  training of Major Air Command 
personnel  began.    After a trial operational phase,  the programs were evaluated and necessary 
changes and improvements were made.    With the completion of the changes and improvements, 
the other bases became operational at the rate of 10 installations per month. 

SCHEDULE: 

J J A s CHN p J)   M A M J   J |A   S   O N  IXJ   FM/UMJ   J  A   S O N  D J   F M A MM   J A   SO N D  J  F MA MJ   J  A S 

Plan Approved by Hq USAF 

UP rep« 

Planned Date    A   Actual Da 

•e Specification* 

Evaluate Proposals 

UNIVXC   1050II Selected 

Preliminary Design I 

!_(J)_|^ Deign and Progra m Configure and Schedule Bates 

A Boiling  10SOII In.tailed I    | 
|    |    |    |    |    |   |    [AlDebug'.nd'TJ.tPro.;. 

Andrew«   105011 Installed 

bid 1 I 
I PH 

I Teat at Andrews 

Develop   K> 

C«MtM  III |   |DEC  196J E»Hrna<e 
Develop Supply and Operations Procedures 

-rm 
Development Stage Operational Stage 

MAY  1966 

a] a<-«-»pt»tw» Test and Conversion at Andrews 

U-LLUlii 11111 bid 11 ii 111 Mr*!"icJv 
First  Followon Base   | [MAR  1964 Estimate'    I',0",0*0" a»,e» 

.stimate     | 

III  II 
Train Followon Base 
Personnel 

iii 11: 11 i 
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DESCRIPTION:    The 1050/BSS computer system is controlled by an executive routine which is 
always in memory.    This routine examines the input request,   either supply or accounting/ 
finance,   and calls the required processing programs and data from the disk.     The programs 
are operated,   the data file is accessed and modified if necessary,   a history of the processing 
is recorded on magnetic tape,   and the output response is sent.     The inputs and outputs,   except 
for the printer,  are buffered and controlled by interrupts.    In addition to normal processing, 
the  system produces management reports and performs the accounting and finance functions 
associated with the supply system. 

Transactions are Received Via 
Radio,   TTY,   Hand Carrying or 
Direct Remote Console Input 
From Supply Offices 

Other 
Transactions 

X 
Issue Requests, 
Receipt Notifi- 
cation,   Stock 
Number Changes_ 
Etc. 

Punched Cards 
Entered at 
Computer 

Requisitioning 
Pro* easing 

Issue 
Processing 

Receipts 
Processing 

Turn-in 
Processing 

Due-Out 
Pr<>< easing 

Stork 
Control 
Pro« cssing 

Inventory 
Processing 

Shipments 
and 
Transfer 
Processing 

Equipment 
Management 
Processing 

Management 
Support 
Prix essing 

_T 

To Supply Personnel 
at Warehouse,   Supply 
Counters,   etc. 

Management 
Reports,   Stock 
Dalance 
Reports 

Supply Managers 

Issue Not l fit a- 
tions,   Hark 
Order Released 
Requisitions 

To Supply Officers 
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WORKLOAD: DATA BASE 

Char,  in Data Base: J.981,000 
Percent of Char,  on D/A Storage: 100 
Milliseconds of Access Time for D/A: 35 
No.  of Data Bate Record Typei: US 
No.  of Data Base Records: Unk 
Percent Growth Rate/Mo. : Unk 
Char. /Mo.  of Update Input: 7.400.000 

PROCESSING 
FUNCTIONS 

Char. /Mo.  of Input 
Volume: 7.400.000 

No.  of Input Trans- 
action Types: M9                    1 

No. of Input I 
Data Fields: 1.065 

Percent of Input 
Rejects: 1 * 

Key JSu    u. 2 

a 
i I 

11 
100% 
90 
80 
70 
bO 
50 
« 
50 
10 
10 
0«. 

I. 
61 
«   3 H I ■a 4 * .... 1 

Total Source Instructions: 
Total Object Instructions: 
Hrs./Mo.  of Application 

Production: 

Base Computer(s) 
Unk 

140,000 

504 

Peripheral 
Computer(s) 

NA 
NA 

NA 

1 Char. /Mo.  of Out- 
put Volume: 7.400.000 

No.  of Output 
Formats: 119 

Response Time 
(seconds): 5.0 

HARDWARE: 

Up to 10 Univac 
Remote Key- 
board Printers 

Optional Univac 
1068 Remote 

I Card Reader H 
-I     I 

J- 
Univac 1060 
Communication 
Subsystem 

Jnivac 1050-11 
:ard Reader 

Univac 1052 
Card Punch 

Univac 1053 
Line Printer 

Univac 1050 
Central 
Processing 
Unit 

22 Univac 
1061 
Communications 
Lines 

3-Univac 
1050-1 Core 
Memory 
Modules 

Univac 1057 
Control and 
Synchroniser 

Univac 1050 (Configuration "B") 

Com- 
pute r 

First 
Deliv- 

ery 
Mo/Yr 

Word 
or 

Char. 
Mach. 

Add 
Time 
(us) 

Peripheral Devices 

Internal Storage 

external storage 

Card Reader/Punch Printer Mag Tapes Drum 

No. 
Mag 

Tapes 
Trans. 
Rate 

No. 
Drums 

Trans. 
Rate 
(char / 

aec) 

Char 
Ca- 

pacity 

Ac- 
cess 
Time 
(ms) No.' 

Read 
Speed 
(cards/ 

min) No. 

Punch 
Speed 

(cards 
min) No. 

Speed 
(1pm) | 

Cycle 
Time 
(us) 

Char. 
Sise 
(bits) 

Char. 
Ca- 

pacity 

Univac 
1050 

9/63 Char 117 4.5 6 20,480 '* l- 
1071 

23K 1- 
1057-4 

156 66M<2> 35 1- 
1051 

400 1- 
1052 

300 1- 
1053 

900 

ICommenta:    (1)   C   configuration systems have 24,516 core storage. 
(2) A   configuration systems have 33M character drum storage. 
(3) Three different configurations are used depending on workload at the installation: 

A   configuration has 33M character drum storage,   20,480 core storage. 
B   configuration has 66M character drum storage,   20,480 core storage. 
C   configuration has    6M character drum storage,   24,576 core storage. 
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SOFTWAPK:     Software for the UNIVAC  1050 consisted of the following:   (1) PAL card and tape 
assembly language systems;   (2) input and output utility programs;   (3) library maintenance 
and sort programs;   (4) I'ASTRAND tape utility programs;   and (5) an executive control system. 
Portion    of the software were delivered by UNIVAC at different times between February and 
July,   1964. 

Comment:    The executive system did not have adequate restart/backup/recovery capability 
nor did it provide automatic response to remotes.    Considerable reprogramming of the ex- 
ecutive system was required to provide these capabilities.    The resultant system had many 
bugs and this hindered development considerably.    The executive system was not considered 
acceptable until approximately one year after delivery.    No major problems were experienced 
with any of the other software packages. 

APPLICATION PROGRAM DEVELOPMENT:   A Central Development Group was established by 
the Air Stall to operate under Hq.   USAF at Boiling AFB.    This group was responsible for pro- 
gram development,  implementation and maintenance.    The group was comprised of a permanent 
body of supply personnel under the direct control of the Directorate of Supply and Services,  Hq. 
USAF,  and of computer programmers under the Directorate of Data Automation.    A short time 
later,  it was decided to incorporate Accounting and Finance functions into the system,   leading 
to the inclusion of permanent members to the group from the Directorate of Accounting and 
Finance.    In view of the magnitude of the system,   it was further decided to augment the group 
with vendor personnel and representatives from the Major Air Commands.    A project manager 
was selected from the Directorate of Data Automation to direct the development and implementa- 
tion at the first 10 bases.    This project manager was scheduled to be replaced after the tenth 
base's implementation by a man from the Directorate of Supply and Services,  but this has not 
occurred yet due to the many changes and corrections currently going on. 

A test computer was available at Boiling AFB on a continuous 24-hour-a-day basis ex- 
clusively for this system's checkout.    Each programmer was required to run his own tests for 
a period of six months in order to become sufficiently familiar with the computer operation to 
ensure successful field implementation.    This policy resulted in console debugging which, 
coupled with the fact that no programmers had any UNIVAC 1050-11 or disk file storage experi- 
ence,   led to extensive computer checkout time.    There were no formal test procedures.    Test 
decks were prepared to test the programs,  which were all written in PAL assembly language. 
A team from the Central Programming Group at Boiling AFB was sent to the first base to be 
converted within each Command to aid in conversion.    After receiving this support for the first 
base,   the Command was responsible for aiding the remaining bases. 

FILE CONVERSION:    There were 16 different base level supply inventory systems in the 
Air Force prior to the UNIVAC 1050-11 implementation.    These included card systems (PCAM), 
three different RAMAC 305 systems,   a 1401 card system,   a 1401 tape system,  GE 225, 
Burroughs 220,   etc.   All these systems, however,   did have a common element in the punched 
card.     The conversion process consisted of  a   download (preparation of a complete file of 
punched cards) and an upload (reading the punched cards into the 1050).    There were over 
160 different types of inputs which could be entered into tue systems, which presented sufficient 
complexity to require 40 conversion programs to be written.    UNIVAC was responsible for 
writing the majority of these conversion programs with the aid of three Air Force programmers 
(UNIVAC provided seven or eight).    A team from the central programming group at Boiling was 
sent to the first base to be converted within each Command to aid in conversion.    The Command 
was  responsible for aiding the remaining bases. 

162 



1050/BSS Sheet 6 of 7 

DOCUMENTATION;      The system is well documented in Air Force Manuals 77-206,  and 67-1. 

PERSONNEL: 

Activity Function 

Numb« r of People Number of Years 

Sampled 
Allocated to 

System In ADP In Supply Of College 1 

Development 

Manager 18 27 2.5 15.0 Unknown 

Analyst 35 40 0.5 4.0 Unknown 

Programmer 23 36 2.0 4.0 Unknown     | 

Op« rations Manager None Unknown Unknown U nknown Unknown 

Operator None 7.7 Unknown Unknown X 

OPERATIONS:  AH operational sites operate independently.    The pie chart represents usage on 
a "B" computer configuration at Andrews AFB.    All operational sites operate as closed shops, 
and are staffed as required by workload. 
Comment:    None. 

Other 
122 hrs 16$ 

Off 
65 hrs 9# 

Schd Mt 
15 hrs Zf 

Idle 
12 hrs 2$ 
Chg Lost 
12 hrs 2£ 

Prod (BSS only app) 
504 hrs 69% 

UNIVAC  1050-11 

APPLICATION PROGRAM MAINTENANCE:   The program maintenance activity is carried on by 
68 programmers in the Central Programming Group at Boiling AFB.    There are no maintenance 
programmers at the operational bases.    The operators,  having attended a two-week program- 
ming course,  locate problem areas when possible,   and send details to Boiling.    The operators 
are not allowed to change any program unless specifically directed by the Central Programming 
Group.    Currently,  it is estimated that 80 to 90 percent of the program maintenance activity 
is correction of existing programs with the remaining time spent on new programs. 

Comment:   None. 
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BENEFITS:   Proposed:    Benefits proposed to come from development and implementation of 
1050/BSS include (1) standardization of automated inventory control systems at approved bases, 
(2) reduced need for system analysis and design through minimising the number of authorised 
inventory control automation efforts;   (3) greater discipline in enforcing supply policy;   (4) de- 
velopment of standard training courses enabling supply personnel to be used immediately In 
any command;   and (5) generation of standard comparable management data for use at all man- 
agement levels. 

Actual:    The proposed benefits have been realized with the implementation of  1050/BSS.     In 11>< 
course of development,   a number of additional features such as accounting for materiel re- 
sources were added to the system. 

COST FACTORS: 

Man-Month» of Development Effort (Dry.) 

Proposi■<*.: 300 I        I 

Actual: ^■■■■i 

Comment: No DAP was prepared for the Base Level Supply System. In- 
stead, m July 19*2, a comprehensive plan was developed within the Mat.-. 
rial Automation Branch of Hq. USAF lor the establishment of a standard 
AIM' program for supply systems. This plan was approved byHq. USAF 
and further development led to the purchase of the UNIVAC 1050 U com- 
puter  lor approximately   150 base level supply systems. 

Months of Elapsed Development Time (Uev.) 

Proposed: in I ~1 

Actual: I H ■sTaTMssssssaWsaBHs 

Comment      I I 
in April   I'".6.. 

velopm. nt began in November   1963 and ended 

Dollars of Hardware Cost for Program Checkout (Dev.) 

Proposed: Unk CZ 

Actual: (Ink  W 

ut computer was available on I 
a-day basis.     The number of hours used for program checkout was not 
available. 

Hours/Month of Hardware Use for Application Production (Op.) 

Proposed: Unk CZ 

Actual:       504 M 

Comment:    The a< rual number rellects usage during a recent  repr.-s.ntat i 
month on the "B" ■ onfiguration of the  UNIVAC   1050 II at Andrews  AFB. 

Hours/Month of Hardware Use for Program Maintenance (Op.) 

Proposed: Unk EZ 

Actual: Unk sV 

Comment:    All  program maintenance ia done at Boiling  Ar B on «  "C" 
configuration. 

Number of (operations  Personnel (Op.) 

Proposed: Unk CZ 

Actual: <   >' ■■IMBsHBaTBaaaa 

Comment:   The .ntu.il  number of personnel is prorated from operators at 
Andrews  APB on the basis ol ma. bin.-  hours  for   1050/BSS. 

Number of program Maintenance Personnel (Op.) 

Proposed: Ili.kCZ 

Actual- f.H   SBsTsBBBBBBSSSeBHSsfli 

Comment:    The   ntu.il number <>! personnel consists of 34 analysts and 
34 programmers at Boiling AFB.    All program maintenan. <■ la 4o*Ml by  t1"' 
Central  Programming Croup at Boiling AFB.    There are no maintenance 
programmers  .it  Hie other bases.     The operators have been trained to in- 
sert program . ... r.-. lions from Moiling AFB. 

Dollars/Month of Hardware Coat (Op.) 

Proposed: "nkC2 

Actual:    I 2 ,V»H ■MBssssaBsMs.s.sl 

Comment:     1 be actual dollar amount  reflects the " B ' configuration ai 
Andrews   M-'M  for production only. 

FUTURE PLANS:   The system is currently operational at about half of the approximately 
150 bases   projected.    The implementation is expected to continue at  about 10 bases per 
month.     The expected system lifetime is  six years.    Future plans other than the completion 
of the implementation schedule are unknown at present. 
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IV.    GLOSSARY 

This glossary consists of two primary sections.    The first section 
is a general glossary of Air Force and data processing terms.    This sec- 
tion is  based on the Bureau of the Budget  (BOB)  Glossary of Automatic 
Data  Processing.    Definitions have  been  freely modified  to reflect the 
specific  meaning of terms used throughout this  project.    A  number of 
terms not defined in the BOB glossary are included here. 

The second section is a glossary of  cost factors and workload de- 
scriptors.    Cost  factors appear in the Cost  Factors section of  system 
descriptions and   in  the cost   estimation iso-graphs,    while workload de 
scriptors appear in the Workload  section of the system descriptions and 
in the cost estimation iso-graphs. 

A.        Glossary of Air Force and Data Processing Terms 

ADC Air Defense Command 

ADP 

ADPS 

AF 

AFADA 

AFAFC 

AFLC 

AFM 

AFO 

AFR 

AFSC 

ALGOL 

Automatic data processing;   data processing 
performed by a system of electronic or elec- 
trical machines so interconnected and inter- 
acting as to reduce to a minimum the need 
for human assistance or intervention. 

Automatic data processing system.    (See "Sys- 
tem,  Automatic Data Processing.") 

Air Force 

Air Force Director of Data Automation 

Air Force Accounting and Finance Center 

Air Force Logistics Command 

Air Force Manual 

Accounting and Finance Office 

Air Force Regulation 

Air Force Systems Command (formerly ARDC) 

Algorithmic Oriented Language;   an international 
procedure-oriented language. 
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Algorithm A prescribed set of well-defined rules,   or a 
process,  for  the   solution of a problem  in a 
finite number of steps;   e.g.,  a full statement 
of an arithmetical procedure  for   evaluating 
sin X to a stated precision. 

AMA Air Materiel Area 

Analyst,  System (See "System Analyst.") 

Application The system or problem to which a computer is 

Application 
Preparation 

Application 
Production 

ARDC 

ASD 

Assemble 

Assembly 
Language 

ATC 

AUTODIN 

Capacity,  Storage 

Card,   Master 

applied. 

Any computer processing,   such as file conver- 
sion,   required to allow an application to be run. 

Any computer processing resulting in the gen- 
eration of output to the application user(s). 

Air Research and Development Command 
(currently AFSC) 

Aeronautical Systems Division of AFSC 

To prepare a machine language program from 
a symbolic language program by substituting 
absolute operation codes and addresses for 
symbolic operation codes and addresses  on a 
one-for-one basis.    Normally performed by a 
computer program called an assembler. 

The machine-oriented programming language 
(e.g., FAP, EASY) belonging to an assembly 
system. 

Air Training Command 

Automatic Digital Information Network;   a 
computer-based communication network pri- 
marily used by the Air Force,   but also used by 
other agencies of the Federal Government. 

The amount of data that can be contained in a 
storage device. 

A card containing fixed or indicative information 
for a group of cards. It is usually the first card 
of that group. 
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CBPO 

Channel 

Character 

Chart,  Flow 

Chart, 
Logical Flow 

Chart, 
Systems Flow 

Checkout 

Closed Shop 

COBOL 

Consolidated Base Personnel Office;  Air Force 
organizational element responsible for base- 
level personnel functions. 

(1)   A path along which signals can be sent (e.g., 
data channel,   output channel);   (2)  the portion of 
a storage medium that is accessible to a given 
reading station (e.g.,  track,  band). 

One symbol of a set of elementary symbols,   such 
as those corresponding to the keys on a typewriter, 
The symbols usually include the decimal digits 0 
through 9,  the letters A through Z,  punctuation 
marks,  operation symbols, and any other single 
symbols a computer may read,   store,  or write. 
A character will normally be represented by a 
combination of six bits. 

A graphic representation of the major steps of 
work in process.    The illustrative symbols may 
represent documents,   machines,   or  actions 
taken during the process.    The area of concen- 
tration is where or who does what rather than 
how it is to be done. 

A detailed solution of the work order in terms 
of the logic,  or built-in operations and charac- 
teristics,  of a specific machine.    Concise sym- 
bolic notation is used to represent the informa- 
tion and describe the input,   output,  arithmetic, 
and logical operations involved.    The   chart 
indicates types of operations by use of a stand- 
ard set of block symbols.    A coding process 
normally follows the logical flow chart. 

A schematic representation of the flow of infor- 
mation through the components of a processing 
system. 

(1)  A general term for a set of routines designed 
to provide the programmer with a complete eval- 
uation of his program under operating conditions; 
(Z)  the process of checking out a program to en- 
sure successful operation under all conceivable 
conditions. 

(See "Shop,  Closed.") 

Common Business Oriented Language;   a busi- 
ness data processing language. 
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Compile 

Compute 

Computer- Ijimited 

Configuration 

Control 

Conversion 

CPU 

DAP 

Data 

To prepare a machine language program from a 
computer program written in another program- 
ming language by performing the usual functions 
of an assembler and also by making use of the 
overall logical structure of the program or gen- 
erating more than one machine instruction for 
each symbolic statement or both. 

A computer processing function that performs 
logical, arithmetic, and decisional operations 
on data. 

Pertaining to a situation in which the time re- 
quired for computation exceeds the time required 
to read inputs and write outputs. 

A  group of machines  that are   interconnected 
and programmed to operate as an interacting 
assemblage. 

A computer processing function that expedites 
all other computer processing functions;   e.g., 
job scheduling,  priority handling,   segment 
overlaying,   data management,   and hardware 
assignment. 

(1)   The process of changing information from 
one form of representation to another,   such as 
from the language of one type of machine to that 
of another or from magnetic tape to the printed 
page.    (2) The process of changing from one 
data processing method to another or from 
one type of equipment to another;   e.g. , 
conversion from punch card equipment to 
magnetic tape equipment. 

Central Processing Unit;   that part of a com- 
puter system containing the arithmetic unit, 
execution control,   and special register groups. 

Data Automation Proposal;   a document that 
must be prepared and submitted to AFADA for 
any proposed new data automation or major 
change to an existing automated system. 

A general term used to denote any or all facts, 
numbers,  letters,   and symbols,   or facts that 
refer to or describe an object,   idea,   condition, 
situation,   or other factors.    It connotes basic 

168 



Data,   Test 

Data,   Transaction 

Data Base 

Data Base 
Growth Rate 

Date,  Delivery 

Date,  Installation 

Debug 

Design,   Functional 

elements of information that can be processed 
or produced by a computer. 

A set of data developed specifically to test  the 
adequacy of a computer program or system.   The 
data may be actual data that have been taken from 
previous operations or artificial data created for 
this purpose. 

A set of data in a data processing area,  a rec- 
ord of occurrence of a new event or transaction, 
in which the incidence of the data is essentially 
random and unpredictable.    Hours worked, quan- 
tities shipped,   and amounts invoiced are ex- 
amples from the areas of payroll,   accounts re- 
ceivable,   and accounts payable,   respectively. 

A collection of files containing unique informa- 
tion;  these files are accessible to an ADPS. 
The files of a data base are normally referenced 
or updated with relatively high frequency.    Reor- 
dered files are not included in the data base. 

The amount by which the size of the data base 
will increase over a specified period of time, 
normally measured in percentage of data base 
current size per month. 

The date of physical delivery on site of the 
components of the computer configuration with- 
out regard to whether or not they have been un- 
packed,  placed in final position,  or intercon- 
nected.     Delivery  of equipment  carries   no 
connotation of operational status. 

The date new equipment is ready for use.    The 
commencement of rental normally begins on 
the  day  following  the date on which  the con- 
tractor officially notifies   the using  organiza- 
tion that the equipment is installed and ready 
for use,   subject to the acceptance and standard 
of performance  provisions   of the   applicable 
contract. 

To isolate and remove the mistakes from a rou- 
tine in a program or malfunction from a computer, 

The specification of the working relations be- 
tween the parts of a system in terms of their 
characteristic actions. 
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Development Phase 

Device,   Input 

Device,   Output 

Device,   Storage 

The period of time from the date system design 
for the ADPS is begun to the date the system is 
declared operational. During this phase, such 
activities as detailed system design, program- 
ming, checkout, and equipment installation are 
accomplished as required. 

A machine that translates data to be processed 
from coded representations;   e.g.,   punch cards 
or paper tape to electric impulses for use by a 
computer. 

A machine that translates the electrical impulses 
representing data processed by the computer into 
permanent results, such as printed forms, punched 
cards,   and magnetic writing on tape. 

A machine into which data can be inserted,   in 
which data can be retained,  and from which data 
can be retrieved. 

Documentation 

DOD 

DSAP 

The group of techniques necessary for the orderly 
presentation,   organization,   and communication of 
recorded specialized knowledge in order to main- 
tain a complete record of reasons for changes   in 
variables.     Documentation  is necessary  not  so 
much   to   give maximum utility as to give   an un- 
questionable historical reference record. 

Department of Defense 

Data System Automation Program;  the official 
data automation program of USAF.    It provides 
a coordinated and common basis for planning, 
designing,   and operation of USAF ADP systems. 
Each major data automation is assigned a four- 
or five-character DSAP designator.    The first 
character   of the  designator is alphabetic  and 
indicates   the  major  functional   area  of the 
automation. 

Element,   Data 

Element Error 
Rate 

A specific item of information appearing in a 
set of data.    For example,   in the following set 
of data,   each item is a data element:   the quan- 
tity  of a supply  item  issued,  a unit  rate,   an 
amount,  and the balance of stock items on hand. 

The ratio of the number of elements incorrectly 
received to the total number of elements  sent. 
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Equipment, 
Off-Line 

Equipment, 
On-Line 

Error,   Data 

The peripheral equipment or devices not in di- 
rect communication with the central processing 
unit of a computer.    Synonymous with auxiliary 
equipment. 

Descriptive of a computer system and of the pe- 
ripheral equipment or devices in a computer 
system in which the operation of such equip- 
ment is under control of the central processing 
unit (CPU),  and in which information reflecting 
current activity is introduced into the data proc- 
essing system as soon as it occurs.    Thus,   di- 
rectly in-line with the main flow of transaction 
processing.    Related to on-line processing. 

A deviation from correctness in data, usually 
an error, which occurred prior to processing 
the data. 

Error,  Machine 

Executive 

Facsimile (FAX) 

Field 

Field,   Card 

File 

A deviation from correctness in data resulting 
from an equipment failure. 

(See "Routine,  Executive.") 

Transmission of pictures, maps, diagrams, etc., 
by wire. The image is scanned at the transmitter 
and reconstructed at the receiving station. 

A specified area of a record used for a particu- 
lar   category of data;   e.g.,  a  group  of  card 
columns used to represent a wage rate or a set 
of bit locations in a computer word used to ex- 
press the address of the operand. 

A set of card columns,  either fixed as to num- 
ber and position,   or,  if variable,  then identifi- 
able by position relative to other fields.    Cor- 
responding  fields   on  successive   cards   are 
normally used to store similar information. 

A collection of related records.    For example, 
in inventory control,   one line of an invoice con- 
taining data on the material,  the quantity,  and 
the price forms an item;   a complete invoice 
forms a record;   and the complete set of such 
records forms a file. 
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File Conversion 

FORTRAN 

Functional Analysis 

Functional Area 

Function, 
Processing 

Hardware 

HEDCOM 

Input 

Input,   Batched 

Input,  Unbatched 

A process for preparing the data base of an 
ADPS to enable the ADPS to become operational. 
In file conversion all necessary files of the data 
base are converted from their present format 
(magnetic tape,  punched cards,   hard copy,   etc.) 
to their required format in the ADPS about to 
become operational. 

Formula Translation;   a programming language 
designed primarily for problems that can be ex- 
pressed  in  algebraic notation.    The original 
version of FORTRAN has been extended to in- 
clude Boolean expressions,  hierarchies of sub- 
routines sharing common storage,   and insertion 
of symbolic language sequences. 

Application-oriented analysis and research re- 
quired to support ADPS design and implementa- 
tion.    This effort usually takes place very early 
in the development phase and is independent of 
any particular implementation methodology. 

Any one of the broad application categories  such 
as payroll,   accounting,   inventory control,  weather 
forecasting,   etc. 

A set of computer instructions performing com- 
putational,  decisional,   or data manipulation op- 
erations.    Processing functions maybe categor- 
ized as input edit,   sort,   report generation,   etc. 

The physical equipment or devices of a com- 
puter and peripheral equipment. 

Headquarters Command 

(1)   Data supplied to a system from an external 
source for processing;   (2)  the process of trans- 
ferring data from an external to an internal 
storage. 

(1)  Any set of inputs collected together as a 
group before submittal for computer processing. 
The collected groups are called batches.    (2) Any 
input that is not unbatched. 

Input that is entered directly into the computer 
as it is received via an on-line input device. 
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Input Edit 

Instruction 

Instruction, 
Multiple Address 

Instruction,  Object 

Instruction,   One 
Address 

Iso-Graph 

Iso-Line 

Language,  Source 

Language,   Target 

Library 

Library,  Routine 

Logical Record 

A computer processing function performed on 
input data to prepare them for the primary 
processing;   e.g.,  limit and logic checking, 
field conversion,  and data edit. 

An operation and the values or locations of all 
operands associated with the operation. 

An instruction consisting of an operation code 
and two or more addresses.    Usually specified 
as a two-address,   three-address,   or  four- 
address instruction. 

An instruction in the machine language of the 
computer on which the instruction is to be 
executed. 

An instruction consisting of an operation and 
exactly one address.    The instruction code of 
a single address computer may include both 
zero- and multi-address instructions as spe- 
cial cases. 

A planar diagram of a function of two variables, 
representing values of the function by lines of 
constant function value (iso-lines). 

A straight or curved line on an iso-graph along 
which there is a constant value. 

A language in the form of written statements 
that is an input to a given translation process 
usually resulting in object instructions. 

A language that is an output from a given trans- 
lation process. 

(1)  A collection of information available to a 
computer,  usually on magnetic tapes;   (2)  lo- 
cation of the collection of magnetic tapes. 

A collection of standard proven routines and 
subroutines by which problems and parts of 
problems may be solved. 

A set of logically related data fields independent 
of the physical manner of representation. 
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MAC 

MAFR 

Maintenance,   File 

Maintenance, 
Preventive 

Maintenance, 
Program 

Maintenance, 
Remedial 

Manager 

Merge 

MILSTAMP 

MILSTRIP 

Module 

(1)  Military Airlift Command,  a major Air 
Force command,  formerly MATS (Military 
Air Transport Service).    (2)  Major Air Com- 
mand;   any one of the Air Force commands 
such as SAC,   TAC,   PACAF,  ATC,   etc. 

Merged Accountability and Fund Reporting; 
an Air Force central accounting system. 

A computer processing function for modifica- 
tion of a file to incorporate corrections,   ad- 
ditions,   and deletions. 

The maintenance of a set of hardware that at- 
tempts to keep equipment in top operating con- 
dition and to preclude failures during production 
runs. 

The process of improving,   changing,   and cor- 
recting programs of a system that is currently 
operational. 

The maintenance performed by the contractor 
following equipment failure;   therefore,   is per- 
formed as required,   on an unscheduled basis. 

An individual  responsible for directing and co- 
ordinating all or part of the activities associated 
with an ADPS.    Only managers devoting at least 
10 percent of their time to a system are con- 
sidered part of that system's personnel. 

A computer processing function that combines 
items or records from two or more sequenced 
files with the same key into one sequenced file. 

Military Standard Transportation and MovcMTient 
Procedures;   a DOD standard for worldwide ship- 
ment transportation activities. 

Military Standard Requisitioning and Issue Pro- 
cedures;   a DOD standard for procurement and 
issuance of inventory items. 

(1)   An interchangeable plug-in item containing 
components;   (2)   an incremental block of stor- 
age or other building block for expanding the 
computer capacity. 
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Multiplex 

Multiprocessing 

Multiprogramming 

The process of transferring data from several 
storage devices operating at relatively low 
transfer rates to one storage device operating 
at a high transfer rate in such a manner that the 
high-speed device is not  obliged  to wait  for the 
low-speed devices. 

A mode of hardware operation where two  or 
more instruction sequences may be executed 
simultaneously.   The instruction sequences may 
be part of the same program or different pro- 
grams.    When the instruction sequences are 
from different programs,   the hardware opera- 
tion is also multiprogrammed. 

The interleaved or simultaneous execution of 
two  or  more  programs  by interconnected 
hardware. 

Off- Line 

OI 

On-Line 

Open Shop 

Operand 

Operations, 
Computer 

Operator 

Pertaining to peripheral equipment or devices 
not in direct communication with the central 
processing unit (CPU) of a computer.   Clarified 
by "Equipment,  Off-Line." 

Office Instruction 

Pertaining to peripheral equipment or devices 
in direct communication with the central proc- 
essing unit (CPU) of a computer.    Clarified by 
"Equipment,  On-Line";   synonymous with in- 
line processing and on-line processing. 

See "Shop,   Open." 

A quantity entering or arising in an instruction. 
An operand may be an argument,  a result,   a 
parameter,  or an indication of the location of 
the next instruction,  as opposed to the operation 
code itself. 

That part of ADP activity required for running 
production and/or development programs on 
ADP equipment. 

(1) In the description of a process,  that which 
indicates the action to be performed on operands; 
(2) a person who operates a machine. 
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Output 

Output,   Direct 

Output,   Indirect 

PCAM 

PDSA 

PDSO 

Preparation, 
Application 

Programmer 

Production 

Production, 
Application 

Query 

RAFT 

Ratio,   Operating 

(1)   Those data that have been processed as an 
ultimate system product;   (2)  the process   of 
transferring data from an internal storage to 
an external storage. 

Data produced on an on-line output device while 
the user is in attendance. 

Data disseminated to a user via manual handling 
subsequent to its production on an output device. 

Punched Card Accounting Machine;   the set of con- 
ventional punch card equipment including sorters, 
collators,  and tabulators. 

Personnel Data System--Airmen;   a centralized 
Air Force data processing system to maintain 
airman personnel data. 

Personnel Data System--Officers;   a centralized 
Air Force data processing system to maintain 
officer personnel data. 

(See "Application Preparation.") 

A person who prepares problem-solving pro- 
cedures and logical flow charts and who codes 
and debugs programs. 

Any computer processing resulting in the gen- 
eration of output to users. 

(See "Application Production.") 

A computer processing function acting on a de- 
mand input which specifies that data be accessed 
via file search and be displayed or output. 

Regional Accounting and Finance Test;   a pilot 
Air Force data processing system for testing 
a USAF base-level regional accounting and fi- 
nance system concept. 

The ratio of the number of hours of correct ma- 
chine operation to the total hours of scheduled 
operation;   e.g.,   on a  168-hour-week scheduled 
operation,   if 12 hours of preventive maintenance 
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Real-Time 

Record 

Record,  Unit 

Reliability- 

are required and 4.8 hours of unscheduled 
downtime occurs,  then the operating ratio is 
(168 -  16.8)/168,  which is equivalent  to  a 
90 percent operating ratio. 

(1)  Pertaining to the actual time during which a 
physical process transpires;   (2)  pertaining  to 
the performance of a computation during the 
actual time that the related physical process 
transpires so that results of the computations 
can be used in guiding the physical process. 

(1)  A group of related fields of information 
treated as a unit;   (2)  to put data into a storage 
device. 

A separate record that is similar in form and 
content to other records; e.g., a summary of 
a particular employee's earnings to date. 

(1) A measure of the ability to function without 
failure; (2) the amount of credence placed in a 
result. 

Relocate 

Report Generation 

Response 

Routine 

Routine,  Debugging 
Aid 

In programming,  to move a routine from  one 
portion of storage to another and to adjust the 
necessary address references so that the rou- 
tine can be executed in its new location. 

A computer processing function that transforms 
results from the primary computation to outputs 
for the system user;   e.g.,  data edit,   formatting, 
and printing. 

The response of a device or system is a quanti- 
tative expression of the output as a function of 
the input under conditions  that  must  be   ex- 
plicitly stated. 

A set of coded instructions arranged in proper 
sequence to direct the computer to perform a 
desired operation or sequence of operations. 
A subdivision of a program consisting of two 
or more instructions that are functionally re- 
lated;   therefore,  a program. 

A routine to aid programmers in the debugging 
of their routines.    Some typical routines are 
storage printout,  tape printout,   and drum print- 
out routines. 
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Routine,  Executive 

Routine,   Service 

Routine,   Utility 

Run 

A routine that controls loading and relocation 
of routines and in some cases makes use of 
instructions that are unknown to the general 
programmer.    Effectively,   an executive routine 
is part of the machine itself. 

A broad class of routines that are standardized 
at a particular installation for the purpose of 
assisting in maintenance and operation of the 
computer as well as in the preparation of pro- 
grams,   as opposed to routines for the actual 
solution of production problems.    This class 
includes monitoring or supervisory routines, 
assemblers,   compilers,  diagnostics for com- 
puter malfunctions,   simulation of peripheral 
equipment,   general diagnostics,   and input data. 
The distinguishing quality of service routines 
is that they are generally standardized to meet 
the servicing needs at a particular installation, 
independent of any specific production-type rou- 
tine requiring such services. 

A standard routine used to assist in the operation 
of the computer;   e.g.,  a   conversion routine,   a 
sorting routine,   a printout routine,   or a tracing 
routine.    Synonymous with utility program. 

The performance of one or more programs on 
a computer;   thus,  the performance of one rou- 
tine or several routines linked so that they form 
an automatic operating unit,   during which manual 
manipulations by the computer operator are zero, 
or at least minimal. 

SAC 

Shop,   Closed 

Shop,  Open 

Strategic Air Command 

The operation of a computer facility where pro- 
gramming service to the user is the responsi- 
bility of a group of specialists,  thereby effec- 
tively separating  the  phase of task  formation 
from that of computer implementation.    The pro- 
grammers are not allowed in the computer room 
to run or oversee the running of their programs. 
Contrasted with "Shop,  Open." 

The operation of a computer facility  where com- 
puter programming,   coding,   and operating can 
be performed by any qualified employee of the 
organization,   not necessarily by the personnel 
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Software 

of the computing center itself;   and where the 
programmer may assist in or oversee the run- 
ning of his program on the computer.    Contrasted 
with "Shop,   Closed." 

The totality of programs and routines used to 
extend the capabilities of computers, such as 
compilers, assemblers, narrators, routines, 
and subroutines.    Contrasted with "Hardware." 

Sort 

Statement,  Source 

Storage, Auxiliary 

Storage,  Main 

(1)  To arrange items of information according 
to rules dependent upon a key or field contained 
in the items or records;   (2)   a computer proc- 
essing function to arrange records of informa- 
tion according to rules operating upon key(s) 
contained in the records. 

In computer programming,  a meaningful ex- 
pression or generalized instruction in a source 
language. 

A storage device in addition to the main storage 
of a computer;   e.g.,  magnetic tape,  disk,  or 
magnetic drum.    Auxiliary storage usually holds 
much larger amounts of information than the 
main storage,  and the information is less rap- 
idly accessible. 

Usually the fastest storage device of a computer 
and the one from which instructions are executed. 

System,  Automatic 
Data Processing 

System Analyst 

TAC 

Terminal 

The term descriptive of an interacting assembly 
of procedures,  processes,  methods,  personnel, 
and automatic data processing equipment which 
performs a complex series of data processing 
operations. 

A person skilled in the definition and development 
of techniques for solving a problem.    System ana- 
lysts are usually specialists in a particular class 
of problems such as inventory,   accounting,   com- 
mand and control,   etc. 

Tactical Air Command 

(1) A point in a system or communication net- 
work at which data can either enter or leave; 
(2) a general term referring to the equipment 
at the end of a telegraph circuit; modems and 
associated equipment. 
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Test,  Program 

Test,  System 

Throughput 

Time,  Application 
Preparation 

Time,   Application 
Production 

Time,   Available 

Time,   Chargeable 
Lost 

A system of checking before running any prob- 
lem in which a sample problem of the same lyp<* 
with a known answer is run. 

(1)    The running of the whole system against 
test data; (2) a complete simulation of the 
actual running system for purposes of testing 
the adequacy of the system; (3) a test of an 
entire interconnected set of components for 
the purpose of determining proper functioning 
and interconnection. 

Productivity based on all facets of an operation. 
For example,  a computer with a capability of 
simultaneous operations (e.g.,   read/write/ 
compute) would have a high throughput rating. 

Any computer processing involved in initial file 
development and other one-time operations when 
converting an application,   including parallel 
operations. 

Any computer processing of an application re- 
sulting in the generation of output to the applica- 
tion user(s). 

(1)   The number of hours a computer is available 
for use;   (2) the time during which a computer 
has the power turned on,   is not under mainte- 
nance,  and is known or believed to be operating 
correctly. 

This time may be attributed to the following: 
(a)   Programming Error:   Rerun time as a re- 
sult of program errors,    (b)   Operator Error: 
Rerun time as a result of computer operator 
errors,    (c)   Defective Tape:   Rerun time as a 
result of magnetic tape defects when such time 
is not gratuitously provided,    (d)   Scheduling 
Error:   Rerun time when a program run is proc- 
essed out of sequence with incomplete data, 
etc.,  because of an erroneous schedule,    (e)   De- 
fective Materials:    Rerun time due to material 
defects other than magnetic tape;   i.e. ,   bad paper, 
card defects,   poor printer ribbons,   etc.    (f)   In- 
correct Data:   Rerun time caused by erroneous 
input data received from another organization 
or other data,    (g)  Site Environment Failures: 
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Rerun time caused by an air conditioning failure, 
electric power failure,   or other site phenomenon 
that interrupts processing,    (h)   Other Chargeable 
Rerun:    Rerun time caused by factors other than 
above. 

Time,  Down 

Time,  Idle 

Time,  Machine 
Error Lost 

Time,  Off 

Time,  Operational 
Use 

Time,   Other 

Time,  Program 
Development and 
Maintenance 

Time,  Program 
Testing 

The period during which a computer is malfunc- 
tioning or not operating correctly because of 
mechanical or electronic failure,  as opposed to 
available time,   idle time,   or standby time,   dur- 
ing which the computer is functional.    Contrasted 
with "Time,  Up." 

That time,   scheduled or unscheduled,  which nor- 
mally occurs between completing of one program 
run (end of tear down) and starting to set up for 
the next program run.    Idle time may also occur 
during a run period.    Idle time also includes that 
portion of time the computer system cannot be 
used because of site environment failure. 

Rerun time provided by the vendor as a result 
of computer system failure. 

Time when the computer system is not scheduled 
to operate.    (Usually occurs on weekends,  holi- 
days,  and late evening or early morning hours.) 

In Federal Government ADP contracts,  the time 
during which the equipment is in operation,   ex- 
clusive of idle time,   setup time,  maintenance 
time,   or rerun time due to machine failure. 
Components not programmed for use in a spe- 
cific computer run are not considered to be in 
use,   even though connected into the computer 
system. 

Time when no other classification of time is 
applicable or when the classification of time 
is not available or unknown. 

The computer time for chargeable program de- 
velopment and maintenance,   including assembly, 
compilation,  test,  and maintenance.    (Mainte- 
nance refers to time spent in changing,   improv- 
ing,   and patching of existing programs.) 

The machine time expended for program testing, 
debugging,   and volume and compatibility testing. 
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Time,  Search 

Time,  Scheduled 
Maintenance 

Time,  Setup 

Time-Sharing 

The time required to locate a particular field 
of data in storage.    Searching requires a com- 
parison  of each  field with  a  predetermined 
standard until an identity is obtained.    This is 
contrasted with access time,  which is based on 
locating data by means of the address of its stor- 
age location. 

Time during which the computer system is placed 
at the disposal of the engineer for scheduled pre- 
ventive maintenance and during which maintenance 
is actually performed. 

Time required to load and unload tape drives 
and card readers,   to insert printer forms,   etc., 
when the CPU is not processing.    Such time may 
occur at the beginning of,   during,   or at the end 
of,   a processing run and includes temporary de- 
lays,   such as correcting card and paper jams. 

(1)   The use of a device for two or more pur- 
poses during the same overall interval,  accom- 
plished by interspersing component actions in 
time;   (2)  pertaining to the interleaved use of the 
time of a device. 

Time,   System 
Improvement 

Time,   Turnaround 

The machine downtime needed for the installation 
and testing of new components,  large or small, 
and machine downtime necessary for modifica- 
tion of existing components.    This includes all 
programmed tests following the above actions to 
prove the machine is operating properly. 

The average time required by a computer opera- 
tions unit to complete a program compilation or 
test,   including time waiting in queue of jobs to 
be run. 

Tiine,   Unscheduled 
Maintenance 

Time,   Up 

Trace 

Time during which the computer system is down 
due to a machine malfunction.    The computer 
system is considered down when it is not used 
because one or more components are down.   Re- 
medial maintenance is performed during this time, 

The time during which equipment is either pro- 
ducing work or is available for productive work. 

An interpretive diagnostic technique that provides 
an analysis of each executed instruction. 
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Transport,  Tape 

Update 

The mechanism that moves magnetic or paper 
tape past sensing and recording heads;   usually 
associated with data processing equipment. 
Sometimes called tape drive. 

To put into a file changes required by current 
information or transactions. 

USAF 

Workload 

United States Air Force 

The external aspects of information flow asso- 
ciated with an ADPS.    Workload is broken into 
the following major areas:    inputs,   outputs, 
data base,   and processing functions.    Each 
major area is further broken into components 
such as input volume,   output volume,  and data 
base size. 

Workload Descriptor A measurable numeric quantity defining the mag- 
nitude of workload components such as input 
volume,  output variety,  and data base size. 
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B.        Glossary of Cost Factors and Workload Descriptors 

Average Number of Years 
of ADP Experience for 
Analysts 

Average Number of Years 
of ADP Experience for 
Development Managers 

Average Number of Years 
of ADP Experience for 
Operations Personnel 

Average Number of Years 
of ADP Experience for 
Programmers 

Average number of Years 
of College Education for 
Development Managers 

Average Number of Years 
of Functional Area Ex- 
perience for Analysts 

Average Number of Years 
of Functional Area Expe- 
rience for Development 
Managers 

Average number of years in ADP for ana- 
lysts, who are persons skilled in the def- 
inition and development of techniques for 
solving a problem. 

Average number of years in the field of 
automatic data processing (ADP) for de- 
velopment managers. 

Average number of years in ADP for op- 
erations personnel,   including operators, 
schedulers,  data edit personnel,  magnetic 
type librarians,   report binders,  and 
managers. 

Average number of years in ADP for pro- 
grammers,  who are persons who prepare 
problem-solving procedures and logical 
flow charts,  and code and debug programs. 

Development managers' college education, 
measured in average number of years, 
where development managers are the in- 
dividuals responsible for directing and 
coordinating all or part of the activities 
associated with an ADPS during the de- 
velopment phase.    Only managers devot- 
ing at least 10 percent of their time to the 
system are considered. 

Average number of years of experience in 
a field of application for analysts,  who are 
persons skilled in the definition and develop- 
ment of techniques for solving a problem. 

Average number of years of experience in 
a field of application such as accounting, 
inventory control,  weather forecasting, 
etc.,  for development managers, where 
development managers are the individuals 
responsible for directing and coordinating 
all or part of the activities associated with 
an ADPS during the development phase. 
Only managers devoting at least 10 percent 
of their time to the system are considered. 
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Average Number of Years 
of Functional Area Expe- 
rience for Operations 
Personnel 

Average Number of Years 
of Functional Area Expe- 
rience for Programmers 

Characters in Data Base 

Average number of years of experience in 
a field of application for operations person- 
nel,  including operators,   schedulers,   data 
edit personnel,  magnetic tape librarians, 
report binders,  and managers. 

Average number of years of  experience in 
a field of application for programmers, who 
are persons  who prepare   problem-solving 
procedures and  flow charts,    and code and 
debug programs. 

The expected number of characters in the 
data base where the data base is a collec- 
tion of files that contain unique informa- 
tion,  are accessible to the ADPS,   and are 
normally referenced or updated with rela- 
tively high frequency.    Intermediate files 
are not counted. 

Characters Per Month 
of Input Volume 

The expected amount of ADPS input orig- 
inating outside the ADPS,  measured in 
characters per month.    Intermediate in- 
puts of the ADPS should not be included. 
On unit record input,   only character posi- 
tions used for data are counted. 

Characters Per Month 
of Output Volume 

The expected amount of ADPS output des- 
tined to users,   measured in characters 
per month.    Intermediate outputs of the 
ADPS are not included.    Only nonblank 
characters are counted. 

Dollars of Hardware Cost 
for Program Checkout 

Dollars Per Month of 
Hardware Cost for 
Application Production 

The hardware cost for computer hours 
used for program checkout during the de- 
velopment phase of the ADPS. 

The hardware cost for monthly coinputer 
hours charged to the user of the ADPS for 
processing that is not of a developmental 
or corrective nature. 

Dollars Per Month of 
Hardware Cost for 
Program Maintenance 

The hardware cost for the monthly com- 
puter hours used for processing improve- 
ments,   changes,   and corrections to pro- 
grams of an operational ADPS. 
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Man-Months of 
Development Effort 

Months of Elapsed 
Development Time 

Number of Data 
Base Record Types 

Number of Input 
Data Fields 

Number of Input 
Transaction Types 

Number of Object 
Instructions 

Number of Output 
Formats 

Number of Operations 
Personnel 

Number of Program 
Maintenance Personnel 

The number of man-months expended by all 
relevant personnel,  including managers, 
analysts,  programmers,   and operators,  to 
develop the ADPS during the development 
phase,  which begins with the start of sys- 
tem design and ends when the system is 
declared operational.    During this develop- 
ment phase such activities as detailed sys- 
tem design,  programming,   checkout,   and 
equipment installation are accomplished. 

The number of calendar months elapsed 
from the date system design for the ADPS 
is begun to the date it is declared operational. 

The number of logical record types in the 
data base where a logical record is a set 
of logically related data fields independent 
of the physical manner of storage. 

A count of data fields from the ADPS input 
that are unique in content and/or format; 
e.g. ,  if there is a data field for name on 
six different card formats,  the number of 
unique data fields is one. 

A count of different transaction types of 
ADPS input that normally are identified 
by a unique transaction code and/or a 
unique input format. 

The number of instructions generated by 
the compiler or assembler for the ADPS. 
This is the number of machine-format in- 
structions in an object program deck that 
can be processed directly by the computer. 

The number of different types and formats 
of ADPS outputs. 

The number of personnel,  including op- 
erators,   schedulers,  data edit personnel, 
magnetic tape librarians,   report binders, 
and managers,  etc. ,  used to process the 
ADPS programs on the computer during 
the operations phase. 

The number of personnel,  including man- 
agers,  analysts,  and programmers,  in- 
volved in improving,   changing,  and cor- 
recting programs of a system during the 
operations phase. 

187 



Number of Source 
Statements 

Percent of Input 
Rejects 

Percent of Production 
Hours for Compute 

Percent of Production 
Hours for Control 

Percent of Production 
Hours for File 
Maintenance 

The number of lines of code written by the 
programmer in any source language for the 
ADPS.    This may be the same as the num- 
ber of instructions in machine language. 

Input data error rate,  measured by the 
ratio of the number of rejected records 
to the number of expected records per 
month multiplied by 100. 

The percent of production hours per month 
for compute,   where compute is the per- 
formance of logical,  arithmetic,   and de- 
cisional operations on data. 

The percent of production hours per month 
for control,  where control is a computer 
processing function that expedites all other 
computer processing functions;   e.g.,  job 
scheduling,  priority handling,   segment 
overlaying,  data management,  and hard- 
ware assignment,  etc. 

The percent of production computer hours 
per month for file maintenance,  where file 
maintenance is the modification of a file to 
incorporate corrections,   additions,   and 
deletions. 

Percent of Production 
Hours for Input Edit 

The percent of production computer hours 
per month for input edit,  where input edit 
is performed on input data to prepare it 
for the primary processing;   e.g.,  limit 
and logic checking,   field conversion,   and 
data edit. 

Percent of Production 
Hours for Merge 

Percent of Production 
Hours for Query 

Percent of Production 
Hours for Report 
Generation 

The percent of production computer hours 
per month for merge,  where merge is the 
combining of items or records from two 
or more sequenced files with the same 
key into one sequenced file. 

The percent of production hours per month 
for query,  where query is action on a de- 
mand input which specifies that data be 
accessed via file search and displayed or 
output. 

The percent of production computer hours 
per month for report generation,  where 
report generation is the transformation 
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Percent of Production 
Hours for Sort 

of results from primary computations to 
outputs for the system user. 

The percent of production hours per month 
for sort,  where sort is the arranging of 
records of information according to rules 
operating upon key(s) contained in the 
records. 

Percent of Source State- 
ments for Compute 

The percent of source statements for com- 
pute,  where compute is the performance 
of logical,   arithmetic,   and decisional op- 
erations on data. 

Percent of Source State- 
ments for Control 

Percent of Source State- 
ments for File Maintenance 

Percent of Source State- 
ments for Input Edit 

Percent of Source State- 
ments for Merge 

Percent of Source State- 
ments for Query 

Percent of Source State- 
ments   for  Report 
Generation 

The percent of source statements for con- 
trol,  where control is a computer process- 
ing function that expedites all other com- 
puter processing functions;   e.g.,   job 
scheduling,  priority handling,   segment 
overlaying,  data management,  and hard- 
ware assignment. 

The percent of source statements for file 
maintenance,  where file maintenance is 
the modification of a file to incorporate 
corrections,  additions,  and deletions. 

The percent of source statements for input 
edit, where input edit is performed on input 
data to prepare it for the primary process- 
ing;   e. g. ,   limit and logic checking,    field 
conversion,   and data edit. 

The percent of source statements for merge, 
where merge is the combining of items or 
records from two or more sequenced files 
with the same key into one sequenced file. 

The percent of source statements for query, 
where query is action on a demand input 
which specifies that data be accessed via 
file search and displayed or output. 

The percent of source statements for re- 
port generation,  where report generation 
is the transformation of results from pri- 
mary computations to outputs for the sys- 
tem user. 
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Percent of Source 
Statements for Sort 

The percent of source statements for sort, 
where sort is the arranging of records of 
information according to rules operating 
upon key(s) contained in the record. 
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Use of the Development Experience Index 

The development experience index is used to retrieve relevant 
development experience from the system descriptions.    Retrieval 
is based on the following workload descriptors: 

Number of Input Transaction Types 
Number of Input Data Fields 
Number of Output Formats 
Number of Data Base Record Types 

Proposed values of these workload descriptors must be known for 
the ADPS under evaluation.    The type of development experience 
and problems retrieved by this index will be related to the magni- 
tude of the development effort.    Sections of system descriptions 
which will be of greatest interest include: 

Application Program Development                 Schedule 
Application Program Maintenance 

Other sections of interest include: 

Organization                 File Conversion                       Benefits 
History                           Documentation                         Cost Factors 
Software                          Personnel                                    Description 

Procedure 

1. Enter the proposed values for No.  of Input Transaction Types,  No.  of Input Data Fields,  No.  of Output 
Formats,  and No.   of Data Base Record Types in box below the corresponding scale. 

2. Remove the index card from the pocket in the Air Force ADP Experience Handbook (Pilot Version) and posi- 
tion the center arrow of the Development Slide at the proposed value on the No. of Input Transaction Types scale. 

3. For all systems bounded by the Development Slide,  enter the number from the tolerance band in the 
No.  of Input Transaction Types row of the Ranking Table beneath the corresponding system name. 

4. Repeat steps 2 and 3 for No.  of Input Data Fields,  and No.  of Output Formats. 

5. Repeat steps 2 and 3 for No. of Data Base Record Types if the proposed value is not zero.    If the pro- 
posed No.   of Data Base Record Types is zero,   enter the number 3 in the Data Base row of the Rank- 
ing Table beneath ADOBE, M1SSIM,  and ORBIT. 

6. Enter the Total Rank in the bottom row of the Ranking Table.    Total Rank is computed by adding the 
numeric entries in each each column of the Ranking Table. 

7. The system with the largest Total Rank is the most relevant system in developmental aspects to the 
proposed system.    Relevancy of other systems is in order of Total Rank.    Systems with Total Rank 
equal to or greater than 7 are highly relevant to the proposed automation.    Systems with Total Rank 
less than 7 but greater than 3 have less relevance,  but may still be used, while developmental experi- 
ence data from systems with Total Rank less than or equal to 3 should not be used. 

Ranking Table            //////  /&////&/&// /£/C/  /So 

Page No. 39 46 53 60 67 74 81 88 95 102109 116 123 130137 144 151 158 

No.  of Input 
Trans.  Type 
Rank 

No.  of Input 
Data Fields 
Rank 

No. of Output 
Formats 
Rank 

No. of Data 
Base Record 
Types Rank 

Total Rank 

A.      WORKSHEET FOR DEVELOPMENT EXPERIENCE INDEX 
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Char,   in Data Base Proposed Value   = 

Use of the Operations Experience Index 

The operations experience index is used to retrieve relevant operations 
experience from the system descriptions.    Retrieval is based on the 
following workload descriptors: 

Char./Mo.  of Input Volume 
Char. /Mo.   of Output Volume 
Char,  in Data Base 

Proposed values of these workload descriptors must be known for the 
ADPS under evaluation.    The type of operations experience and prob- 
lems retrieved by this index will be related to the magnitude of the op- 
erations.    Sections of the system descriptions which will be of greatest 
interest include: 

Operations 
Hardware 

Other sections of interest include: 

Organization 
Software 
File Conversion 

Documentation 
Personnel 
Benefits 

Cost Factors 

Description 

Procedure 

1. Enter the proposed values for Char. /Mo.  of Input Volume,  Char. /Mo.   of Output Volume,  and Char, 
in Data Base in the box below the corresponding scale. 

2. Remove the index card from the pocket in the Air Force ADP Experience Handbook (Pilot Version) and posi- 
tion the center arrow of the Operations Slide at the proposed value of the Char. /Mo of Input Volume scale. 

3. For all systems bounded by the Operations Slide,  enter the number from the tolerance band in the 
Char. /Mo.  of Input Volume row of the Ranking Table beneath the corresponding system name. 

4. Repeat steps 2 and 3 for Char. /Mo.  of Output Volume. 

5. Repeat steps 2 and 3 for Char,   in Data Base,   if the proposed value is not zero.    If the proposed 
Char,  in Data Base is zero,   enter the number 3 in the Data Base row of the Ranking Table beneath 
ADOBE,  MISSIM,   and ORBIT. 

6. Enter the Total Rank in the bottom row of the Ranking Table.    Total Rank is computed by adding the 
numeric  entries  in  each column of the Ranking Table. 

7. The system with the largest Total Rank is the most relevant system in operational aspects to the 
proposed system.    Relevancy of other systems is in order of Total Rank.    Systems with Total 
Rank equal to or greater than 5 are highly relevant to the proposed system.    Systems with Total 
Rank less than 5 but greater than 2 have less relevance,  but may still be used,   while   operational 
experience data from systems with Total Rank less than or equal to 2 should not be used. 
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Input Vol. 
Rank 

Output Vol. 
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■ Size Rank 

Total Rank 
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C.        Functional Area Index 
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Operations 
Supporting X X 

Research and 
Development X X X 

Materiel 
Management X X X X 

Personnel/ 
Manpower X X 

Financial and 
Accounting X X X X 

Weather X • 

T ransportation 
Management X 

Miscellaneous X 

Use:    To use this index,   find the row of the Functional Area Index 
Table with the same functional area as the proposed ADPS.    Systems se- 
lected with the same functional area as the proposed ADPS are designated 
by an "X" in this row under the system acronym.    System description 
sections of the selected systems of greatest interest are 

Function 
Description 

Other system description sections of interest are 

Application Program Developmenl 
File Conversion 
Personnel 
Application Program Maintenance 
Benefits 
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D.        Decentralized Operations Index 
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Single 
Installation X X X X X X X X X X 

2 to 7 
Installations X X X 

1  8 to 100 
Installations X X X 

1  More than  100 
Installations X X 

Use:    To use this index,  find the row of the Decentralized 
Operations Index Table corresponding to the number of operational 
installations for the proposed ADPS.    Systems selected with the number 
of operational installations in the same range as the proposed ADPS are 
designated by an "X" in this row under the system acronym.    System 
description sections of the selected systems of greatest interest are 

Location 
History 
Schedule 
Application Program Development 
Application Program Maintenance 

Other system description sections of interest are 

Organization 
Description 
Hardware 
Documentation 
Personnel 
Benefits 
Cost Factors 
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E.        Multiple Application Index 
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Single 
Application X X 1 ■ X X X X 

2 to 10 
Applications X X X X 

More than 10 
Applications X X X X X X X 

Use:    To use this index,  find the row of 1 lie Multiple Applications 
Index Table corresponding to the number of ap )lications at an installation 
for the proposed ADPS.    Systems selected witl   the number of applica- 
tions in the same range as the proposed ADPS are designated by an "X" 
in this row under the system acronym.    The s-y stem description section 
of the selected systems of greatest interest is 

Operations 

Other system description sections of interest i re 

Organization 
Software 
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F.        Programming Language 
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COBOL X X X X X 

FORTRAN X X X X X 

ALGOL X 

ALTAC X 

Autocoder X X X X 

GAP X 

FAP X X X 

ARGUS X 

RCA Assembly 
Language X 

TAC X 

PAL X 

Machine 
Language X 

Use:    To use this index,  find the row of Programming Language 
Index Table with the same programming language specified for the 
proposed ADPS.    Systems selected with the same programming language 
as the proposed ADPS are designated by an "X" in this row under the 
system acronym.    The system description sections of the selected 
systems of greatest interest are 

Software 
Application Program Development 
Application Program Maintenance 

Other system description sections of interest are 

Description 
Hardware 
Personnel 
Benefits 
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G.        Processing Type Index 
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Real-Time 
Data 
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On-Line 
Inquiry 
Processing X X X X X 

Batched Under 
Executive 
Control X X X X X X X X < X X X X X X X X 

Batched With 
No Executive X 

Use:    To use this index,  find the row of  :he Processing Type Index 
Table corresponding to the processing type of the proposed ADPS. 
Systems selected with the same type of processing as the proposed ADPS 
are designated by an "X" in this row under the  system acronym.    System 
description sections of the selected systems o   greatest interest are 

Description 
Hardware 
Software 

Other system description sections of interest   ire 

Workload 
Application Program Development 
Operations 
Cost Factors 
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H. File Conversion Index 
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No.  File 
Conversion X X X X X X X 

Manual to 
ADP System X X X X X 

PCAM to 
ADP System X X 

ADP System 
to ADP System X X X X X X X 

Use:    To use this index,  find the row of the File Conversion Index 
Table corresponding to the type of file conversion for the proposed ADPS. 
Systems selected with the same type of file conversion as the proposed 
ADPS are designated by an "X" in this row under the system acronym. 
The system description section of the selected systems of greatest 
interest is 

File Conversion 

Other system description sections of interest are 

History 
Schedule 
Workload 
Hardware 
Cost Factors 
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Direct Access Storage Index 
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No Direct 
Access Storage X X X X X X X X X X X X 

1 to 10M Char. X X X 

10M to 50M 
Char. X 

Greater than 
50M Char. > X 

Use:    To use this index,  find the row of tie Direct Access Storage 
Index Table corresponding to the amount of dir ;ct access storage for the 
proposed ADPS.    Systems selected with amoun   of direct access storage 
in the same range as the proposed ADPS are d< signated by an "X" in this 
row under the system acronym.    The system d ascription section of the 
selected systems of greatest interest is 

Hardware 

Other system description sections of interest are 

Description 
Software 
Application Program Development 
Operations 
Application Program Maintenance 
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J. (Continued) 
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Use:   To use this index,  find the row of tie Computer Cost Index 
Table with closest basic monthly rental of an i] dividual computer in the 
proposed ADPS.    Systems selected are designated by an "X" in this row 
under the system acronym.    System descriptio is sections of the selected 
systems of greatest interest are 

Hardware 
Operations 

Other system description sections of interest are 

History 
Schedule 
Workload 
Software 
Cost Factors 
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K.        (Continued) 
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Use:    To use this index,  find the row of   he Computer Index Table 
with the same computer as the proposed ADPS.    Systems selected using 
the same computer as the proposed ADPS are  designated by an "X" in 
this row under the system acronym.    System < escription sections of the 
selected systems of greatest interest are 

Hardware 
Operations 

Other system description sections of interest   ire 

History 
Schedule 
Workload 
Software 
Application Program Development 
File Conversion 
Application Program Maintenance 
Cost Factors 
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L.        Security Index 
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No.  Aspect of 
System Is 
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SoiTie Aspect of 
System Is 
Confidential lx 
Some Aspect of 
System Is Secret X X 

Some Aspect of 
System Is Top 
Secret X X 

Use:    To use this index find the row of the Security Index Table 
with the same security classification as the proposed ADPS.    Systems 
selected with the same security classification as the proposed ADPS are 
designated by an "X" in this row under the system acronym.    System 
description sections of the selected systems of greatest interest are 

Organization 
Operations 

Other system description sections of interest are 

History 
Description 
Hardware 
Application Program Development 
File Conversion 
Documentation 
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