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ABSTRACT

This handbook of Air Force automatic data processing experience
is a pilot version of one to be produced in the next phase of the project.
The ADP experience data was collected by interview on 18 Air Force
ADP systems; the handbook produced during the next phase of the proj-
ect will be updated from experience periodically reported to Headquar-
ters, USAF, from some 200 ADP systems. The purpose of the pilot
version is to acquaint Air Force personnel with the concept of using
highly organized, summarized, and retrievable ADP experience in judg-
ing proposals for new automation, The pilot version of the handbook
contains data collected after the fact from only 18 ADP systems, and
hence the handbook has limited usefulness for actual evaluation of ADPS
proposals. It does, however, contain cost estimation equations and nar-
rative experience that will be useful until the 200 system handbook can
be produced in Phase III.

Experience relevantto a proposed ADPSis retrieved fromthe hand-
book via information extracted from the proposal. The extracted infor-
mation consists of quantitative workload descriptors of the proposed
ADPS (e.g., number of input data fields and number of output formats)
and certain qualitative descriptors (e. g., centralized or decentralized
operations and presence or absence of direct access storage). The quan-
titative workload descriptors are used with cost estimation iso-graphs
in the handbook to predict costs, so that proposed cost factors (e.g.,
man-months of development effort and dollars per month of hardware
cost for application production) may be compared with Air Force ex-
perience. Both quantitative and qualitative descriptors are used to re-
trieve relevant information from the 18 system descriptions foundin the
handbook. The retrieved experience will be used to check consistency
and to uncover potential problems of the proposed ADPS that may be en-
countered during system development and operation.

A primer ontheuse of this handbook applied to a hypothetical ADPS
proposal is published separately as ESD-TR-66-672. A final reportcov-
ering activities and conclusions of the project is also published sepa-
rately as ESD-TR-66-671.
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I. USE OF EXPERIENCE HANDBOOK

The Experience Handbook is used to evaluate a proposed ADPS in
two major steps. The first step involves the comparison of proposed
cost factors such as man-months of development effort with estimated
cost factors obtained through use of cost estimation iso-graphs, These
iso-graphs are graphical representations of cost estimation equations
derived from sampled data on 18 Air Force ADP systems. Subsection
I.A. describes the use of these iso-graphs.

The second step for use of the handbook involves reviewing the
proposed hardware, software, development plan, file conversion plan,
etc., in light of experience gained by the Air Force in the development
and operation of 18 ADP systems. The experience information is re-
trieved from 18 system descriptions through the use of 12 indexes.
Subsection I. B. describes the use of these indexes for retrieval of ex-
perience information, while subsection I. C. describes the format and
content of the experience information in the system descriptions.

A, Cost Estimation

1. Description of Iso-Graphs

Five sets of iso-graphs representing the five cost estimation
equations and their respective intervals are available for cost estimation.
These sets of iso-graphs are identical in structure and are contained in
Section II. Each set is used for determining three expected values for a
cost factor. Cost factors that may be estimated are as follows:

Development Cost

o Man-months of development effort

Operations Cost

Number of program maintenance personnel

Number of operations personnel

Dollars per month of hardware cost for application production
Dollars per month of hardware cost for program maintenance

0 00O

The workload descriptors from the ADPS proposal are used for de-
termining cost from the iso-graphs. The workload descriptors required
for using all five sets of iso-graphs are as follows:

Input Variables

o Characters per month of input volume
o Number of input data fields




Output Variables

o
o

Characters per month of output volume
Number of output formats

Data Base Variable

(o]

Characters in data base

See Figure 1 for an example of a set of iso-graphs. The set con-
tains three charts, each to be entered in identical fashion. The hori-
zontal scale of the example marks off the number of input data fields,
while the vertical scale marks off the number of output formats.

2.

Obtaining the Cost Estimates

Follow the procedure of steps a through g to obtain the three

values of a cost factor.

a. Find the workload descriptor value for the proposed
ADPS on the horizontal scale of any one of the three
iso-graphs.

b. Draw a vertical line through all three iso-graphs at
the value established in step a.

c: Find the workload descriptor value for the proposed
ADPS on the vertical scale of each of the three
iso-graphs.

d. Draw a horizontal line on all three iso-graphs through
the values established in step c.

e. On the top iso-graph, determine the value that the cost
estimate is expected to be less than, 90 percent of the
time, by logarithmically interpolating the intersection
point of the vertical (step b) and horizontal (step d)
lines between adjacent iso-lines.

f. On the center iso-graph, determine the value that the
cost estimate is expected to be, by logarithmically
interpolating the intersection point of the vertical
(step b) and horizontal (step d) lines between adjacent
iso-lines.

g. On the bottom iso-graph, determine the value that the
cost estimate is expected to be greater than, 90 percent
of the time, by logarithmically interpolating the inter-
section point of the vertical (step b) and horizontal
(step d) lines between adjacent iso-lines.
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3. Interpreting the Results

The results taken from the three iso-graphs have the follow-
ing meaning:

Top Iso-Graph Iso-lines of this chart give the value the estimated
cost factor is expected to be less than, 90 percent of the time.

Center Iso-Graph Iso-lines of this chart give the value the cost

factor is expected to be (50 percent of the time it will be greater
and 50 percent of the time it will be smaller).

Bottom Iso-Graph Iso-lines of this chart give the value the cost
factor is expected to be greater than, 90 percent of the time.

8 Using Estimated Costs and Relevant Experience

The proposed costs are compared with estimated costs
from the top and bottom iso-graphs to determine whether the pro-
posed costs fall within their respective prediction intervals.! If
any of the proposed costs are outside their respective prediction
intervals, these costs are highly suspect of error and should be
carefully examined using relevant experience data retrieved from
system descriptions in the handbook. If the proposed costs are
within their predicted intervals, relevant experience data are re-
trieved from the system descriptions to verify the reasonableness
of the proposed costs. )

B. Retrieval of Relevant Experience

Twelve indexes are available for retrieving information from the
18 system descriptions. The system descriptions appear in Section III
and indexes in Section V. Two of the indexes use workload descriptors
for retrieval of experience, while the other 10 use other system attri-
butes such as functional area. The 12 indexes do not exhaust all attri-
butes for indexing, but provide convenient tools for retrieving the bulk
of experience data in the system descriptions relevant to a proposed
system. This section describes the manual procedures for retrieving
information relevant to a proposed ADPS using each of the 12 indexes.

k. Development Experience Index

The Development Experience Index uses a Development Ex-
perience Index Worksheet (see Section V) in conjunction with a plastic
index card. The index card is also used with the Operations Experience
Index. Figure 2 illustrates the parts of the index card.

1The prediction intervals for the cost estimation equations in this pilot
version of the Experience Handbook are rather wide. These wide inter-
vals are largely due to the small sample size used in development of
these equations.
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To determine systems which have relevant development experi-
ence, fill out a Development Experience Index Worksheet according to
the following procedures (also included on the worksheet):

a.

Enter the proposed values for No. of Input Transac-
tion Types, No. of Input Data Fields, No. of Output

Formats, and No. of Data Base Record Types in box
below the corresponding scale.

Remove the index card from the pocket and position
the center arrow of the Development Slide at the pro-
posed value on the No. of Input Transaction Types
scale.

For all systems bounded by the Development Slide,
enter the number from the tolerance band in the No.
of Input Transaction Types row of the Ranking Table
beneath the corresponding system name.

Repeat steps b and c for No. of Input Data Fields and
No. of Output Formats.

Repeat steps b and c for No. of Data Base Record
Types if the proposed value is not zero. If the pro-
posed No. of Data Base Record Types is zero, enter
the number 3 in the Data Base row of the Ranking
Table beneath ADOBE, MISSIM, and ORBIT,.

Enter the Total Rank in the bottom row of the Ranking
Table. Total Rank is computed by adding the numeric
entries in each column of the Ranking Table.

The system with the largest Total Rank is the most
relevant system in developmental aspects to the pro-
posed system. Relevancy of other systems is in order
of Total Rank. Systems with Total Rank equal to or
greater than 7 are highly relevant to the proposed au-
tomation. Systems with Total Rank less than 7 but
greater than 3 have less relevance, but may still be
used, while developmental experience data from sys-
tems with Total Rank less than or equal to 3 should
not be used.

2. Operations Experience Index

The Operations Experience Index uses an Operation Experience
Index Worksheet (Section V) in conjunction with the same plastic index
card used for the Development Experience Index. See Figure 2 for defi-
nition of index card parts. '




To determine systems that have relevant operations experience,
fill out an Operations Experience Index Worksheet according to the fol-
lowing procedures (also included on the worksheet):

a. Enter the proposed values for Char, /Mo. of Input
Volume, Char./Mo. of Output Volume, and Char.
in Data Base in the box below the corresponding
scale.

b. Remove the index card from the pocket and position
the center arrow of the Operations Slide at the pro-
posed value of the Char. /Mo. of Input Volume scale.

c. For all systems bounded by the Operations Slide,
enter the number from the tolerance band in the
Char./Mo. of Input Volume row of the Ranking
Table beneath the corresponding system name.

d. Repeat steps b and ¢ for Char./Mo. of Output Volume.

e. Repeat steps b and ¢ for Char. in Data Base, if the
proposed value is not zero. If the proposed Char. in
Data Base is zero, enter the number 3 in the Data
Base row of the Ranking Table beneath ADOBE,
MISSIM, and ORBIT.

1, Enter the Total Rank in the bottom row of the Ranking
Table. Total Rank is computed by adding the numeric
entries in each column of the Ranking Table.

g. The system with the largest Total Rank is the most
relevant system in operational aspects to the pro-
posed system. Relevancy of other systems is in order
of Total Rank. Systems with Total Rank equal to or
greater than 5 are highly relevant to the proposed sys-
tem. Systems with Total Rank less than 5 but greater
than 2 have less relevance, but may still be used,
while operational experience data from systems with
Total Rank less than or equal to 2 should not be used.

3. Functional Area Index

The Functional Area Index is used to retrieve systems with
the same functional area as the proposed ADPS., All sampled ADP sys-
tems fall into one of the following functional areas:

Operations Supporting
Research and Development
Materiel Management
Personnel Manpower

00 0O




Financial and Accounting
Weather

Transportation Management
Miscellaneous

0O 00O

To use this index, find the row of the Functional Area Index Table
(Section V) with the same functional area as the proposed ADPS., An
"X" will appear in this row under each sampled ADPS with the same
functional area.

4. Decentralized Operations Index

Decentralized operations imply that an ADPS has a centralized
development with a number of decentralized operations dependent on the
centralized development for system maintenance and support as well as
delivery of the initial system capability., The Decentralized Operations
Index is used to retrieve systems with the number of operational instal-
lations in the same range as the number of operational installations of
the proposed system. Sampled ADP systems are divided into groups
according to the following criteria:

Single Operational Installations

From 2 to 7 Operational Installations
From 8 to 100 Operational Installations
More than 100 Operational Installations

O0O0O0

To use this index, find the row of the Decentralized Operations
Index Table (Section V) corresponding to the number of operational in-
stallations for the proposed ADPS. An "X" will appear in this row under
each sampled ADPS with the number of operational installations in the
same range.

5. Multiple Application Index

"Multiple applications" refers to the operation of more than
one ADPS at a given computer installation. The Multiple Applications
Index is used to retrieve systems with the number of applications on an
installation in the same range as the number of applications of the pro-
posed system. Sampled ADP Systems are divided into groups according
to the following criteria:

o Single Application at an Installation
o From 2 to 10 Applications at an Installation
o More than 10 Applications at an Installation

To use this index, find the row of the Multiple Application Index
Table (Section V) corresponding to the number of applications at an in-
stallation for the proposed ADPS. An "X" will appear in this row under
each sampled ADPS with the number of applications in the same range.




6. Programming Language Index

Programming languages include procedure-oriented lan-
guages, assembly languages, and the lack of any language usage (ma-
chine language). The Programming Language Index is used to retrieve
systems using the same type of programming language in their develop-
ment as the proposed ADPS.

To use this index, find the row of the Programming Language Index
Table (Section V) with the same programming language specified for the
proposed ADPS. An "X" will appear in this row under each sampled
ADPS using the same programming language as the proposed system.
Since more than one programming language may be used in a system de-
velopment, the same procedure may be repeated to retrieve systems
using all programming languages planned for use in the proposed ADPS.

ff's Processing Type Index

The Processing Type Index is used to retrieve systems with
the same type of processing control specified for the proposed system.
The processing types are defined by the following criteria.

Real-time data collection

On-line inquiry processing

Batched processing under executive control
Batched processing with no executive control

0O 0o0O0

To use this index, find the row of the Processing Type Index Table
(Section V) corresponding to the processing type of the proposed ADPS.
An "X" will appear in this row under each sampled ADPS with the same
processing type.

8. File Conversion Index

The File Conversion Index is used to retrieve systems with
types of file conversion similar to the proposed system. Types of file
conversion are defined by the following criteria:

No file conversion

Conversion from manual to ADP system
Conversion from PCAM to ADP system
Conversion from ADP to ADP system

0O 00O

To use this index, find the row of the File Conversion Index Table
(Section V) corresponding to the type of file conversion for the proposed
ADPS. An "X" will appear in this row under each sampled ADPS with
the same type of file conversion,

10




9 Direct Access Storage Index

The Direct Access Storage Index is used to retrieve systems
with an amount of direct access storage in the same range as the direct
access storage for the proposed system. Sampled ADP Systems are di-
vided into groups according to the following criteria:

No direct access storage

Less than 10 million characters

From 10 million to 50 million characters
Greater than 50 million characters

00 O0O0

To use this index, find the row of the Direct Access Storage Index
Table (Section V) corresponding to the amount of direct access storage
for the proposed ADPS. An "X" will appear in this row under each sam-
pled ADPS with amount of direct access storage in the same range.

10. Computer Cost Index

This index is used to retrieve systems with computers of
approximately the same basic monthly rental cost as the proposed ADPS.
If a proposed value for basic monthly rental (for all applications) is avail-
able, systems with approximately the same cost may be located by search-
ing for rows with the closest value of basic monthly rental., An "X" will
appear under each sampled ADPS with the same value of basic rental cost.

11, Computer Index

The Computer Index is used to retrieve systems using the
same computer as the proposed ADPS, In the event that a proposed sys-
tem does not specify the computer to be used, this index will not be
applicable.

To use this index, find the row of the Computer Index Table (Sec-
tion V) with the proposed computer. An "X" will appear in this row under
each sampled ADPS using the same computer, If the proposed ADPS has
more than one computer model, such as a base computer and peripheral
computer, each computer must be looked up individually in the Computer
Index Table. Systems using both the proposed base and the peripheral
computers should be used in preference to systems using the base or
peripheral computers individually.

12. Security Index

The Security Index is used to retrieve systems with the same
security classification as the proposed system. Security classifications
may apply to any one or all of the following system aspects:

o Inputs
o Data base
o Output
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o System design and programs
o Hardware

Sampled ADP systems are divided into four groups according to
the following criteria:

No aspect of system is classified
Some aspect of system is Confidential
Some aspect of system is Secret
Some aspect of system is Top Secret

0 00O

To use this index, find the row of the Security Index Table with the
highest classification of data to be found in the proposed ADPS. An "X"
will appear in this row under each sampled ADPS with the same level of
security classification.

C. Evaluation of Relevant Experience

After the names of relevant systems have been determined through
indexing, as described in subsection I. B, the next step is to examine the
system descriptions for relevant experience information. Table 1 en-
ables one to quickly determine which sections of a system description
will contain experience information for a given index. An index may
select a large number of systems on a specific attribute, such as the
use of COBOL. To reduce the number of systems examined, exclude
systems first on the basis of different functional areas and then on the
basis of a low ranking of the Development and Operations Experience
Indexes. Subsections I.C.1 through I.C.21 describe the format and
content of sections in the order in which they appear in the system de-
scription, and also specify their use in evaluation of experience data.

1. sttem

This section of a system description identifies the ADPS by
its title, the computer designation(s), and the acronym used for refer-
ence throughout the handbook. The acronym is repeated at the top of
each page of the system description.

2., Data System Designator

This section of a system description identifies the ADPS by
the USAF Data Systems Automation Program (DSAP) code.

35 Data Collection Date

This section of a system description identifies the month
and year in which the data collection occurred for the ADPS.

4, Location

This section of a system description identifies the office and
address to contact for more detailed information on the ADPS., This

12
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section also identifies the location of development, location of mainte-
nance, location of pilot installation, location of first operational instal-
lation, and the number of operational installations,

&. Function
This section of a system description identifies the primary
user(s) and briefly describes the AF mission being supported by the
ADPS and the functions performed by the system in support of the

mission,

6. Organization Chart

This section of a system description identifies the ADPS or-
ganizational designator(s), developer(s), user(s), and operator(s) and
the relationships between them. Whenever possible, the general orga-
nizational framework shown in Figure 3 has been adhered to.

A brief commentary follows the chart, when appropriate, in an
attempt to explain special actions taken in organizing the effort and the
ramifications of these actions on system development and operation.

7. Historz

This section of a system description briefly describes any
systems related to the ADPS that may have contributed to its develop-
ment. Proposals and/or directives effecting the system development
of the ADPS and significant milestones are identified.

8. Schedule

This section of a system description displays a schedule
showing all known proposed and actual dates that may be significant to
the development and operation of the ADPS. The schedule identifies
the actual development and operational phases of the ADPS.

9 Description

This section of a system description identifies and describes
the processing functions performed by the ADPS. The orientation is
toward the functional characteristics of the system rather than the data
processing characteristics. The section begins with a narrative descrip-
tion of the system, including descriptions of any unusual communication
capabilities used to get input to the system and output to the user. The
above is accompanied by the system flow chart(s) for the ADPS. The
system flow chart(s) contain several or all major processes of the sys-
tem at a macro level.
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10, Workload

This section of a system description identifies the magnitude
of the ADPS workload through an information flow diagram. The diagram
is composed of four major areas: (1) inputs, (2) data base, (3) process-
ing functions, and (4) outputs. These areas are broken down as follows:

a. InEuts

(1)
(2)
(3)
(4)

b. Data Base

(1)
(2)

(3)
(4)
(5)
(6)
(7)

Characters per month of input volume
Number of input transaction types
Number of input data fields

Percent of input rejects

Characters in data base

Percent of characters on direct access (D/A)
storage

Milliseconds of access time for D/A
Number of data base record types

Number of data base records

Percent growth rate per month

Characters per month of update input

c. Processing Functions

(1)

(2)

A vertical bar graph is used to display the per-
centage breakdown of source instructions and
hours of application production by the following
processing categories:

(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)

Input edit

File maintenance
Query

Sort

Merge

Compute

Report generation
Control

The following quantities are shown both for the
base computer(s) and for the peripheral
computer(s):

(a)
(b)
(c)

Source instructions
Object instructions
Hours per month of application production
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d. OutEuts

(1) Characters per month of output volume
(2) Number of output formats
(3) Response time (seconds), if on-line system

11. Hardware

This section of a system description identifies and describes
the hardware used by the ADPS. The section is composed of two major
areas: (1) a hardware configuration chart and (2) a hardware specifi-
cations table.

a. The configuration chart indicates model numbers and
hardware interconnection of components for all computers in the system
by charts such as that shown in Figure 4,

b. The specifications table is not a rigid format; it only
includes specifications for hardware present in the system. Whenever
required, the table includes the following:

(1) Computer model number

(2) First delivery date (month/year)
(3) Word or character machine

(4) Add time (in microseconds)

(5) Internal storage

(a) Effective cycle time (in microseconds)
(b) Word or character size
(c) Storage capacity in words or characters

(6) External storage

(a) Magnetic tapes

o Model number
o Transfer rate
(b) Disk

o Model number
o Transfer rate

o Capacity (in characters)

o Access time (in milliseconds)

(c) Drum
o Model number
o Transfer rate
o Capacity (in characters)
o Access time (in milliseconds)
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(7) Peripheral devices

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Card Reader

o Model number

o Speed (in full 80 char. cards per
minute)

Card Punch

o Model number

o Speed (in full 80 char. cards per
minute)

Printer

o Model number

o Speed (in lines per minute)

Paper Tape Reader

o Model number
o Speed (in characters per second)

Paper Tape Punch

o Model number

o Speed (in characters per minute)
Communications

o Lines in multiplexer

o Auto-dial

o Number of consoles attached

o Class of service

Miscellaneous Devices

A commentary follows to indicate unusual hardware problems,
conditions requiring hardware modification, redundancy or backup capa-
bility, and characteristics from the chart or table requiring explanation,

12. Software

This sectionof a system description identifies and describes
the support software (i.e., compilers, assemblers, executives, etc.) used
as tools in developing and operating the application programs of the ADPS.

A commentary follows, when appropriate, in an attempt to indi-
cate slippages in delivery, problems encountered in software usage,
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special attributes that significantly assisted development and/or opera-
tion, and software maintenance support.

13, Application Program Development

This section of a system description describes the signifi-
cant activities affecting development of the application programs for the
ADPS. Included in the section are descriptions of logic definition, inter-
action between analysts and programmers, programming techniques,
and type and extent of program and system testing.

A commentary follows, when appropriate, in an attempt to describe
any conditions existing during the development phase of the ADPS that
may have affected the development of the application programs.

14. File Conversion

This section of a system description describes the type and
extent of file conversion activities required by the ADPS. Included in
the section are descriptions of the format of data prior to conversion,
the method of conversion, any special programs required for the con-
version, quality control techniques employed in making the conversion,
and hours of computer use required for conversion.

15. Documentation

This section of a system description lists all AFM's, AFR's,
Ol's, etc,, documenting the ADPS., Included are descriptions of any
other types of documentation and past, present, and future efforts to
document the ADPS during development and operation. Comments are
made regarding the completeness and usability of documentation when
appropriate,

16, Personnel

This section of a system description describes the person-
nel involved with the ADPS through the use of a personnel table. The
table indicates the following for managers, analysts, and programmers

of the development phase, and for managers and operators of the oper-
ational ADPS:

a. Number of People

(1) Sampled
(2) Allocated to the system

b. Number of Years

(1) In ADP
(2) In functional area
(3) Of college
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17. ORerations

This section of a system description begins with a brief nar-
rative description of the operation of the ADPS.

Pie chart representations of the computer utilizations are displayed
for each different computer used by the ADPS. For multi-installation
systems, computer utilization data is taken from one typical installation.
The pie charts use the following classifications of time:

a. For the subject ADPS or application

(1) Production time

(2) Preparation time

(3) Program development and maintenance
b. For all other applications

(1) Production time

(2) Preparation time

(3) Program development and maintenance

c. Chargeable lost time (by application if possible)
d. Set Up time

e. Idle time

f. Unscheduled maintenance time
g. Machine error lost time

h. Scheduled maintenance time

i Off time

J. Other time

Each pie chart uses 730 hours as the total available number of
hours per month. This total number is exactly one twelfth of the num-
ber of hours in a 365-day year. The actual number of hours used dur-
ing a 31-day (744-hour) or 30-day (720-hour) month was prorated to
the 730-hour standard used in the pie charts.

The operations section ends with a brief commentary, when appro-
priate, in an attempt to clarify any apparent or hidden reasons for un-
usual utilization activity or lack of activity displayed in the pie charts.
The commentary also notes any other unique operational characteristics
of the computer installation as a whole.

18. Application Program Maintenance

This section of a system description describes the effort,
techniques, and organization for all maintenance and continuing devel-
opment activities to application programs after the system was declared
operational. Included in the section, when available, are indications of
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relative efforts for program corrections as opposed to improvements
or new development, and what portion of the program maintenance per-
sonnel was involved in the original system development.

19. System Benefits

This section of a system description identifies and describes
the primary advantages offered by the ADPS. The section is divided into
two paragraphs. The first paragraph discusses the proposed benefits on
which the system was originally justified. The second paragraph dis-
cusses the benefits actually realized by system implementation. Broad
categories of benefits that may be mentioned include cost savings, time

savings, and new capabilities not available prior to implementation of
this ADPS.

20. Cost Factors

This section of a system description displays eight develop-
mental and operational cost factors in individual horizontal bar graphs
showing the known proposed and actual values of each cost factor. The
cost factors represent the subject ADPS and not the whole ADP instal-
lation., Hours/month of hardware use cost factors are all prorated to
a standard month of 730 hours. The eight cost factors are defined as
follows:

a. Man-Months of Development Effort

This is a developmental cost factor representing the
number of man-months expended by manager, analysts, programmers,
and operators to develop the ADPS during the development phase begin-
ning with system design and ending when the system is declared opera-
tional. During this development phase, activities such as detailed sys-
tem design, programming, checkout, and equipment installation are
accomplished as required.

b. Months of Elapsed Development Time

This is a developmental factor representing the number
of calendar months elapsed from the date system design for the ADPS
is begun to the date the system is declared operational.

c. Dollars of Hardware Cost for Program Checkout

This is a developmental cost factor representing the
hardware cost for computer hours used for program checkout during
the development phase of the ADPS.

d. Hours/Month of Hardware Use for Application Production

This is an operational cost factor representing the
monthly computer hours on the base computer(s), charged to the user
of the ADPS for processing, that are classified as application production.

22




e. Hours/Month of Hardware Use for Program Maintenance

This is an operational cost factor representing the
monthly computer hours used for application program maintenance of
the operational ADPS on the base computer(s).

£. Number of Operations Personnel

This is an operational cost factor representing the num-
ber of personnel including operators, scheduling personnel, data edit
personnel, magnetic tape librarians, report binders, managers, etc.,
allocated to the ADPS during the operations phase. Operations person-
nel all perform their functions within, and within the immediate vicinity
of, the computer room.

g. Number of Program Maintenance Personnel

This is an operational cost factor representing the
number of personnel including managers, analysts, and programmers
allocated to perform the process of improving, changing, and correct-
ing programs of the ADPS during the operations phase.

h. Dollars/Month of Hardware Cost

This is an operational cost factor representing the
cost of monthly computer hours used for application production and pro-
gram maintenance on the base computer(s) and peripheral computer(s).

Each horizontal bar graph is followed by commentary to clarify
the proposed and actual values of the cost factor and to explain any dif-

ferences between these values.

21 . Future Plans

This section of a system description briefly describes any
currently planned or contemplated changes or additions that may affect
the ADPS.
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ADOBE Sheet | of 7

SYSTEM: Project ADOBE Data Reduction--ADOBE (IBM 7040/1401)

DATA SYSTEM DESIGNATOR: B104

DATA COLLECTION DATE: May 1966

LOCATION:
Air Force Rocket Propulsion Laboratc-
Contact for Additional Information Edwards Air Force Base

Edwards, California

Air Force Rocket Propulsion Laboratory
Development Edwards Air Force Base
Edwards, California

) Air Force Rocket Propulsion Laboratory
Maintenance Edwards Air Force Base
Edwards, California

Pilot _Installation None

. . Air Force Rocket Propulsion Laboratory
First Operational Installation Edwards. Air Force Base

Edwards, California

Number of Operational Installations | )

FUNCTION: The users of ADOBE are the Propellant, Liquid Rocket, and Solid Rocket Divisions
of the Rocket Propulsion Laboratory. One of the most important missions of these divisionsisto
test and verify operation of rocket motors by static firing. The exhausts of some of these rocket
motors contain hazardous beryllium pollutants. ADOBE functions as a research and development
support system to predict the distribution and level of these downwind pollutant concentrations in
order to schedule and control rocket firings., ADOBE reduces data recorded in real time at a
rocket test site into reports that aid the users in evaluating test results, The data reduction is
[performed in a non-real-time mode.

ORGANIZATION:

[ HQ USAF ]
[ HQ AFSC ]
I Reseoarch and Technology Division I
l Rocket Propulsion Laborastory I

I Liquid Rocket Division ] l Solid Rocket Divielon ] [ Propellant Division ] [ Technical Support Divieion I

{User) l {User)
Hazards Analyeis Branch I Data Branch I
Contractor: Telecomputing
Project Adobe Services, Inc,

(User) (Developer/Operator)
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HISTORY: In 1963 the Air Force Rocket Propulsion Laboratory (AFRPL) and Air Force
Cambridge Rescarch Laboratories directed Project Sandstorm, a series of 43 field tests to study
the diffusion of exhaust clouds from small solid rocket motors containing beryllium. Tests were
conducted with grains weighing from 8 to 65 pounds, with their exhausts diffusing over a two-
square-mile instrumented course. The data reduction programs originated as a part of Project
Sandstorm--the first effort in the beryllium diffusion area for AFRPL. The basic design for the
204'tower wind speed and direction programs was embodied in an IBM 650 program previously
developed at AFRCL. It was planned to convert the code directly to the IBM 1401, but this did
not prove feasible and the programs were completely rewritten for the IBM 7040. Also in 1963,
the original data reduction program for exposure was written.

The test results from Project Sandstorm could not be extrapolated to larger motor sizes of
current interest with any degree of confidence. In 1964 Project Adobe began, using 500- to 4000-
pound grains that diffuse their exhausts over a 28-square-mile instrumented course. Both pre-
vious computer programs were extensively revised, and data reduction programs for temperature
differential, 12-foot wind, and cloud tracking were added to the capability. This programming
was completed in 1965, with the exception of cloud tracking, which is still continuing.

Communication between the user and the programmer analyst was informal. The user would
complete a work order requesting a particular programming effort, and the user and program-
mer supervisor discussed the job. The user then informally discussed the details with the pro-
grammer assigned to the task, For the remainder of the development effort, the user, program-
mer supervisor, and programmer communicated verbally approximately on a weekly basis,

After the program was operational, the original programmer did any needed program mainte-
nance. The programmer functionedasananalyst, programmer, and maintenance programmer.

A small amount of AFRPL's computer inputs, outputs, and library tapes were classified as
confidential, but security measures have not significantly hindered ADPS installation or operation.

SCHEDULE:

CY 1962 CY 1963 CY 1964 CY 1965 CY 1966 CY 1967

J|FINAM| T JA|S[OINFINT FF[MAMIT T A |S|OIN D |J |F IMIA IMIT [JIA[STOINIDLT |F INMIAIMIT [T IAIS|OINIDIS [FIMIAIM I [T |A|S[OINID] I [F|MA|M I|J]|A[S |ON D

Analysis and Programming for Sandatorm Data Reduction

R .
43 Sandstorm Fleld Tests Performed

Continuing Analysts and Programining

f v
39 ¢ 45 Adobr Tests Pertormed

Developiment Stage

QO Plannid Date A Arctual Date
TSN U S T U G A U R G B O S S
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DESCRIPTION: The ADOBE system reduces instrumentation data obtained from a 204-foot me-
terological tower, l2-foot wind sets, air and soil samplers, and phototheodolite cameras. The
raw data are converted from analog stripcharts to digital punched cards by an operator on a
Benson Lehner Oscar J., or from handwritten reports directly to punched cards.

Real Time Data Collection

Non-Real Time Data Reduction and Processing

Data Conversion

LI

Strip Chart of
Wind Speed and ,
Direction
(During Test)

by Semi- Punched

Automatic —— Carde

Keypunching
Edit Wind Computetion Wind Speed
Speed and feegpd On Wind Speed |fregn| and Direction
Direction end Direction Report

20 Minute Trece

Edit Wind Wind Speed
Spead and - nc:"‘;'i’:;"s“’e"“ bt and Direction
Direction nd D"":’m‘ Report

40 Minuta Trace

204
Wind
Tower
Strip Chart of
Tempareture Differentisie
{Teken Continuousiy)
Wind
Sampler

Date Conversion

by Semi- Punched o Fomitranry
Automaetic Carde Differentials
Keypunching

R

Project Officar
Uses Reporta to
Velidate Test end

LW

Strip Chart of
Wind Speed and
Direction

(Taken Continuously)

Edit Temperature
Tempereture Report
Differentiaie /
Develop Techniques

Wind Speed for Predicting

FLU RS T T UL N S— Downwind Concantretion
Report of Berylilum Poliutent
in Rockat Exheusts

Data Conversion
by Semi-

Automatic Ba
Keypunching

Computation
and Averaging

Punched

Cards

Edit Wind Computation Summary Report
Speed and - and SummAary fegp{of Wind Speed

Direction /

Photo Punched Edit

)

Film with
Cloud Pictures

Interpretation Cards Data

> ©
Soil/Air © o 0
Sampiare © o

Filters Containing
Beryllium Pollutants

Data Conversion Rotate Data
by Semi- Coordinates sy Report
Automatic to True Y
Keypunching North
Chemical
Analysis of e o
Soil/Air opRaLion
Samples

!

Beryllium
Exposure
Assay

Edit
Be Exposure Report

y Data /
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WORKI1.OAD:
PROCLESSING
FUNCTIONS
s -
.« 1 E I -
i3 23 5 & § f 3¢ %
Key 8m ¥ & @4 3 O &6 0O
INPUTS 'gg“
80 OUTPUTS
Char. /Mo. of lnput 70 s
Volume: 625,800 60 € Char. /Mo, of Out-
No. of Input Trane- 50 -g 45 put Volume: 1,094,000
action Types: w Y. & No. of Output
No. of Input 30 :; Formats: 11
Data Fields: 26 20 20 Response Time
Percent of Input lo =% 00 00 00 00 00 {seconds): NA
Rejects: 0.4 o7, i - L S biinll
! Peripheral
f Base Computer(s) Camputer{s)
Total Source Instruclions 4.532 Unk
Total Object Inutructions 22,500 Unk
Hra. /Mo. of Application
Production 12 10
IHHARDWARE:
Console
1
-l IBM 1414 IBM 7155 o a0 Lo 1406
Proccssing Input/Qutput Switching P:glc::sing Slc:;;‘: .
L L g
Unit Synchronizer Console Unit Unit
1 i
|
[ 1 1 |
o, IBM 1403
Read/ Punch Printer
“ > ")
Switchable Tape Units
IBM 7046 IBM 1401
- n *“ o - i - o e —_—T T B Ny T— i
Periphcral Devices
Interinl Storage External Card Rcader/Punch Printer
First Word Word/|Word/ Storagd | Read Punch
Deliv-|  or Add | Cycle ] Char,] Char, No. Specd Speed
Com- ery | Char. | Time | Time | Size Ca- Mayg Trans. {cards/ |{cards/ Speed
puter | Mo/Yr| Mach. | (:s) (us) | (bits) | pacity | Tapes | Rate | No. min) min) No. | (1pm)
M 4/03 Word 6 H 36 4,090 |5-72911 | 15K to| None ce. e=e [None -
7040 1-7291V] 62.5K
IBM | 9760 | Ghar. | 230 | 1105 6 | ek 4- 60K | 1- | 800 250 1- | 600
140) 729V 1402 1403
Comment: The equipment has been highly reliable: approximately 98% uptime.
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SOFTWARE: Software for the IBM 7040 consisted of an IBSYS monitor executive system, a
FORTRAN IV compiler, and a MAP assembler. All software was delivered by IBM with the

machine in September 1963,

COMMENT: There is currently one person assigned full time to system programming at RPL.
His time is mainly spent updating the software according to frequent manufacturer modifications.
The software has caused no problems in the development or operations of the ADOBE system,

APPLICATION PROGRAM DEVELOPMENT: Two of the five ADOBE data reduction programs
were extensively revised from Project Sandstorm effort as discussed in the history section.

The other programs were designed and coded in FORTRAN IV by contractor personnel from
Telecomputing Services, Inc., who received details by written work order and verbal communi-
cation. Documentation was informal and not at a system level, because of the extreme inde-
pendence of the programs, but in the form of program listings held by the cognizant program-
mer. The existing IBM 7040/1401 computer system was used for testing with no new hardware
or software capabilities required. Turnaround time was normally 4 to 8 hours. The program
independence negated the need for an integrated system test. Development is currently going on
and records were not kept of the number of hours of testing that have been utilized. Daily time
cards, with time allocated to the appropriate work order, and monthly time reports were sub-
mitted during development. Program status reports were kept by Telecomputing Services, Inc.

personnel only.

FILE CONVERSION: No file conversion was involved in ADOBE development.
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DOCUMENTATION: No formal documentation exists.

PERSONNE L.
Number of People Number of Years
Allocaterd to In Scientific
Activity Function Sampled System In ADP | Computation | Of College

Manager 5 0.1 10.5 3.5 3.0

Development | Analyst None: Programmers Function as Programmer/Analysts
Programmer 5 7.0 3.9 2,0 3.0

Operations Manager 5 0.1 10,5 3.5 3.0
Operator H 1.0 5.0 3.5

OPERATIONS: The computer operation at RPL is staffed 24 hours a day Monday through Friday
and 8 hours on Saturday. It operates as a closed shop. ADOBE is one of many applications onthe
IBM 7040/1401 system. Generally, an 8-hour backlog exists. There is no schedule other than
for IBM maintenance. Processing is on a normal and hot priority basis, with "first come first

served" scheduling. .
Comment: The idle time is large for this type of installation, possibly due to the scheduling

concept.

____ Prod (ADOBE app}

= 12 hre 2%
~——— M
. 1'-:,,'|'A1)01 K app)
210 hre 279
~. Prog Dev # Mt (ADOBE spp)
9 hre 2%
Schd Mt Prod (all other apps)
20 hre 3% | 180 hra 23%
Prep (all other apps)
Unechd Mt 14 hre 2§
3 hre 17

Prog Dev & Mt (all other appe)
TT140 hrs 19€

Idle
123 hre 16¢ _Chy lost {ADOBE spp)

~_ A | hr 1%
Sy Daost (all
other apps)
P hirs I

| hr 11
SetUp — -
6 hra 17 IBM 7040 “.Chg l.ost {(sll other appa)
10 hre 27
— renl {ADORE
app) 10 hea 1%
~Prep (ADOBE
e app) | he 1%
o
227 hrew 3% W Nrog Dev v Mt
N\ AADOBE app)
M ohrs 17
St hel M1 Trod (all other
12 hrs 2%~ appe) 152 hes 205
Unse hd Mt~ Prep (’II other
1) hrs 1% apps) 7 hres 17T
\Prog Dev & Mt
ldie (a1l other apps)
159 hra 22% e 3 127 hres 17
Set Up — INM 1401 N I Jeat (ADORE

APPLICATION PROGRAM MAINTENANCE: The application program maintenance effort is

essentially a coniinuation of the application program development effort. The development
programmer/analysts are also the maintenance programmers, andthe same informal methods
of communication between them and the user are used. Most of the effort is improvement

rather than error correction.

duction requirements,

COMMENT: The program maintenance effort is driven by the continually changing data re-
The requirements change because new meteorological instrumentation
is installed in the field and because the user desires different outputs,
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BENEFITS: Proposed: ADOBE was preceded by Project Sandstorm, which existed to study the
exhaust clouds from small, solid rocket motors with grain weights between 8 and 65 pounds and
instrumentation over a 2-square-mile instrumented course. Benefits ADOBE was to offer above |
Project Sandstorm include the ability to handle rocket motors of 500- to 4,000-pound grains,
instrumentation over a 28-square-mile course, and additional instrumentation. ADOBE was to
provide an improved data processing capability, which included programs for processing temper-
ature differentials, outputs from l2-foot wind towers, and cloud trackings.

Actual: The increased quantity and variety of instrumentation required was procured, enabling
the test of 500- to 4,000-pound grains. Testing was expanded to include detonation/burn tests and
contamination tests as well as diffusion of rocket motor exhausts. The required data processing
capability was realized with the exception of cloud tracking, the development of which is continu-
ing at present.

COST FACTORS:

Man-Months of Development Effort {Dev,) Hours/Month of Hardware Use for Program Maintenance (Op.}

Proposed: s C——3 Proposed: Unk (2

Actual: 21 Actual: 9 P
Comment: ADOBE {s in continuing development due to system refine- Comment: The actual number reflects usage on the IBM 7040 during
ments and requirement changes. The project's development is estimated April 1966, Eight hours were used for ADOBE program maintenance
to be 90 percent compiete at the current 21 man-months. on the IBM 1401i.

Months of Elapsed Deveiopment Time {Dev.) Number of Operations Personnel (Op.)

Proposed: Unk [Z Proposed: | == |

Actual: 25 S Actual: e __________|
Comment: Forty-five test firings were scheduled to be completed be~ Comment: In additlon to one operator, one manager spends i0 percent of

tween July 1964 and Juiy 1965, by a test directive which was prepared in his time on ADOBE.
place of a DAP. At present, 39 test firings have been completed. The

schedule slippage was due to weather conditions. Number of Program Maintenance Personnel (Op.)

Doliars of Hardware Cost for Program Checkout {Dev.) Proposed: \CC———)

Proposed: Unk [Z Actual: 1.2

Actual: Unk me Comment: The actual number of personnei is prorated {rom 7 program-

mers on the basis of time spent on ADOBE program maintenance. There

Comment: Records of computer hours for program checkout were not is also one system programmer assigned full time to software maintenance
kept. Records of computer hours by application were net produced for ail applications at RPL.
before 1966 except by DSAP code, which is too general to isolate
ADOBEiprogtaris. Doliars/Month of Hardware Cost {Op.)

Proposed: Unk [(Z
Actual: 4,363 SEEEEENRRENE

Hours/Month of Hardware Use for Appiication Production (Op.)

Proposed: Unk CZ
Comment: The actuat dollar vaiue is based on 16 hours of application

Actuai: 12 ESR— production and 9 hours of program maintenance.
Comment: The actual number reflects usage on the IBM 7040 during
pr 6. Ten hours were used for ADOBE application production

on the peripheral IBM 1401,

FUTURE PLANS: A DAP is being processed for an on-line micrometeorological recording and
display system (MICROMET). MICROMET will provide input for further processing by ADOBE.
Since MICROMET will perform data calibration, formatting and editing, the processing time for
ADOBE will be reduced. In the MICROMET system, meteorological instrumentation output will
be fed through A/D converters to an on-line computer. The on-line computer will reduce the in-
coming data and drive output equipment including a display map of wind vectors and temperature
readings. The number of manual steps in preparing data for ADOBE will thus be reduced, im-
proving accuracy and timeliness. A
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SYSTEM: Accrued Military Pay System--AMPS (NCR390)

DATA SYSTEM DESIGNATOR: HO003A

DATA COLLECTION DATE: May 1966

LOCATION: X
—_— Directorate of Data Automation
cas Air Force Accounting and Finance C.ater
Contact for Additional Information 3800 York Street
Denver, Colorado
Davelowment Air Force Accounting and Finance Center
evelopm Denver, Colorado
Maintenance Air Force Accounting and Finance Center
Denver, Colorado
Pilot Installation Ent Air Force Base
Colorado
First Operational Installation Ent Air Force Base
Colorado
Number of Operational Installations 125

FUNCTION: The users of the system are Air Force bases throughout the world, the Air Force
Director of Personnel Planning, and the Director of the Budget. A common mission of the users
is military pay distribution and accounting control. AMPS functions as a management support
system to prepare paychecks for military personnel and to provide accrual accounting of the
military pay funds, The reports of accountability are consolidated at the Air Force Accounting
and Finance Center (AFAFC) and forwarded to the Air Force Director of Personnel Planning and
the Director of the Budget.

ORGANIZATION:
[ HQ USAF ]
l DCS/Persoansl I r Comptrolier I
{(Ueer) l I
L Directorete of Data Automatier ] l Directorte of Accounting end l‘lnu\rTl
H H
[ ——— — it
'
d
r l Saperete
r Mejor Alr Commands o I l AF Accounting and Finarce Center I g::::;“‘l
r o s | C ]
[ r Directorate of Military Pay ] [ Directorete of Dets Autometiva ]
| ! (Anayer (Developer) |
I Baass Comptroller l : :
| ] |
L Accounting and Floance Offlce }'—"'"'——'—‘—L__—'—‘_“"——'—_‘———‘
wes e e Technicel or Fuactional Resporaibility
{Ueer/Operator) .. Adminietretive Responetbiilty
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HISTORY: The 1949 pay system, using a hand-posted military pay record for each Air Force
member, recorded the pay dollars actually disbursed to a member. It did not record or report
amounts "earned by" and "properly payable to" each member monthly. Yet the total amount
earned, or accrued, represented the true total dollar liability against the Air Force appropria-
tion, This llability, considerably greater than the total dollars actually spent in cash or checks,
is a critical budget factor needed and wanted by the Director of Personnel Planning and the Di-
rector of Budget in the Pentagon,

From the many pay studies and tests undertaken by Air Force specialists came two con-
cepts for a new pay system. The first called for centralized control of all Air Force pay ac-
counts using a high-speed communication system linked to a large-scale computer at the Air
Force Accounting and Finance Center (AFAFC). The other concept approached the problem on
a decentralized basis, using desk-size computers at paying bases. Both systems prescribed
mechanized record-posting and provided for accumulating and reporting pay management data
on an accrual basis,

In October 1962, Department of Defense Directive 7040.3 directed all military services to
implement an accrual accounting system for military pay within 2 years. Since the central-
ized computer system could not be operational within this tight time frame, the Comptroller of
the Air Force directed that the decentralized system be implemented and operational by July
1964. The system would be known as the Air Force Accrued Military Pay System (AMPS),

Planning sessions were held in January and February 1962 with representatives of Head-
quarters USAF, AFAFC, and the major air commands., The group's recommendations resulted
in Headquarters USAF being responsible for policy guidance, systems and program approvals,
and AFAFC for systems, procedures, and program development and implementation, and the
major air commands for full program support and execution at command and base levels,

The use of the NCR 390 computer was specified to the Air Force Accounting and Finance
Center by Headquarters, USAF, Accounting and Finance and had been used at Ent AFB,
Colorado, in a single base prototype system. Operators of the system were sent to a special
Air Training Command School on AMPS at Sheppard AFB prior to the actual use of the system
on an Air Force base. The system is operational on 174 computers located at 125 Air Force
bases.

The AMP system design was a cooperative effort of the Directorates of Military Pay and
Data Automation at the Air Force Accounting and Finance Center., The Directorate of Military
Pay developed requirements for program development and changes while ensuring the integrity
of the Military Pay System. The Directorate of Data Automation was responsible for system
analysis and programming.

SCHEDULE:
CY 1962 CY 1963 CY 1964 CY 1965 CY i966 CY 1967
3|e|Map| s s]alsio|nfols [F{MaMa]s|a|s|ofnip]s|e [mfa ] s | fa]s|o|n]ofs [ vl aln] s |1 ja|s|o]n|ofs FM{A F-J)l]}:[SICIHF) ylrﬂ,\lnl;li\ur;}.ﬂ n
L | T Trrrrrvrrrt
| A DOD Directive O Planned Date A Actusl Date

S‘y;lem.Analylil

Programming

" 'fralnin

T
Equipment Delivery and Inswuilation
ADn:hred Operll(onal‘

A .D(!)D' D‘ea‘d fine

B T T T >
Development Stage Operational Stage

|
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DESCRIPTION: The primary function of AMPS is to prepare paychecks for military personnel.

The pay computations are run twice a2 month, In addition to check issuance, AMPS has the ca-
pability for accepting temporary and permanent pay changes for military personnel and for pro-
ducing quarterly accrual FICA (Federal Insurance Contributions Act) and FITW (Federal Income
Tax Withheld) reports. A punched paper tape with all accrued expenditures by categories is also
prepared by each base. These tapes are sent by each base to AFAFC, which consolidates them
on the RCA 501 to prepare an Air Force-wide RAOMP (Report of Accrued Obligations for Military
Pay). The RAOMP report is forwarded to Hq. USAF Director of Personnel Planning and the Di-
rector of the Budget.

OPENING OF MILITARY PAY RECORD [MPR) PROCESS RETIREMENTS, DISCHARGES, TRANSTERS IN, TRANSFERS OUT

Not Output
tor
Tranefusion

From Header
File _'I ntormation [

Procoss Trene~

Te Controt Witlita ry| ter Ine, Oute,
Regiotar Pay Retiremonts
od [ Superrisor Record end Discharges

[ MPR o
s - / i / S —
e | S el S -
lc.”rvlu'r Fuled -

L — =
MPR e

Te Control
Regloter
i) Superviser

PAY COMPUTATION PROCESSING OF ACCRUAL, FICA FITW DATA
Accrual
B Sort and Merge Propare .
Acerwal Trial Hold
Vepee Balance Filn
Control To Comtrol
Military fa Control Raginter pets Reglotar
From Contral P trprarae oud Superviser
Ragistar . Nopecear Accrual
Suparvisor Mastar
Month End or
Midmaonth Pay
Computatian
) ~ Ts Control
Augroter
Kisny Supsrviser
Pomn Mester

Hesdoy
To Cemreol
Cantrol Raginier
Totals Supervisor Procese
Querteriy FICA
and Annual Tes [0

Nelement Wl

Printed To Conteol
wel Regioter
Forme Supsevienr

Comteal Te Comeol

Regiorer
Tonte Superviser
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WORKLOAD: DATA BAsE
Char, In Data Base: 13,210,900
Percent of Char, on D/A Storage: NA
Milliseconds of Access Time for D/A: NA
No. of Data Base Recard Typas: )
No. of Data Basz Records: s.000
Percent Growth Rate/Mo. : Unk
Char. /Mo, of Update Input: 940,300
e i1
3 3
§ 2 I T -
= o . 4 12 dd ]
w833 55 5388
INPUTS i
80 OUTPUTS
C:ul./Mo. of Input et B0 T ol G
No. of Input Transe pat Voluma: 1,007,000
action Typee: No. of Output
No. of Input $ Formats: u
Datas Fields: 118 Respones Time
Percent of Input {seconds): NA
Rejects: 0.8
Peripheral
Base Computer(s) Computer(s)
Total Source Instructions: 14,140 NA
Total Object Instructione: 14,140 NA
Hrs. /Mo. of Application
Productlon: mn NA
HARDWARE:
NCR 361-1
ped Paper Tape
Reader
Console and Cen- Card Reader
tral Processing (Modified
abides ™ LIBM 026)
NCR 362-1
eend Strip Tape
Reader
NCR 462-1
Paper Tape
Recorder e
NCR 390
Internal Storage Peripheral Devices
Word Card Reader | Paper Tape Reader|Paper Tape Punch
First | Word Size Read Read Punch
Deliv-| or Add |Cycle| (Nu~ | Word Speed Speed Speed
Com- ery | Char.| Time|Time|meric | Ca- (cards/ {char./ (char./
puter | Mo/Yr| Mach.] (us) | (us) |Char.) |pacity| No. | min) No. sec) No. sec)
NCR 5/61 Nu- | 11,300 1,200f 12 200 1- 15 1-361-1 400 1-462-1 17
390 meric 381 -2 1-362-1
Char.

Comment: The carriage of the NCR 390 reads information from magnetic ledger cards,

which contain up to 200 words in magnetic strips.
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SOFTWARE: The NCR 390 does not have assemblers, compilers, or an executive system,

Comment: Conventional software is not supplied with the NCR 390 because of the extremely
small scale of the machine.

APPLICATION PROGRAM DEVELOPMENT: The system design was a cooperative effort of the
Directorates of Military Pay and Data Automation within AFAFC. The Directorate of Military
Pay was responsible for analysis and determination of military pay requirements and AMPS
system design. The Directorate of Data Automation was responsible for program design, coding,
and program checkout. All programs were written in absolute machine language. The pro-
grammers operated their own programs, and were able to make roughly two checkout runs per
day. The computer operated two shifts a day, 6 days a week during program checkout. NCR
allowed 330 days of free use for as many hours as desired. An estimate of 12 hours a day or
3,744 hours of a possible 7,920 hours were used for checkout. The Directorate of Military Pay
compiled an exhaustive set of test data for the system test, and subsequently verified the results
of the system test with the Directorate of Data Automation. PERT charts, progress charts, and
work measurement charts were maintained during development for management control.

FILE CONVERSION: File conversion was performed on a decentralized basis by the AFO's re-
sponsible for the payroll records. Conversion was made from manual payroll records to mag-
netic ledger report forms. Information from manual payroll records was manually converted to
Form 1926 Alphanumeric Header Data on punched cards and to Form 1927 Military Pay Record
Opening Data on punched paper tape. These inputs were then submitted to the normal MPR
opening subsystem to generate the master file of MPR's. At a typical base the conversion proc-
ess was accomplished within a two-week period (between pay dates) using the entire AFO staff
(between 15 and 40 people depending on base size) working on a two-shift basis plus overtime.
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DOCUMENTATION: The basic system description and user's manual is AF 177-105, which is very

voluminous and exhaustive. Effort is presently being expended to make the material of this man-
ual more understandable. The basic documentation of AMPS programs and program operation is
AF 171-15; it contains program narratives, detailed data formats, flow charts, and program op-
erating instructions. Whena change ismade toa program affecting AF 171-15, a change sheet for
insertion or replacement is provided toall basesalongwitha new program tape. Any changes to
the programming systemare originated by an "ADP Projects Request/ Authorization" form, which
is signedandapproved by responsible parties in both the Directorate of Military Payand Data
Automation.

PERSONNEL:
Number of People Number of Years
Allocated to In Military
Activity Function Sampled System In ADP Pay Of College
Manager 9 5,3 12,5 17.0 4.5
Davelopment | Analyst 23 23.0 14.5 21.5 Unknown
Programmer 22 22.0 4.0 1.5 Unknown
Operations Manager 1 0.5 2.6 4.0
Operator 6 3.0 2.0 2.0

OPERATIONS: The computer operation is staffed at Lowry AFB 8 hours a day, 5 days a weék.
It operates as a closed shop, AMPS is the only application on the NCR 390 computer., A
monthly master schedule is prepared for each of the operational computers located throughout
the world.

Comment: All development and maintenance of AMPS is performed on one NCR 390 computer
dedicated exclusively to program development and maintenance at AFAFC,

Off

Prod (AMPS
426 hrs 59%

only app)
277 hrs 38%

Set Up
10 hrs 1%

Unschd Mt
i9 hrs 1%

Schd Mt

NCR 390 8 hrs 1%

APPLICATION PROGRAM MAINTENANCE: Problems arising at the installations are transmitted
to the Directorate of Data Automation at AFAFC, where the problems are analyzed. The instal-
lations are advised immediately of any temporary changes required until the Directorate can re-
lease a new program tape and documentation. Along with the eight programmers involved in
program maintenance at AFAFC, there are a branch chief and systems analyst who also spend
full time on the system. Sixty percent of the people involved in program maintenance were in-
volved in the original development of the system. The program maintenance activity is divided
into three areas: (1) program corrections, 5 percent; (2) program improvements, 25 percent;
and (3) changes due to legislative requirements such as FICA and FITW, 70 percent. The aver-
age turnaround time for checkout work is 24 hours.

Comment: None.
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BENEFITS:
Proposed: Benefits which AMPS was designed to provide that the existing manual system did not
provide include: (1) reporting of military pay accounting information on an accrual basis to the

Director of Personnel Planning and the Director of the Budget; (2) more timely reporting of
military pay accounting, FICA, and FITW data; and (3) a net cost saving of approximately $1.7
million annually, This was justified on an estimated saving of approximately 1,200 military pay

personnel,

The personnel saving would be $6.0 million while added machine rental and mainte-

nance would be $4.3 million, resulting in a net saving of $1.7 million annually.

Actual:

(1) reporting of military pay accounting information on an accrual basis to the Director

of Personnel Planning and the Director of the Budget was accomplished; (2) more timely report-
ing of military pay accounting, FICA and FITW data was accomplished after some initial prob-
lems with the AMPS computer system and operations personnel; and (3) revised manpower re-
quirements permitted the elimination of only approximately 240 personnel, corresponding to
about $1.2 million annually. Since additional equipment costs were $4.3 million, this resulted
in a net annual additional cost of $3.1 million over the existing manual system, ‘

COST FACTORS:

Man-Monthe of Development Effort (Dev.)
UnkZ

704 TR

Comment: No formal DAP was prepared for AMPS, A DOD directive
of October 1962 directed that all branches of the service astablish ac-
crual pay systems by October 1964. This directive did not state an
estimate for man-months of development effort.

N

Proposed:

Actual:

Months of Elapsed Development Time (Dev.)
e

1 5 .

Proposed:
Actual:

Commaent: July 1, 1964 was the operational date established by Hq.
USAT.

Dollars of Hardware Coat for Program Checkout (Dev.)
Unk CZ

Actual: 37,178 I

Proposed:

Comment: The numbaer of hours of actual checkout was 3,744 hours. This
was computed by mulitiplying a productive checkout estimate of 12 houre/
day by 344 days, the actual numbaer of days used for program checkout,
NCR allowed 330 days of unlimited daily free use for checkout,

Hours/Month of Hardware Use for Application Production {Op.)
Unk CL
2177 .

Proposed:
Actual:

Commaent: The actual number reflects usage on the NCR 390 during
March 1966 at Lowry AFB,

Hours/Month of Hardware Use for Program Maintenance !QE’

Propoeed: o
Actual: o1
Commant: All AMPS program maintenance le doane only st AFAFC, where

it {s estimated that 176 hours/month are used for that purpose. The NCR

390 at AFAFC lo used only for AMPS program maintenance.

Number of Operstions Pereonnel (Op.)
[} e |
Ry ]

Proposed:
Actual:
Comment: The actual number represents three full-time operators and one

analyst devoting %0 percent of his time to AMPS at Lowry AFB. There sre
two Nll-time AMPS operators at AFAFC,

Number of Program Maintenance Persocnel (Op.)
Proposed: (1]

Actual: (1]
Comment: The actuai number represents maintenance progremmsrs at any
~=DfRERS O

operational site. Elght maintenance programmers at AFAFC perform all

AMPS maintenance. A branch chief and one analyst also spend fuli time on

AMPS,
Dollare/Month of Hardware Cost (Op.)
Proposed: 1, 72C——_————)
Actual: 1,725 N

Comment: This amount ls the basic rental charge per month (or a single
st any operationai site and the NCR 390 used exclusively for pro-
gram maintenance st AFAFC,

FUTURE PLANS: AMPS is a decentralized interim system which was quickly impleme'nted to

meet a DOD directive.

Future plans call for the installation of a ¢centralized system to replace

AMPS. System study of the centralized system is presently being conducted.
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SYSTEM: Data Services Workload Control System--DSWC (IBM 7080/1401)

DATA SYSTEM DESIGNATOR: P044

DATA COLLECTION DATE: July 1966

LOCATION: SACS San Antonio Air Materiel Area

Kelly Air Force Base
San Antonio, Texas

Comptroller (Data Management Division)
Hq., Air Force Logletica Command
Wright-Patterson Air Force Base
Dayton, Ohio

Contact for Additional Information

San Antonio Air Materiel Area
Kelly Air Force Base
Texas

O(d-n Air Materiel Area
Development }éuthr Force Base
ta

Comptroller (Data Management Division)
Hq., Air Force Logistics Command
Wright-Patterson Air Force Base

Ohio

San Antonio Air Materiel Ares
Maintenance Kelly Air Force Base
Texas

Pilot Installation None

San Antonio Air Materiel Area
Firet Operational Instaliation Kelly Air Force Base
Texas

Number of Operational Installations 8

FUNCTION: The users of DSWC are the Data Center and Data Services of the AFLC Air
Material Areas, and the Data Center and Data Management Division of Headquarters AFLC.
The mission of the users is the efficient processing of data and the generation of desired
information products., DSWC functions as a management support system to provide a standard
system for use by the AFLC Data Centers for the identification and control of data services
operations and products and the scheduling of data services resources. It also provides the
Data Management Division of Headquarters AFLC with management reports containing the
actual and forcasted use of automatic data processing equipment and personnel.

ORGANIZATION:
HQ USAF I
1
HQ AY¥LC
| 1
I .Comptroller ] HQ AFLC Field
| i
I Data Management Divieion ] I AFLC Data Center I
(Developer) {Operator and User)
I Air Materiel Areae I

l AMA Comptroller |

| AMA Data Services Division I
I {Developer /User)

I AMA Data Canter I

{Operator /User)
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HISTORY: Prior to 1963 several efforts to develop automated methods for manpower control
and workload scheduling were underway at Headquarters Air Force Logistics Command (AFLC)
and at some of the AFLC Air Materiel Areas (AMA's). The manager of the Data Management
Division of Headquarters AFLC became aware of the duplicated efforts and formed a task force
with the responsibility to develop a means of consolidating these efforts into a single automated
system. The task force derived a data system specification in a report titled The Automatic
Data Processing Resources Management System (ARMS). The AMA's received this report in
August 1963 and their criticism and comments were requested. After receiving their replies,
the system was redesigned and the specifications in the form of a DAP were submitted to
AFADA. Based on verbal approval by AFADA, the Data Management Division of AFLC beg'.n
work on the project in January 1964, The San Antonio Air Materiel Area (SAAMA) was desig-
nated as the development site with support supplied by Ogden Air Materiel Area (OOAMA). The
proposed initial operational date of July 1964 proved unreasonablc and was changed to October
1964. The system went operational simultaneously at all AMA's in January 1965,

A system monitor from the Data Management Division, Headquarters AFLC, supervised
the entire development at SAAMA. Analysts were located at SAAMA and two programming
groups were formed, one at SAAMA and one at OOAMA. The group at OOAMA was in daily
telephone contact with the analysts at SAAMA throughout the system development,

DSWC is operational at the following eight sites: Rome AMA, Sacramento AMA, San
Bernardino AMA, San Antonio AMA, Oklahoma City AMA, Ogden AMA, Warner Robbins AMA,
and Hq. AFLC,

SCHEDULE:
CY 1963 CY 1964 CY 1965 CY 1966 CY 1967 CY 1968
'm T..,_ 4 ~ r
JIFIMAMI I I ASIOINIDII IFIMAMIT |TIAISIOIN DS | F IM[A M]J 1) S(’NDI!'MI\JKEIJI\SUNI)IF AMI I [AlSOINID] S [FIMAINM ] 1]A ]S [0k I
4|DAP P d X
v vaee Q Planned Date A Actual Date
A|DAP Slubmlned
it [ S
A|Verbal DAP Approval
- System Design
t i
J A|DAP Approved
M\ Programming
'
a4l Conversion
N Y
Implementation st All Sites

' NEEN
T =11

Proposal Development Stage Operational

Stage Stage
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DESCRIPTION: TheDataServices Workload Control system identifies, plans, controls, and
schedules all AFLC data services operations. The AFLC data processing installations are pro-
vided with uniform procedures for manpower and EDPE scheduling and other benefits such as
mechanically prepared operator instructions (run sheets), external tape labels, and partially pre-
punched utilization cards. Headquarters, AFLC, receives data showing actual and forecast use
of system analyst/programmer personnel by data system at each installation as well as showing
EDPE use by data system, projected by 12 months (AF-E6, part 8B). Inputs consist of man-
power and EDP utilization in the form of either cards or reports punched on cards. The outputs
consist of a series of reports on data system equipment and requirements, labor (programmer/
analyst) availability, monthly and daily work schedules and status reports, and a master di-
rectory of mechanized operations.

o
iy Utilization

RCS AF-ES
tion

Flle
l| Partially Punched
Utilisation Cards |~ 10 Console Operators

To Hq., USAH

0

Fo
From Coneols Delly Equipment Hreghaials Cutput to ADP
Operetors Utii{eetion Cerde ity Dally Daily Process 12 Months Menagers Monthty
Processing Processing Processing
Daily ADP Q
) e— ] ey oA Crsrarons
From ADW Workload
et ey Progremmaer/Anslyst
Maenegers Uitiestion Carda Time Processing Worklosd Master
Adjustment Invirwekion end Job Job ADP Oparations
7 S— Prosesctes | | Lliuesancs | | Setivichents e e
Daily AP C ration
Operetinue DSWC Contrel Corde = Workload M.n.,’.': ‘
Analyste List
12-Month Print, Panch, Historical Diat
::::':.";’:" Forecest Sorl, end Edii e Yot To Cognisant
sirg Procassing Functions Time Programmers and

Proarammers E— Atatrale ADP Managers
M“""‘m Updete Corde o

Efiectiveness ADP Operations

= (Sch. V. Manager
Actual)

Programmer
and Analyst
Utilination

ADP Programming
Managers

30-Day
Projection
Ry ey

ADP Operations
Manager

-
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WORKLOAD: DATS. BASK
Char. in Data Base: 17,270,000
Percent of Char, on D/A Storage: NA
Milliseconds of Access Time for D/A: NA
No. of Data B Record Types: 3
No. of Data Base Records: 203,500
Percent Growth Rate/Mo.: 0.2
Char, /Mo. of Update Input: 1,836,000
PROCESSING
FUNCTIONS
g 3
: ¢ 1
. i b ¢ B O, oq
B3 23 3 5§ § 8 1
Key 80 @2 & & 3 8 =8
INPUTS ';’g"
80 OUTPUTS
Char. /Mo. of Input
Volume: 1,836,000 Char. /Mo, of Out-
No. of Input Trans- put Volume: 13,070,000
action Types: 3 No. of Output
No. of Input Formats: 33
Data Fields: 37 Response Time
Percent of Input (seconde): NA
Rejects: Unk
Perlpheral
Base Computer(s) Computer(s)
Total Source Instructions: 208,100 Unk
Total Object Instructions: 208,100 Unk
Hre./Mo. of Application
Production: 14 61
HARDWARE:
IBM 7153
e IBM 1403
et Printer
IBM 7302 IBM 7102-1 IBM 7621
Core Centrai: b Tape ‘
S P
S Tecensity foatcol IBM 1406 IBM 1401 sn8s 108
Core Central
Storage Processing
IBM 7621 Unit Unit
Tape
Control
2-1BM 7080'e
4-1BM 1401'e
IBM 1403
Printer
IBM 1406 IBM 1401
Core Central ::B.};‘d“oz
Storage Unit l};;;)xceadng Read/ Punch
4 IBM
729-11
Tape
Unite
1-1BM 1401
B Peripheral Devices
External Card Reader/Punch Printer
First |Word Internal Storage Storage Read Punch
IDeliv- | or Add [Cycle|Char.] Char. | No. Speed Speed
Com-| ery |Char. | Time [Time| Size | Ca- |Mag. {Trane. (carde/ | (carde/ Speed
puter [Mo/Yr|[Mach.| {ue) |{us) |(bits)]|pacity [Tapes | Rate | No. min) min) | No. {(1pm
2-IBM| 9/61 | Char. 11 2 6 160,000} 20- |to None| --- == |None| ..o
7080 729 V1| 90K R 1
4-1BM| 9/60 | Char.| 230 11.5] ¢ 8,192 2- |22.5K{ 1- 800 250 1- 600
1401 729 IV] 62.5K | 1402 1403
IBM |9/60 |Char.| 230 1.5 | 6 8,192| 4- 15K- 1- 800 250 1- 600
1401 72911 | 41.6K | 1402 1403
Comment:

The equipment configuration varies with the installation, both between AMA's

and Hq AFLC, The configuration depicted above is for the San Antonio AMA,
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SOFTWARE: Software for both the IBM 7080 and IBM 1401 consisted of an Autocoder
assembler and general input and output utility routines, The IBM 7080 also had a sort
program available,

Comment: The software is maintained by IBM. The DSWC system used the available
software extensively.

APPLICATION PROGRAM DEVELOPMENT: Policy and system design criteria were developed
under the direction of the Data Management Division, Hq. AFLC. SAAMA personnel,
augmented by personnel from OOAMA, were responsible for the development and initial im-
plementation, The programmers coded the programs in Autocoder II from flow charts and
specification documents. Each program, 17 for the IBM 1401 and 9 for the IBM 7080, was
checked out independently at both SAAMA and OOAMA using the partially built files which
were being built at each site on already existing hardware common to all AMA's and AFLC.
The system checkout, which lasted two weeks and used live data, was performed at SAAMA
with some assistance from OOAMA personnel, The computer checkout hours were mostly
on the IBM 1401 with 1,350 hours logged and the IBM 7080 with 230 hours logged. Each program
was well documented, as was the entire system design during develcpment by 2 or 3 persons
involved full time with documentation. The entire development was supervised by a system
monitor from the Data Management Division, Hq. AFLC.

FILE CONVERSION: An extensive period of file conversion went on simultaneously with the
development of the system. The three files, A, B, and C, had to be built to help with check-
out. Checkout at both Ogden and San Antonio was performed with these partially built files.
Two individuals were required full time to build these files at each AMA. One was the system
monitor, who, together with a clerk assistant, worked closely with the individual programmers
of each AMA. All programmer/analysts in AFLC were required to participate part time in
the collation of program data for the files. It took about five months to complete these files
at the AMA's,
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DOCUMENTATION: Eachprogram was initially documented with a file of input and output formats and
adescription of the system design, Duringthe development phase 2 or 3 persons worked full time with
documentation. The major documents of this system are (1) Data Services Workload (P044), AFLCM
300-38, 26 Aug. 1964 (ausers' manual and system description with format specifications); (2) main-
tenance documents (a file containing program listing, transmittal letters with attachments, etc.); and
(3) related documents on administrative regulation, suchas AFLCR 300-10, whichare usedto create
or modify files of P044.

w Number of People Number of Years
Allocated to
Activity Function Sampled System In ADP In Area |Of College
Manager 1 1 20 20 Unknown
Development Analyst/Programmer 16 16 11 11 Unknown
Manager 4 0.1 Unknown | Unknown | Unknown
Operations 76 rator 89 ) 2 | Unknown

OPERATIONS: The computer operation is staffed at SAAMA 24 hours a day, 7 days a week. It
operates as a closed shop. DSWC is one of many applications on the IBM 7080's and 1401's.
DSWC is the master scheduler for both the daily and the monthly schedules. The daily schedule
for each computer is displayed on closed circuit TV. Five IBM 1401 computers are used to
process DSWC. The pie chart below reflects utilization as if one IBM 1401 did all of the DSWC
application processing, and not all five computers, which is actually the case.

Comment: The SAAMA installation does all the program development and maintenance for all the
operational sites of DSWC.

off
98 hre 13§
Prod (DSWC app)
Schd Mt 12 hre 2¢
43 hre 6F 1Pr‘o’| I:;v & Mt (DSWC app)
Mach Error Lost .
11 hre 24 Prod (all other apps)
Unschd Mt 358 hre 494
9 hrs 1§
ldle
24 hrs 3§
Set Up
66 hre 94
Prog Dev & Mt (all other appe)
Chg Lost {all oﬂl:rh::yll’) 96 hre 13§
1BM 7080 (A)
off
119 hrs 16% Production ot Prod (DSWC
Schd Mt (DSWC app) 157 hra 21% app) 67 hrs 9%
48 hrs 7% Zhre 1% Schd Mt Prog Dev A)m
Prog Dev and 10 hrs 1% {DSWC appl
Mt (DSWC app) 14 hre 2%
Mach Er;o; bt;-’: 2 hra 1% Unschd Mt Prod (all other
b 4 hre 1% appa) 284 hra 39%
Unschd Mt Prod (all other
! hr 1% appa) 431 hre 5%
Idle
15 hnl‘ll;u 18 hre 2%
Set Up
o hs"“’: 105 hre 14%
- I ¥y Fiptiory Chg Lost (ol et ogi
Chg Lo apps) 69 hre % sthor oppd) 1 %1% 70 hra 10% 7
g Loat
{all other apps) 1BM 7080 (B} IBM 1401 {(A)
S hrs 1%

APPLICATION PROGRAM MAINTENANCE: The program maintenance is currently performed
at SAAMA By b programiner /analysts who were all involved in the original development of
DSWC. Problems arising at any of the AMA's are isolated and pertinent information is trans-
mitted to SAAMA. Resultant corrections from SAAMA are inserted at each AMA by resident
analysts or programmers.

Comment: None.
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BENEFITS:

Proposed: DSWC was designed to provide ADP management with responsive tools

to make timely and accurate decisions on ADP resources(including ADP personnel and ADPE)

utilization,

DSWC was to make uniform methods of computing, scheduling, and reporting avail-

able throughout the AFLC. Computer operations also were to be simplified and streamlined by
providing operator sheets, tape labels, and partially prepunched computer utilization cards.

Actual: DSWC is operational on an IBM 7080/1401 system at each Air Materiel Area (AMA) of
the AFLC. Scheduled operations are put on a large board, which is then displayed by closed

circuit TV to the operator.

DSWC also provides Hq. AFLC with forecasts of ADPE and ADP

personnel use, and subsequently compares actual usage with the forecast.

COST FACTORS:

Man-Months of Development Effort (Dev.)

Proposed: Unk 2
Actual; 86 IR
Comment: A task force, formed at Hq. AFLC In early 1963, prepared

a report called the ADP Resources Management System (ARMS). The
system specifications from this report were used to prepare a DAP In
August 1963, which was approved verbally by AFADA In January 1964
and officially In May 1964. No estimate of man-months was contalned

in the DAP,
Months of Elapsed Development Time {Dev.)
Proposed: @ (—
Actual: 12 R

Comment: The DAP stated that command-wide implementation would be
completed by | September 1964. The programming phase of development
took longer than planned, causing schedule slippage.

Dollars of Hardware Cost for Program Checkout (Dev.)

Proposed: Unk(Z
Actual: 140,660 IR

Comment: Program checkout required 230 hours on the IBM 7080 com-
puter and 1,350 hours on the IBM 1401 computer.

Hours/Month of Hardware Use for Application Production (Op.}
loC—)

14 I

Comment: Sixty-seven hours were used for DSWC application production
on the peripheral IBM 1401's. The actual number reflects usage during

March 1966 on the IBM 7080. The DAP stated an estimate of 30 hours/
month per AMA for the IBM 1401 computers.

Proposed:

Actual:

Hours/Month of Hardware Use for Program Malntenance {Op.}

Unk CZ
9 IR

%r%r_n_qﬁ: The actual number reflects usage during March 1966 on the IBM
. ogram maintenance for DSWC Is done only at SAAMA, The opera-
tional AMA’s and Hq. AFLC have monitor programmer/analysts who collect
program error data to send to SAAMA and Install corrections from SAAMA,
Fourteen hours were used for DSWC program maintenance on the peripheral
IBM 1401's at SAAMA,

Proposed:
Actual:

Number of Operations Personnel (Op.)

Proposed: Unk CZ
Actual: 2 IR
Comment: The actual number of personnel Is prorated from 89 operators
at on the basis of machine time used for DSWC,
Number of Program Maintenance Personnel (Op.}
Proposed: Unk T2
Actual: 5 I

Comment: The actual number of personnel represents full-time DSWC
malntenance programmer/analysts at SAAMA. There are programmer/
analysts at each AMA and at Hq. AFLC who lsolate problems and transmit
program error data to SAAMA for correction, as well as Install program
corrections from SAAMA.

Dollars/Month of Hardware Cost (Op.)

1,208 (}
10,960 I

Proposed:
Actual:
Comment: The actual dollar amount includes the cost of program mailn-

tenance done only at SAAMA, This program maintenance cost ls approx-
imately $4,289 per month at SAAMA.,

FUTURE PLANS:
time.

There are no indications of changes or additions to this system at this
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SYSTEM: Base Level Inventory Control System--GE/BSS (GE 225)

DATA SYSTEM DESIGNATOR: D002

DATA COLLECTION DATE: April 1966

LOCATION: Directorate of Data Automation

Military Airlift Command
Contact for Additional Information Scott Az’r Fonce Bave

Belleville, Illinois

Scott Air Force Base
Development Illinois

Maintenance Scott Air Force Base

Illinois

Pilot Installation None

First Operational Installation Scott Air Force Base
Illinois

Number of Operational Installations | 7

FUNCTION: The prime users of GE/BSS are the base supply offices at the various Military
ATrlift Command bases. The only other user is the Accounting and Finance Office, which
processes the financial aspects of the inventory system. The mission of the prime user is
controlling the distribution, ordering, and inventory level of aircraft replacement parts for
the Military Airlift Command. GE/BSS functions as a management support system in
processing real-time supply transactions and generating management reports.

ORGANIZA TION:
l HQ USAF l
|
L HQ MAC ]
1 ]
[ DCS/Comptroller I I DCS/Material ]
1
[ Directorate of Data Au!omnlonJ l ?ll‘;';:::;:::' Supply I
(Analyet)
I Logisetice Divielon I
| |
I Base Inventory Control Branch I [ Plane and Operatione Branch I
{Developer) (Developer)
[ MAC Bases ]
1
| 1
Data Systeme and Statistice | [ Base Supply Office ]
(Operator) (Ueer)
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HISTORY: GE/BSS evolved from an attempt in the late 1950's to simultaneously introduce
automation techniques to a variety of the Military Airlift Command (MAC) functions using an
IBM 7070 computer at Charleston AFB. The attempt was too ambitious for the system tech-
nology of the period and resulted in degrading the inventory function as the requirements for
real-time operation could not be met.

Headquarters USAF decided to transfer the functions one at a time to another computer
and employ the modular concept of design. Of the 33 functions in the Charleston system, base
supply was given the highest priority for the new system and is the only function presently oper-
ating in the new computer,

The project began at Scott AFB in April 1962 with the programming a joint Air Force
and General Electric effort. The amount of coding required was underestimated and therefore
the available manpower was insufficient to meet the schedule. An additional time-lag factor
in development was the inclusion of new requirements and design factors for MILSTRIP. The
system became operational at Scott AFB in December 1962 and during the next 18 months six
more similar systems were developed for installation at other bases in the Military Airlift
Command.

Systemn analysts from the Base Supply Office provided technical guidance to the General
Electric programmers. The number of contractor programmers was inadequate and Air Force
and Civil Service programmers were added to the effort. Small groups under close supervision
of Air Force programmers were formed and assigned specific tasks for the remainder of the
develogment.

E/BSS is operational at the following seven AFB's: Lajes AFB, Travis AFB, Scott AFB,
Hunter AFB, McGuire AFB, Charleston AFB, and Dover AFB,

SCHEDULE:

CY 1960 CY 1961 CY 1962 CY 1963 CY 1964 CY 1965

J | F{MA JJASONDJFMANJJAS(JN JFIMIAPMIT [T A IS|OINIDYT [F M|J1JIAISIOIN DD [FIMIAIM I {3 |A]SOIN D] J [F|MA JJA]SONB

1 5
Feasibility Studies Conducted for integrated System (Personnel, Accounting, Supply, Etc.)

A Hardware RFP's Sent Out | l ' I I l
A Concept Limited to Supply Only

A GE 225 Selected I
D- Programming and Checkout at Scott AFB
1

' " Ll
L)

Dav‘-l;)pmom Stage Operati

A A

at six Other MAC Based

O Planned Date A Actual Date
Leiati i e ettt
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DESCRIPTION: There are two main system functions: (1) posting, i.e., the processing of
real-time supply transactions, and (2) report generation. Posting input is by punched cards
representing supply transactions; for example, a request for an aircraft part by maintenance
or the recording of new stock purchases. Each transaction updates the supply record on the
disk and records the transaction on the history tape. A requisition form is output when a part
has been requested. The history tape is used to produce management reports.

Diek File

with One Record
per Siock jtem
end Progreme

POSTING FUNCTION
Requlsiiioning Shipping Stock
ond Receipte Procedures Control
I | Rovgleltion }—-' To Supply Personnel
Supply Transac™ Speciel
From Supply Pereonnel tione Jesue Property Executive
M Roquest Accounting  [*]  Routine [ ) eoiant
Receipts, etc. e
I To Suppiy Personnel
feoue Tura in :'" Funted
Procedures Procedures ez
Mansgement

REPORTING FUNCTION

Daily:

Posting Transaction
Register, Hejoct
Summarize Select Formet Listing, ot
Data Data Data
Specisl Input
Recoived From SUppiY ey Carde to
Management Offices Control Semi-Annual
Reporting Preissue | Y
Listing,
siveps Sort Output Ill:n: Price Review
Dats Dats Dsts Bi-Monthly e
o] Pese Critical
ttam Listing

Quarterly:
Item Record Listing,
Detail Due In/Out

Listing, etc.

Monthiy:
Baee Suppiy Report,
Posting Tranesction
Register, etc.

Annusl Report
Financial Plan,
Inventory
Segmentation

Ae Required:
Due Out on Deactivated
Orgsanization, Routing/
Reimb. Listing
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WORKLOAD: e
Char. in Data Base: 27,000,000
Percent of Char. ou D/A Storage: 100
Milllaeconds of Access Time for D/A: 100
No. of Data Base Record Types: 11
No. of Data Base Recordas: 180,000
Percent Growth Rate/Mo.: Unk
Char. /Mo. of Update Input: 4,000,000
PROCESSING
FUNCTIONS
-1
? t ]
it 2 b O§, !
“ @ H t - a
w B A4 53 8 5
INPUTS g
80 OUTPUTS
Char. /Mo. of Input 7 e
Volume: * 4,000,000 60 Char. /Mo, of Out-
No. of Trans- 50 put Volume: 40,310,000
action Types: 2 40 ~ No. of Output
No. of Input 30 Formats: 43
Data Fields: 465 20 Sg Response Time
Percent of Input 10 00 00 00 00 (seconds): 2
Rejects: 1.0 %
Peripheral
Base Computer(s) Computer(s)
Total Source Instructions: 150,000 NA
Total Object Instructions: 150,000 NA
Hrs./Mo. of Application
Production: 176 NA
HARDWARE:
GE 225
Central Controller
Processing Selector
Unit
D225B
Card
Reader
M640A E225C
Disk Card Punch
File
GE 225
Peripheral Devices
External Storage
Mag Tapes Disk Card Reader /Punch Printer
First |Word Ioteraal Soage Ac- Read Punch
Deliv-| or Add |Cycle| Word| Word | No. Char. | cess Speed Speed
Com-| ery-|Char. | Time| Time | Size | Ca- [Mag | Trans.| No. [Trans.| Ca- | Time (cards/ (cards/ Speed
puter |[Mo/Yr| Mach. | (us) | (us) |(bits)| pacity |Tapes | Rate |Disks|Rate |pacity| (ms) | No.| min) [No.|[ min) No. { (lpm)
GE 1/61 | Word 36 18 20 4,096 3 I5Kto| 1 62.5 | 28M 180 400 1 100 1 900
225 60K
Comment: At Travis AFB there are two hardware configurations to handle an unusually
heavy workload and at Scott AFB an extra core memory module was added
to facilitate development programming.
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SOFTWARE: goftware for the GE 225 consisted of a GAP assembler, program diagnostics,
and utility routines. The software was delivered by GE with the equipment in early 1962.

Comment: The software performed well and has required little modification or correction.
One exception was the routine which randomly accessed the disk file and which required con-
siderable reprogramming. It was felt by the developers that the software contributed signifi-
cantly to system development.

APPLICATION PROGRAM DEVELOPMENT: The GE/BSS proposal called for all program-
ming to be done exclusively by GE programmers with technical direction from Air Force
system analysts. The development approach adopted was to begin work on the most critical
aspects of the system first, solve them, and then work on the next most important areas of
the system. This resulted in some unnecessary redesign work. The technical effort suffered
due to some design shortcomings, resulting from an overly optimistic technical estimation by
GE and the Air Force system analysts and an apparently arbitrary and short USAF schedule.
Air Force and Civil Service programmers were added when it became apparent that the
number of GE programmers was inadequate. The programs were all written in GE assembly
language, GAP. Each function was divided into subprogram segments of approximately 1,000
words each because of limited core space. The posting programs were written almost entirely
without benefit of GE software. The programmers operated the computer themselves during
the six months checkout period, getting 4 to 5 short test runs on the 24-hours-per-day con-
tinually operating computer. The criteria for the system test were specified by the supply
analysts. During development a thorough documentation file was maintained of each program's
interaction with its environment. Proposed design features, changes to programs, additional
requirements, and detected conflicts were documented in an internal document series known
as Program Information Letters (PIL). This was an effective programming control during
the development period and has been praised by the technical staff involved. Daily progress
reports from the programmers were collected and analyzed.

Comment: Another cause for schedule slippage was the inclusion of additional requirements,
such as MILSTRIP, which required redesign and additional coding. A frozen set of specifica-
tions would have significantly aided the development phase.

FILE CONVERSION: The data base to be employed in the GE 225 system was essentially the same

as that used on the IBM 7070 system at Charleston AFB except for differences in format. The
conversion was done by special programs written for the IBM 7070 which dumped the. file onto
magnetic tape and punched cards in a format acceptable as input to the GE 225. Approximately
200,000 records of about 100 characters each were converted. Three weeks were required

to complete the down-loading of the IBM 7070 and up-loading of the GE 225. The system

data were audited before and after the loadings to verify the conversion.
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DOCUMENTATION: = At the completion of development (December 1962), the system documen-

tation was produced: System Requirements (AF 67-1), Program Description (MM 67-4) and
User's Manual (MM 171-14),

PERSONNE L

Activity

Function

Number of People

Number of Years

Sampled

Allocated to
System

In Supply

Of College

Development

Manager

16

6

8.0

3.5

Analyst

6

8

12.0

Unknown

Programmer

24

3.5

Unknown

Operations

Manager

1

1.0

Unknown

7
1
Operator 3 7 o 3.0

OPERATIONS: The computer operation is staffed at Scott AFB as required by workload. It op-
erates as a closed shop. GE/BSS is the only application on the GE 225 computer. A monthly
schedule is utilized by the operational sites with the allowance of priority runs at any time.
Comment: All development and maintenance of GE/BSS is performed at Scott AFB. The average
production time is 312 hours/month for the operational sites, excluding Scott AFB, with a maxi-
mum of 488 hours/month. Machine maintenance time is large (15 percent).

_Prod (GE/BSS
only app)
176 hrs 24%
Prep
4 hrs 1%

Off
289 hrs 40%

\Prog Dev & Mt
75 hrs 10%
Chg Lost
7 hrs 1%

Schd Mt
96 hrs 13%
Idle

Unschd Mt 68 hrs 9%

15 hrs 2%

APPLICATION PROGRAM MAINTENANCE: All program modifications and improvements are
~done at Scott AFB. Other site programmers are used exclusively to gather data pertaining to
program errors and to install program changes. The operational programs have required
little maintenance or modification.

Comment: The small requirement for program maintenance probably arises from the fact
that the system has been operational for a relatively long period of time.
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BENEFITS: Proposed: GE/BSS was proposed to provide increased management control, re-
duction of supply manpower, and more timely fulfillment of maintenance requests in the
Military Airlift Command. The concept of an automated supply system had been demonstrated
through a pilot automation effort on the IBM 7070 at Charleston AFB.

Actual: GE/BSS provided increased management control and more timely fulfillment of main-
tenance requests,

COST FACTORS:

Man-Months of Development Effort (Dev.) Hours/Month of Hardware Use for Program Maintenance (Op.)

Proposed: 5s O Proposed: Unk CZ

Actual: 375 IEEEERARS Actual: 75 RN
Comment: It was felt by the developers that the schedule imposed on the Comment: The actual number reflects usage on the GE 225 during June
programming group by Hq. USAF was highly optimistic and apparently T98% at Scott AFB. AllIGE/BSS program maintenance is done at Scott AFB.
arbitrarily short. This unreallstic schedule led to a poorly designed Field program maintenance activity at the other operational sites is con-
system that required some unnecessary redesign work, Air Force and cerned only with the collection of program error data to send to Scott AFB
civil service programmers were added to the development effort when it and the Installation of corrections from Scott AFB,

became apparent that the number of GE programmere wae inadequate.

Number of Operations Personnel (Op.)
Months of Elapsed Development Time {(Dev.)

Proposed: |- 3] e—— |
Proposed: sC—1 re
Actual: .|
Actual: 10 I
Comment: The actual number of operators at Scott AFB ls 6. The other
Comment: GE/BSS was decreed operational on 1 July 1962 by Hq. USAF T operational sites average B operators, with a maximum of 12 at
Jirective. Equipment selection was made in February 1962, Program Travis AFB.

checkout was begun in April 1962, Insufficient manpower and inclusion
of new requirements, such as MILSTRIP, during the development delayed

system operation to December 1962 Number of Program Maintenance Personnel (Op.)

Proposed: p ]\ e m—
Doliars of Hardware Cost for Program Checkout (Dev,)
Actual: + I

Proposed: Unk 2

Comment: There are programmeras at the operationai sites, other than at

Actusl: 212,000 HEENTENEEENNNE Bcott ATB shown here, but they are used exclusively to collect program

error data to send to Scott AFB and install corrections. There are two
Comment: The checkout computer was in constant 24-hour use for programmers at each operational site except Travis and McGuire AFB's,
6 months of the period April to December 1962, It was felt by the de- which have three programmers each.

velopers that the supplied software contributed significantly to system

deveiopment. An approximate total of 4,512 hours was used for pro-
gram checkout. Doilars/Month of Hardware Cost (Op.)

Proposed: 9,400 ("]
Actual: 9,400 NN

Hours/Month of Hardware Use for Application Production {Op.)

Proposed: Unk CZ
Comment: This amount is the basic rental charge per month for all
Actuai: 176 I operational sites except Travis AFB.

Comment: The actual number reflects usage on the GE 225 during June 1965
st 3cott AFB, The six operational GE/BSS installations, excluding Scott
AFB, averaged 316 hours. Maximum usage was 488 hours at Travis AFB.

FUTURE PLANS: This system is currently being phased out. All base supply functions
are being transierred to the AF standard base supply system on the UNIVAC 1050-1I,
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SYSTEM: Global Weather Central--GWC (IBM 7094 Mod I)

DATA SYSTEM DESIGNATOR: L0001

DATA COLLECTION DATE: April 1966

LOCATION:
3rd Weather Wing
Contact for Additional Information Offut Air Force Base
Omaha, Nebraska

SAC Headquarters

Development Offut Air Force Base
Nebraska
. SAC Headquarters
Maintenance Offut Air Force Base
Nebraska
Pilot Inet.allation None

SAC Headquarters
First Operational Installation Offut Air Force Base
Nebraska

Number of Operational Installations 1

FUNCTION: The user of GWC is the 3rd Weather Wing--Air Weather Service of the Military
Airlift Command. The mission of the user is to support the Strategic Air Command and
classified military activities with scheduled and tailored weather products. GWC functions

as an operational and intelligence system to produce weather products such as analyses,
prognoses, and forecasts for dissemination to supported units throughout the continental
United States and overseas. Teletype information containing observations of weather con-
ditions at the earth's surface and at various altitudes is input to GWC and the data are analyzed
and correlated with previous weather conditions to prepare the weather products.

ORGANIZATION:
[ HQ USAF J
l HQ SAC ] HQ MAC l
l SAC AF's and Divisions I r Alr Weather Service I
(Prime User) l
I 3rd Wsather Wing I
ID{rlctorlu of Scientific Services l
(Analyest)
[ Detachment 1 I
r Automation Division
r Computer Operaticns Branch I Data Procsssing Branch ] I Analysis Branch l I Program Applications Branch I
(Operater) {Developer) {Developer) (Developer)
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HISTORY: The GWC was developed in response to ever-increasing weather requirements being

evied on the manual weather prediction and analysis capability of the 3rd Weather Wing. The
initial system design was based on certain programs operating on the SAC IBM 704 and on a
system developed by the Joint Numeric Weather Prediction Unit (JNWPU) at Suitland, Maryland.
Initially, paper tape from teletype was used as the primary input source of observation data.
The basic system was subsequently modified substantially by changing forecasting and analysis
models, adding new products, upgrading the IBM 7090 to an IBM 7094 Mod I, installing an ADX
ITT 7300 communication computer, and adding another IBM 7094 Mod I computer.

The development personnel for the GWC system were weather specialists with a very high
average educational level, cross-trained to utilize computer skills. This approach was
adopted because of difficulty in obtaining data processing personnel and because of the com-
plexity of the weather application, The basic plan for system implementation was to replace
manually generated weather products with the automatically generated products only after the
automatic system had been fully verified. This approach enabled the system to be developed
in a time-phased manner.

The development activity was performed primarily by the Directorate of Scientific Services
and the Automation Division. The Directorate of Scientific Services was responsible for the
formulation of the basic models used in the system. In many cases, personnel of the Di-
rectorate wrote programs to verify the concepts and models which they had developed. The
actual production programs were written by personnel in the Automation Division. No clear
distinction between programmer and system analyst was made, since virtually all people
doing programming had a meteorology background.

GWC is housed in two separate facilities approximately one mile apart. One of these
facilities is in a hardened underground area resulting in materially increased costs for this
facility. Due to the distance between the two sites, an IBM 7711 data transmission unit is
necessary which would not have been required for a single facility. The estimated facility
preparations costs for the non-hardened installation were $100,000,

A large portion of the GWC output is unclassified. During the development and production
of highly classified outputs the environment is so secure that many programmers involved in
checkout of less highly classified projects are denied access to the computer room, resulting
in less efficient checkout than could have been accomplished otherwise,

SCHEDULE:
CY 1960 CY 1961 Cy 1962 CY 1963 CY 1964 CY 1965
1 |F[MAM J]JlASONDJlF]M M I I Is[ol [oJIrIMAMJ Jja[s|ofN|Dls |Fim|almls |3 |a]s|ofn ol [F|Ma[Ms [slalstofn]o] s [riMalM s s ]als [obv o

i1 LI LILIRIR LI
A|Initial System Design and Pro;r-mmer Training Started

Al
Firet IBM 7090 Installed

A|Initial Vernion Dechred Operuh‘mll
AtTT 7300 tnetalled l | |
A|IBM 7090 Upgraded to 70941

A] Request for Additional 7094
[} ]

]
Improvement to

.cn
3

Present

-
PS

Development Stage Operational Stage

QO Planned Date A Actual Date
(RS 5 ! N, O T O I I

68




GWwWC Sheet 3 of 7

DESCRIPTION: GWC input containing observations of weather conditions at the earth's surface
and at various altitudes in the upper air is received via teletype. All input except for relevant
observations is stripped off prior to further analysis, About 50 percent of the data monitored
over the teletype wires is not useful to GWC., The observations are then analyzed and correlated
with previous weather conditions and forecasts are prepared. Analysis and forecast runs are
The runs at 0600 and 1800 hours are not transmitted to the field but are
analyzed in-house and used in the production runs at 0000 and 1200 hours.

made four times daily,

20 TTY Lines
With Worldwide
Weather Observ-
atory at Surface
and in Upper Ailr

ADX
Communications
Processing

Raw
Data
Tape

y

Input Edit

and Validation
Rejecte all
Nonobeervational
Data

Checked
Upper

Air

Data

Checked
Surface
Data

Analysis

Generate Prod
Analysis roducts
Report for In and
Out House
Use
[ Y

Upper

Air

Analysis

Preliminary
Forecast
Results

Surface Operational

Alr Forecast Forecast
Analysis Processing - Output

A

Generate ADX

Analysis gﬁf,,m, Communications
Reports Processing

» 1 RE

Q::nld):l.c‘t.s FAX Transmission 3 TTY Lines for
for In and Circuit Disseminating
Out House Forlecn'stn and
Use Analysis
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Plotter and a CV 1357 Converter.
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DATA BASE
WORKLOAD:
Char. in Data Base: 3,790,000
Percent of Char. on D/A Storage: NA
Mililseconds of Access Time for D/A: NA
No. of Data Base Record Types: 7
No, of Data Base Records: Unk
Percent Growth Rate/Mo Unk
Char. /Mo. of Update Input: Unk
PROCESSING
FUNCTIONS
8 -
: . t [4
R TR
B i 8 &8
Koy 4 & 2 6 = 0
100%
N
o = OUTPUTS
Char. /Mo. of Input 7 e
Volume: P 715,400,000 0 8 Char. /Mo. of Out-
No. of Input Trans- 50 g 45 42 put Volume: 598,000,0vv
action Types: 40 - No. of Output
No. of Input 30 g; Formats: 121
Data Fields: 418 20 S:B Response Tima
Percent of Input 10 00 00 00 00 S (seconds): NA
Rajects: 4.5 0%
Peripheral
Base Computer(s) Computer(s)
Total Source Instructions: 99.790 Unk
Total Object Inetructions: 124,200 Unk
Hrs. /Mo. of Application
Production: $00 1040
HARDWARE:
IBM 7181-2
Consola
IBM 1711 1BM 7100 2-1BM
Communl - Centrel hed 7607 Data
cation Procsssing Channele
ink nit
= IBM 7094 Mod 1
-——I— ITT 1300 EBM 1401 IBM 1406
=1 Mut1 d entral Core
Input Lines H M:o‘-:l'.-" Procsssing | Storage
—-T Processor Unit Unit
ITT 7300 ADX Communicetion Computer l l l l
IIBM 1903 IBM 1902 ] IBM 1402 1BM 1403-2
PT Reader PT Punch Card Printer
' Resd/
Punch
I IBM 1401
Installetion Number 1
Installetion Number 2
IBM 1401 I1BM 1406
Centrel Core
IBM 716 Processing Storage
Printer Unit Unit
IBM 7711 1BM 7100 2-1BM
Communi- | ] Contral 7607
cetion Dete l l
Link Chennels s TBM 18032
Card | Printer I
Read/ Punch
IBM 7094 Mod |
1BM 140)
P!lpho ral Devices
Externel T
Internal Storege Storage Cerd Reader /Punch Printer PT Reeder | PT Punch
First |Word Word/] Wordf Reed |Punch Read Punch
Deliv-| or Add |[Cycle | Cher. [Cher. No. Speed | Speed Speesd Speesd
Com=-| ery | Cher. | Time|Time | Size | Ca- Meg |[Trens, {carde /| (cards Speed (char./ {char./
puter | Mo/Yr[ Mech. | (us) | (us) [(bite) |pacity] Tepes |Rete |No. | min) min} { No. Kipm}| No. sec) | No. | eec)
IBM | 9/62 | Word 4 2 36 32K R-7291V |22.5K4 1- 250 100 1- 150 |None s |None| -..
7094 e ]62.58 T 716
BT 7Z9H]1 SK-
41.6K
IBM | 9/62 | Word 4 2 36 32K f2-729 U|15K- 1- 250 100 1- 150 |None| ... [None .ee
1094 41.6K 711 716 1
IBM | 9/60 | Char. 230 | 11.% 6 8K R-729U [ISK- | 1- | ROO 250 1 600 1- $00 1- 150
1401 1.6K {1402 1403-2 1903 1902
IBM | 9/60 [Char. [ 230 [ 118 | 6 oK R-729U [1sKk- |1- | 800 2% | 1- (600 |None| ... |none| -
1401 1.6K p402 403-2
ITT unk Word 10 L] 18 K R-7320 |ISK None| --- «e= |None | «o. | Con- 400 Con-{ 20
7300 sole sole
Comment: Other peripheral devices include a Benson Lehner Data
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SOFTWARE: The entire IBM-supplied software packages for the IBM 7094 are available to GWC
as is the SHARE library. GWC has been using the FORTRAN monitor system with the
FORTRAN II compiler, FAP assembler, and a standard IBM-supplied library including some
special GWC routines. GWC has also been using a GWC-developed control program AUTO and
the IBM IBSYS executive system in conjunction with FORTRAN IV, The IBSYS executive in-
cludes a MAP assembler, a COBOL compiler, Report Program Generator (RPG), and a linkage
editor.

Comment: The FORTRAN monitor system and the IBSYS executive system are used for program
development but not for production runs. All production is run under AUTO, the GWC-
developed control program, which requires considerably less core than either the FORTRAN
monitor system or IBSYS. Little of the IBSYS executive's capability is being used. Virtually
none of the SHARE library routines are being used at this time, although some were used during
the early development stages.

Maintenance of the IBM-supplied software requires two people on a full-time basis, one
supplied by IBM and the other by GWC. GWC is very happy with the support received from
IBM (on-site and from IBM headquarters) and feels that this support tremendously enhances
the maintenance of the support software.

APPLICATION PROGRAM DEVELOPMENT: The GWC development activity was performed

by the Directorate of Scientific Services and the Automation Division of the 3rd Weather Wing.
The Directorate of Scientific Services was responsible for formulation and verification of the
models and computational techniques used in GWC, while the Automation Division was respon-
sible for programming the production programs, integrating these programs into the GWC
system and verification of system operation. A clear distinction between analyst and pro-
grammer was not made in the GWC system, since virtually all the people doing programming
had a strong meteorology background. Development effort from other numeric weather proj-
ects such as the Joint Numeric Weather Production Unit was used whenever possible. The
programs were coded in FORTRAN II and FAP assembly language: The GWC system is com-
prised of 86 separate programs, grouped together as 8 packages. Each package is run as a sub-
system generating specific output products, The program testing was done using the FORTRAN
monitor system. The development of the system was on a time-phased basis such that per-
sonnel freed from the manual preparation of products could be utilized in further system de-
velopment, The time phasing also allowed thorough verification of new products prior to op-
erational use. Quarterly progress reports were submitted during development.

FILE CONVERSION: No file conversion was involved in GWC development.
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DOCUMENTATION: 3WWM 105-12describes the centrally prepared products thatare transmittedto
field units, It provides information onthe use of the products and verification information on selected
forecast products, Documentation of the intersystem workings and individual programs is generally
inadequate. Noformalized documents giving system flow charts, program flow charts, or narrative
program descriptions were found, Documentation of program operational procedures is complete
andis kept on cards for easy maintenance,

PERSONNEL:
Number of People Number of Years
Allocated to
Activity Function Sampled System In ADP | In Weather | Of College
Manager 6 6 5.0 13.5 6.5
Development | Analyst 25 25 2.5 13,0 7.0
Programmer 28 28 2.5 9.5 Unknown
Operations Manager 18 18 2.0 11.0 3,0
Operator 73 73 1.5 7.0

OPERATIONS: The computer operation is staffed 24 hours a day, 7 days a week. It operates as
a closed shop. The GWC application shares both IBM 7094/1401 computer systems. The two
IBM 7094/1401 installations are located at different sites, approximately 1 mile apart, neces-
sitating transmission between sites of information via the IBM 7711. The IBM 7094/1401 (A)
system is owned, while the (B) system is rented.

Comment: An excellent daily master schedule is strictly followed to utilize the owned computers
as much as possible and to obtain the most updated input before transmitting weather products at
fixed intervals. Idle time on the leased computer is nonchargeable by the manufacturer.

Schd e Schd Mt
14 hes 2% Ahen 1%
Unachd Mt Unschd Mt \
16 hrs 2% 13 hre 26 U Prod (GWC
1l Prod (GWC 1die o— app) 157 hre 208
32 hea 4% app) 343 hre 47% 304 hre 49%. Prep (GWC
Set Up opp) 12 hre 2%
a7 hes 1 3% Prog Dev 4 Mt
IWC
Chy Lost (all __ (&w app) I8 hrs
apps) 11 hrs 2%

Prod (al) other
" appe) 21 hre 4%

Prep {al) sther

Prog Dev s Mt (all
other apps) I8 hrs
»

Prep (all other Set Up oppe) 2 hre 1%
- GWC
apps) 6 hrs 1% [ :":)"“o b 99 hre 14% Prog Dev & Mt
Prod (all / {all other appe)
other apps) // Schd Mt T heo I
61 hrs 4% e IBM 7094 (A) S hes 1% IBM 7094 {81 Chy Loet 1.!1*
> appe) 8 hre |
Prog Dev & Mt Prod (GWC i
(GWC app) 102 Unachd Mt - g ~
o 14% 7 hrs 1% app) 277 hre )
ldle -
165 hre 228
Prep (GWC
Set Up app) | he 1%
203 hre 27% -
Prog Dev & Mt
Prog Dev & Mt (all N\ {GWC opp) 19 hre %
other appe) 4 hre 15 - Prod {ell other
1BM 1401 (A) W% 49 hee TR
Schd Mt
Schd Mt iy
2 hre 1% Prod (GWC Unachd Mt
Unschd Mt spp) 170 hre 2% Theo 1% Prod (GWC
4 hrs 1% Prog Dev % Mt Idie " /7 appl 383 hre 7Y%
{GWC appl 16 hre 2% | hr 1% /
Prod tall other Set Up
.y 12 - oppe) 29 hro 4% T hes 1%
Lo Prog Dev & Mt {all .
other aope) 3 hre 1§ Foot tatt
other appe)
Set Up 108 hea |1 %
/ 161 hrs 22% Prog Dev & Mt
(GWE app)
2 hes 1N
IBM 140) {B)}

1TT 1300

APPLICATION PROGRAM MAINTENANCE: Current programming activity involves 59 per-
sonnel and is divided into 4 areas: (1) new product programming, 19 percent; (2) program im-
provements, 60 percent; (3) program corrections, 14 percent; and (4) program and/or product
deletions, 7 percent. Program improvements include optimization of running time, tape manip-
ulation changes for more efficient production flow, and improved data processing schemes. The
Program Applications Branch is responsible for pre-production testing of all programs prior to
their release to production.

Comment: Program development as well as maintenance is a continuing and significant aspect
of GWC. Due to the diversity and lack of control of weather observation input formats, program
maintenance is constantly required to comply with changes in this area. Increasing require-
ments in the field of weather analysis and forecasting have caused improvements in old weather
models and concepts and the development of new ones. Thus, development programming activ-
ity is always in progress with approximately the same number of people involved in develop-
ment now as were involved during the original system development.
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BENEFITS: Proposed: The GWC was proposed to provide weather information, such as fore-
cast, analyses, and special reports to the Strategic Air Command and other AF users. Prior

to development of the GWC, these products were manually produced. The manual processing

of weather data was rapidly becoming unfeasible by 1960, New weather products including fore-
casts at high altitudes were required. In addition, requirements existed for increased frequency
of weather reports.

Actual: The GWC has evolved over a number of years and is currently providing automated
weather products twice daily. A number of new weather products and items or equipment have
been added since the initial operational capability. Weather products requirements are con-
tinually increasing, requiring plans to be developed for new programs and equipment.

COST FACTORS:

Man-Months of Development Effort {Dev.} Hours/Month of Hardware Use for Program Maintenance (Op.)
Proposed: Unk 2 Proposed: Unk CZ
Actual: 4,404 (NN Actual: 140
Comment: No formal proposal such as a DAP was prepared for the Comment: The actual number reflects usage during March 1966 on both
. e GWC ADPS developed from ever-increasing weather re- TBM 7097 | computers. A total of 37 hours wae used for GWC program
quirements, and hence, propoeal activities are to be found throughout maintenance on the two IBM 1401 computers and the ITT 7300 ADX.

the GWC development and operation. A substantial portion of the de-
velopment effort to date, as represented here, may be regarded as

program int in the inual development of the GWC, Dumber ot OP".“P“' Bersosnel (Op. }
Proposed: 44 [ )
Months of Elapsed Development Time (Dev.)
Actual: 91 .
Proposed: Unk 2
Comment: The proposed number, consisting of 12 operatore and 32 data
Actual: 2 | . preparation personnel, came from an anticipated manpower projection
established in January 1960. The actual number of personnel consiste of
Comment: The initial development effort of the GWC was considered to 73 operators and 18 managers.
Rave Begun in January 1960 and ended in October 1961, ae represented
here, when it became operational. New programs, however, are con-
tinually being developed to meet the ever-increasing needs of AF Hpmbep of Pregrsm Maintespace Pergognel (Op:
weather users. Proposed: anc——)
Dollare of Hardware Cost for Program Checkout (Dev.) Actual: 59 IR
Proposed: Unk 2 Comment: The proposed number, consisting of | manager, 28 analysts,
an programmers, came from an anticipated manpower projection
Actual: Unk IX established in January 1960. The ac ual number coneiste of 6 managers,

25 analyeis, and 28 programmers.
Comment: No records were kept for computer hours used for GWC

program checkout. Dollars/Month of Hardware Cost (Op.)
Houre/Month of Hardware Use for Application Production (Op.} Proposed: Unk 2
Proposed: Unk Z Actual: 240,297 IR
Actual: 500 TR Comment: None.

Comment: The actual number reflects usage during March 1966 on both
1 computers. A total of 1,040 hours was used for GWC appli-
cation production on the two IBM 1401 computers and the ITT 7300 ADX.

FUTURE PLANS: Experience at the GWC has been one of continually adding programs and
equipment to meet ever-increasing needs of AF weather users. GWC personnel currently
estimate that by FY 1968 the equivalent of five IBM 7094 Mod I computers will be required.
To meet these increasing requirements, a DAP is presently being prepared outlining the
anticipated future requirements. The proposed system is to include such state-of-the-art
features as multiprogramming, multiprocessing, large-scale direct access memory, and
on-line consoles.

Because of the huge investment in programming (99 percent of the programs are in
IBM 7094 machine language) it is felt that the new computer system must have the capability
of emulating the IBM 7094. Other functional refinements desired include the use of a finer
mesh grid to improve model accuracy and the use of satellite and aerospace data.
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SYSTEM: Merged Accountability and Fund Reporting I1I--MAFR (RCA 501/301)

DATA SYSTEN DESIGNATOR: 1053 and H055

DATA COLLECTION DATE: May 1966

LOCATION:

Contact for Additional Information

Directorate of Data Automation

Air Force Accounting and Finance Cent v
3800 York Street

Denver, Colorado

Development Air Force Accounting and Finance Center
Denver, Colorado
Mhaiftenahc s Air Force Accounting and Finance Center

Denver, Colorado

Pilot Installation

None

First Operational Installation

Air Force Accounting and Finance Center
Denver, Colorado

Number of Operational Installations

1

FUNCTION: The immmediate user of MAFR III is the Directorate of Central Accounting of the

Alr Force Accounting and Finance Center.

Ultimate and prime users of MAFR III are the
U.S. Trecasury Department and the Air Force Director of the Budget.

The mission of the

prime users is to monitor Air Force expenditures and maintain an accountability of all Air

Force Funds.
accountability.

The Treasury Department, of course, has other missions beyond Air Force
MAFR III functions as a management support system to maintain accountability

of cash expenditures and status of funds allocated for specific materials or services and

consolidates the duta in monthly reports.

ORGANIZATION:

L

HQ USAF

1
r Complinller I

[

[

Directorate of Data Automation

] l Directorate of Accounting and Finance

—

[:_ __Major m:.’r-y-mm___,l-

[_ Di.S/Caraptraller |

]
o l Separate
l AF A:coanting and }inance Canter | Operating
— Agency

S T

Directorate of
Centrai Acconnting

11

|

Directorate of
Data Automation

[

Directorate of
Arcounting and Finance

- (Uarr)

[_ AF Daseas ]
I— Base Comptrollcr j
Arcuounting and
Financa Offica

(User)

(Uaer)

(Developer)

Technical or Functional
Reasponaibility
Adminiatrative Reaponsibility
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HISTORY: Certain insufficiencies in the MAFR II System necessitated a major reengineering of
the system in order to generate the products required by the user. The primary insufficiency
was the lack of ability to produce reports on Status of Funds. The accounting categories for
Status of Funds for MAFR III are not the same as those used in MAFR II, which necessitated a
complete system redesign for MAFR III. The concept for MAFR III was approved by Head-
quarters, Air Force Accounting and Finance Center (AFAFC) with subsequent approval by
Headquarters USAF. The project started in December 1962 and was operational in July 1963,
A planned schedule of events during development was prepared and coincided with the actual
development schedule,

The reengineering of MAFR II to MAFR IIl was a joint effort of the Directorate of
Central Accounting and the Directorate of Data Automation at AFAFC. Specific tasks were
assigned to each with continuous coordination of activities.

In general, the Directorate of Central Accounting was responsible for developing the
accounting system concept, input formats, edit and balance criteria, output formats, and
providing system test data.

The Directorate of Data Automation was responsible for developing the EDP system
concept and specifications, programming and program documentation, and testing and
debugging.

A joint responsibility of the two directorates was the implementation plan, developing
operational schedules, reviewing systems, test output, establishing "live" operations, and
monitoring initial "live" production for conformance to desired output.

Since MAFR III became initially operational, 63 new programs have been added to the
original 95 to add refinements and to satisfy additional customer requirements.

A variety of documents were produced during the development of the MAFR III
system. MAFR III is generally a thoroughly documented system, and strong management
control resulted in the proper flow and distribution of the generated documentation.

SCHEDULE:

CY 1962 CY 1963 CY 1964 CY 1965 CY 1966 CY 1967
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DESCRIPTION: MAFR III is an AF central accounting system for maintaining accountability

ol cash expenditures and status of funds allocated for specific materials or services. MAFR
III enables AFAFC to act as a clearing house for vouchers paid by one Accounting and Finance
Office (AFO) for another AFO. Each AFO forwards the vouchers paid for other AFO's to
AFAFC along with vouchers for its own payments. AFAFC then forwards the "for others"
vouchers to the AFO for whom they were paid. In the process of receiving and distributing
these reports, MAFR Il maintains a complete Air Force-wide accountability which is con=-
solidated on a monthly basis into the Status of Funds Report and Cash Expenditure Report,
which are sent to Hq., USAF, and the Treasury Department, respectively.

Recelved } rom
Mejor Atr Commends
Army, Navy, etc,,
vis AUTODIN and
Mot

Statue of
Funds

Received From
AFO's, Army,
Navy, DCASR, stc,

actions

n
Month-End Ralance
Balancing Trans
A tions

Recelved ¢ rom Central | Adjustments to
Accrunting et Appropriations
AFARC and ADSN

Collator
Maintenance

Received Weekiy
trom AFO'e
Army, Hovy, etr, Waekly Cycle

Balance
Recrived troin
Central Adjuntmentx
Acconating

Merged
Nalanced
Cycle

Data

Preparation Reject Preparation of
of Weekly File :.""":“ Status of }unde
Register Maintenan: e e e Veparia
Status of Funde
Nepert bt e 110 UISAY
——
Consblidated
Intransit MAFR
MAI K o
File At ¥ Ber ot Canh to Treasiry Department
Ciliation and
Maintenance Repart
Heporting
h.-\ Statement of
Intransit "for Other" tn Appropriste AFO's
File Expenses
i e
Account of
Dishursementa
and to Mejor Alr Commandas
Reimbusements
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WORKLOAD: DATA BASE

Char, In Data Base:
Percent of Char, on D/A Storage:
Miiliseconds of Access Time for D/A: NA

28,550,000
NA

No. of Data Base Record Types: 11
No, of Data Base Records: 265,000
Percent Growth Rate/Mo.: Unk
Char. /Mo. of Update Input: 18,880,000
PROCESSING
FUNCTIONS
M
: . 1 E
i 2 i 5 ¢ BOF i i
Key 5& R 2 1 8 <28 O
INPUTS b
80 > QUTPUTS
Char. /Mo. of Input 70
Volume: 18,880,000 60 Char. /Mo. of Out-
No. of t Trans- 80 put Yolume: 401,600,000
action Types: (1] 40 - No. of Output
No. of Input 30 Formats: 156
Data Fields: 61 20 g Response Time
Percent of Input 10 00 3 00 {seconds): NA
Rejects: 1.9 %
Peripheral
Base Computer(s) Computer(s)
Total Source Instructions: 25,000 180
Total Object Instructions: 100,200 719
Hrs./Mo. of Application
Productlon: 146 121
EE— [ o]
RCA 561-3 RCA 503 RCA 547-6 RCA 561-3 RCA 503 RCA 547-6
Hi-Speed Central = Tape 9 Hi-Speed Central Tape
Storage Processing Switch 1 Storage Processing ™1 switch
Unit Control | Unit Control
|
!
|
| Switchable
!
RCA 501-1 : RCA 501-2
RCA 303 RCA 369-1 RCA 330
Central Proc- Card Reader/ [™] Card
eseing Unit Punch Control Reader/ Punch
RCA 316-1 RCA 333
On-Line Printer[™] On-Line
Control Printer
RCA 316-2 RCA 333
On-Line = On-Line
Printer Control Printer
RCA 393-1 RCA 390 IBM
581 =1 729 Tape
Adapter Control
RCA 311 Paper RCA 322 Paper
Tape Reader == Tape
Control Reader
RCA 301
Peripheral Devices
External Card Reader/Punch Printer PT Read/Punch
First | Word Internal Storage Storage Read Punch
Deliv-| or Add |Cycle| Charyj Char. No. Speed Speed Speed Speed
Com- ery | Char. | Time |Time | Size | Ca- Mag | Trane. (cards/ | (cards/ Speed (char./ | (char./
puter | Mo/Yr| Mach. | (us) | (us) | (bits) | pacity | Tapes| Rate | No. | min) min) No. |{lpm)|No. | sec) sec)

RCA | 11/59 | Char, | 360 12 6 32,768

11- | 33K to| None

S oo None| ... | --- R oo0

501 581 66K

RCA | 11/59 | Char. | 360 | 12 6 32,768 8- | 33K to| None . . None| ___ | ... e e
501 581 66K

RCA | 2/61 | Char. 67 48| 6 20,000 1- | 15K to| 1- | 800 250 2- |1,000{ 1- | 1,000 100
3ol 729-11| 41.6K | 330 333 322
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SOFTWARE: Software for the RCA 501's consisted of the following: (1) a COBOL compiler;
(2) an EZCODE assembler; (3) a monitor and loader; (4) a sort and merge program package;
and (5) a debugging package.

Comment: Since the RCA computers had already been operational for a considerable period
of time prior to MAFR III development, the software was well debugged. The only exception
to this was a sort package.

APPLICATION PROGRAM DEVELOPMENT: A systems concept document consisting of flow
charts and Iistings ol nieccssary tasks Ior the operation of the system was prepared by ana-
lysts from the Directorates of Central Accounting and Data Automation within AFAFC., Sub-
sequently, the Directorate of Central Accounting provided the accounting sy stem concept,
input formats, edit and balance criteria, output formats, and system test data. The Di-
rectorate of Data Automation provided the EDP system concept and specifications, program-
ming and program documentation, testing and debugging. The two directorates jointly pro-
vided the implementation plan, operational schedules, a review of the systems test output,
and the establishment, monitoring and verification of live operations and production. During
checkout of the COBOL programs, the turnaround time was approximately 24 hours. The sys-
tem was designed to operate on an existing RCA 501 installation. Pert charts, weekly progress
reports, and work measurement reports were utilized during development.

FILE CONVERSION: File conversion to MAFR III formats was an involved process since the
file formats of MAFR 1II differed significantly from those of MAFR II. Special file conversion
programs were written to extract information from a number of different MAI'R 1I files and
gencrate the appropriate MAFR III files. Approximately five man-months of effort and 30
computer hours were required to generate the necessary MAFR III data base files prior to
system operation.
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and Data Automation,

DOCUMENTATION: Documentation was produced during development by both Central Accounting
Among the major documents are the following: Accounting Concepts,
ADP System Concept, Customer Requirements, System Specification, Program Packages,

Office Instructions, and AF Manuals (a user's manual),

PERSONNE L:

Number of People Number of Years
Allocated
Activity Function b‘mpled to System| In ADP |In Accounting| Of College
Manager 2 2 11 20,5 ]
Development| Analyst 4 4 4.5 12.5 Unknown
Programmer] 19 19 6 6 Unknown
Operations Manager 1 0.3 |Unknown] Unknown Unknown
Operator 8 8 5.5 Unknown

week.

Off
67 hrs 9%

Schd Mt
42 hre 6%

Mach Error Lost
26 hrs 4%

Unschd Mt
15 hrs 2%

Idle
24 hrs 3%

Set Up
36 hrs 5%

Chg Lost (all
ather apps) 25 hrs %

Chg Lost
(MAFR app)
7 hrs 1%

oft
49 hre ™%

Schd Mt

31 hre 4%

Mach Error Lost
4 hre 1%

Unschd Mt

15 hre 2%

ldle

82 hre 11%

Set Up

28 hre 4%

Chg Lost (all
other apps) 4 hrs 1%
Prog Dev % Mt
(all other apps)
71 hrs 10%

RCA 501 A

RCA Y1l

Prod (MAFR
app) 76 hrs 11%

Prog Dev-& Mt

(MAFR app)
68 hrs 9{

Prod (all
other apps)
225 hrs 31%

Prep (all other
apps) 32 hrs 4%

Prog Dev & Mt
(all other apps)
87 hre 12%

Prod (MAFR
app) 84 hrs 12%

Prog Dev & Mt

(MAFR app)
30 hrs 4%

Prod (all other
apps) 316 hre 42%

Prep (all other
apps) 16 hre 2%

OPERATIONS: The computer operation is staffed 24 hours a day, 6 and occasionally 7 days a
It operates as a closed shop. MAFR is only one of several applications run on the two
RCA 501's, the RCA 301, and the IBM 1401 computers,
a daily and tentative next-day schedule, is utilized.

Comment: The "Other Time" shown in the pie charts is made up of machine maintenance, idle
time, machine error lost time, and off time,.

off
68 hre 9%

Schd Mt
58 hrs 8%

Mach Error Lost

16 hra 2% Prog Dev & Mt
(MAFR app)
Unechd Mt 54 hrs 7%

L hr 1%
Idle

17 hre 2% Prod (all other

Set Up apps) 236 hre 33%

Chg 32 hre 4f

Lost (all other appe

30 hre 4

C
hg Lost (MA:‘:x :pr}

sttt 129 hre 18§
o8 — Prod (MAFR
221 hrs 30% app) 37 hre 5%
Schd Mt Prog Dev & Mt
11 hrs 2% {MAFR app)
7 hre 1%
Prod (all other
Mach E”T’h:ﬁl“!: apps) 306 hrs 40%
Unschd Mt
4 hrs 1%
ldle
96 hrs | 3% Prog Dev & Mt
Set Up {all other apps)
21 hrs 3% 26 hre 4%
1BM 1401

A monthly schedule, broken down into

Prod {(MAFR
app) 70 hrs 7%

Prep (all other
appe) 1) hre 2%

Prog Dev & Mt (all other apps)

correction performed.

APPLICATION PROGRAM MAINTENANCE: There are currently 10 programmers and one ana-
Iyst involved in program maintenance on MAFR III. Approximately 40 percent of these personnel
were involved in the development of MAFR III. Any programming changes resulting in change
pages to Customer Requirements, System Specifications, or Supplemental System Specifications
must be approved by the Directorates of Central Accounting and Data Automation.

Comment: Program maintenance is driven by the constant system improvement effort and con-
tinual changes caused by varying customer requirements.

There is very little program
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BENEVFITS: Proposed: MAFR III was to be a reengineering of the existing MAFR II system.
MATFR IIT was to opcrate on the same equipment as MAFR II. The primary objective of MAFR III
(as opposed to MAFR II) was to reduce the undistributed balances so that distributed balances
could be used in current Status of Funds reports,

Actual: MAFR II successfully reduced undistributed balances, from $250 to $300 million under
MAFR II to approximately $40 million. This enabled more accurate and timely reports of
Status of Funds to be produced. The development of MAFR III was based on the improvement
of products being produced by MAFR II.

COST FACTORS:

Mau-Months of Devulopment Effort (Dev.) Houre/Month of Hardware Use for Program Maintensnce

Proposed: Unk 2

Proposed: Unk {2 Actual: 122 I
Adtual: 102 SRS Comment: The actual numher reflects usage during March 1966 on the two
computers. Thirty-seven hours were used for MAFR program
Comment: No formal proposal was prepared for MAFR LII. A systems maintenance on the peripheral RCA 301 and the IBM 1401,

concept was prepared for MAFR 11 by analysts from Data Automation
and Central Accounting within AFAFC. This document consisted of

flow charts and listings necensary tor the operation of MAFR 111, Namber of Operstions Pyrsonnel

Proposed: Unk 2
Months of Flapscd Development Time (Dev.)
Actual: 8.3 I

Proposed: L S— |
Comment: The actual number of personnel is prorated from 35 people
Actual: 7 Baned on machine hours for MAFR

c::\::‘.::::w::"l t;“rlgvr-ll:g;;rahonnl date established in the systems concept Number of Program MaTntenance Dersonnel

Proposed: Unk 2
Actual: 1] I

Dollars of liardware Cost for Program Checkout

Proposed: Unk 2
Comiment: The sctusl number of personnel represents 10 programmers
Actual: 73,900 EENEEEEEEE. and 1 analyst allocated to MAFR program malntenance.

Commment: Program checkout ovcurred from April to August 1963 on the

RCA 50T, A total of 91h hours was used for program and system checkout, Dollars/Month of Hardware Cont

Proposed: Unk 2

Hours/Month of liardware Use for Applicstion Production
Actusl: 32.:59 (NN

Proposed: Unk 2
Comiment: None.

Actual: 146 N

Comment: The actual number reflects usage during March 1966 on the two
A 50T computers. One hundred twenty-one hours were used for MAFR
spplication production on tle peripheral RCA 301 and the IBM 1401,

FUTURE PLANS: A conversion to RCA 3301 computers is planned to relieve the overloaded
RCA 501 computers. The programming impact of this conversion will be minimal since the
vast majority of application programs are written in COBOL. Studies are being made to in-
clude long-range AF and DOD objectives which could result in major changes in the MAFR III
system; however, no specific plans have been approved at this time.
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SYSTEM: Air Force MILSTAMP Central Data Collection--MILSTAMP (UNIVAC 1050/1107)

DATA SYSTEM DESIGNATOR: OO025E

DATA COLLECTION DATE: April 1966

LOCATION: Data Services Division

s to Ai i
Contact for Additional Information | yeCiollon Ale Foros posores

Sacramento, California

Sacramento Air Materiel Area
Development McClellan Air Force Base
California

Sacramento Air Materiel Area
Maintenance McClellan Air Force Base
California

Pilot Installation None

Sacramento Air Materiel Area
First Operational Installation McClellan Air Force Base
California

Number of Operational Installations 1

FUNCTION: The users of MILSTAMP are the Directorate of Transportation, Headquarters
USAF; Directorate of Transportation, Headquarters AFLC; and the Directorates of Trans-
portation of USAF Air Command. A common mission of the users is to evaluate military and
civilian carrier performance by measuring and establishing standard transit and hold times.
MILSTAMP functions as a management support system to prepare reports from "in transit"
data pertaining to worldwide Air Force shipment and transshipment activities on a monthly
basis for the users.

ORGANIZATION:
I HQ USAF I

1

I DCS/Systeme and Logistice I

I Directorate of Traneportation ]
l {User)

|
[ HQ AFLC ] r HQ Major Air Command

1

[ Directorate of Traneportation

r Directorate of Traneportation J (Users)

(User)

[ Sacramento Air Materiel Area l

I'——_I

I Sacramento AMA Comptroller J

r Data Services Division J

(Developer/Operator}
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HISTORY: A Data Automation Proposal to develop the Air Force MILSTAMP Central Data
Collection system was forwarded by Headquarters AFLC to Headquarters USAF in July 1963,
based on a DOD directive to implement Military Standard Transportation and Movement Pro-
cedures (MILSTAMP) by October 1963. Approval of this system was granted by Head-
quarters USAF in a letter of 13 November 1963, which directed the collection of MILSTAMP
intransit data to begin in April 1964 and implementation of the ADPS by July 1964 at the
Sacramento Air Matericl Area, utilizing the UNIVAC 1050/1107 scheduled for implementation
in February 1964.

In the system implemented in July 1964, the Sacramento Air Materiel Area was receiving
intransit data cards and transportation control and movement documents and producing five
transit reports. In May 1965 an additional requirement to provide 11 pipeline reports was
imposed by Headquarters AFLC with Headquarters USAF approval. The second phase consisted
of modifications to the Shipment Status Report from the Inventory Management Stock Control
and Distribution System to prepare the additional reports. This modification increased the
number of computer runs from 13 to over 30. Implementation of this phase was accomplished
on schedule in July 1965.

Due to the size of the development activity (six people), the management procedures
were quite informal. All progress reporting between the programmers and the project leader
were informal. The project leader prepared monthly progress reports for AFLC showing
percentage of completion and man-hours expended. The development and implementation
were on schedule.

The system has never been fully documented. All documentation at Sacramento is still
in rough draft form. The project leader does most of the documentation with contributions
from the programmers. AFLC Manual 300-78 will contain the system documentation when
it is completed.

SCHEDULE:
=T B ——— — - =)
[ R CY 1964 Y 1948 [ A KTNA Y 197 CY 1968
“re11 T - . - - 7 1 Tl T -
J;-\A1||A-.-»nnx»n'\nlxf\s:nnxu-|\~.|||.»\-\-u.uxl—MAMJ|/\ann||r\M\11.\A-||,IJ\—]1J|IJ.\]\-],.IN,,
Ft1 - T T 11111 1711 1T1 11171717t T T Ty
A DAL Sulimtied I O Plamied Date A Actual Date
ALAY Appenoved

I + Sygatern Analy«is
Flow 1 hartiog
e

A T'rogrammng
'

[ '
’ § Delmg and Ieat

[ A R |
Do vvmentatea

A UHIYAC 110771050 biatatled a

SMAMA

00 Dol e
Gl e lared Dpiranini l
A—@Y Inspleanent Capainlity tor 11 Additinmal Reporta
S AT
| l JAA 1o et apalitity 1or 2 Additianal Repares
' 1 ' s
! The.el pinent ) v rational Stage
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DESCRIPTION: Field units submit Transportation Control and Movement Documents (TCMD)

and Intransit Data Cards (IDC).
primarily for suspense and control.

to the computer,

dation.
on a master file.

and (3) management reports are produced.

The TCMD serves as advance notice of a shipment and is used
The IDC reflects the history of a shipment,
sions, which are by card, paper document, and AUTODIN, are stored on magnetic tape for input
On a daily basis, all new TCMD's and IDC's go through a complete data vali-
Erroneous data are recycled to their source for correction, and valid data are placed
Each month, (1) all TCMD and IDC areas are summarized by activity, and
reports are sent to major air commands and field activity areas to police MILSTAMP pro-
cedures; (2) IDC's and TCMD's held in suspense are compared to detect delinquent shipments;

Tape for

Transportation Control
and Movement Docu~
ments (TCMD) and In~

IDC's

Strip AUTODIN
TCMD's and

transit Data Cards {ICD)
Received From
Field Unite

Reports or
Cards Received
via Mail From
Fleld Unite

O1d
Shipment
Master

Peripheral
Merging of
IDC's and
TCMD's

The submis-

Daily Data
Validation and
File Update

Error List

(at EOM)

Updated
Shipment
Master

(at EOM)

Returned to Originator
or Corrected at Central
Data Collection Branch
{CDCB) and Resubmitted

Monthly Sum-
marization of
Shipment Activ-
ities and Purge
of Old Activities

Purged
Shipment
Master

Monthly
Status
Reports

to Major Air Commands
and Cosignors

Input to Daily Update
at Beginning of Month

Monthly Match=
Eeepp ing of IDC's and
TCMD's

Delinquency
Reports

Sent to Consignors
and Consignees
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MILSTAMP

WORKLOAD: DATA BASE
Char, In Data Dane: 78,680,000
Percent of Char. on D/A Storage: NA
Milliseconds of Access Thme for D/A: NA
No. of Data Base Recori! Fypeas ]
Nou. of Data Base Recarda 399,880
Perceat Girowth Rate /Ma. tink
Char. /Mo. of Update Input: 57,880,000
PROCESSING
FUNCTIONS
—— — _-__2 - - =
o » [ 2 u B
352 +5 ¢ v 5 E 2¢ %
ag = * ) o v v [}
Key £ w2 & & % & 26 0O
INPUTS '3:"'
80 OUTPUTS
Char. /Mo. of Input 70 ® "
Volume: $17,880.000 60 € 64 Char. /Mo, of Out-
No. of Input Trana- 50 .E put Volume: 11,950,000
action Types: 3 40 Ve No. of Output
No. of Input 0 E; t ormata: 21
Data Fielda: 60 20 ®3 14 d " Responae Time
Percent of Input 10 2T ic ﬁ v o0 K} 00 £ Cl 0 n (secanda): NA
® . - ] 5 o .
ejects 0% e . S o raa—
Peripheral
Has» Computer{a} Campute r(s)
Total Source Instructiona 24,310 Unk
Total Object Inatructiona: 917.250 tnk
Hra./Mo. of Application
Production 41 27
HARDWARE:
| Console I
Univac
R0OO3-11
Univac Data Channel
751-4
- Printer
2-Univac " TN
Unlvac 1050 Univac $51 850-2 Hoiva Univac .00 Vinivar
Central ] Tape Tape 1232 Central ®OO3-11
Processing T Core Processing Data Channe Units
Unit Synchronizet Unite Memory Unit
Univac
701-31
Card Reader Univas Univac 7424
7432 Data
+H RS0 tontrol
Drom _”""
Univac
650-21
Card Punch Univac 1107
Univac 1050
“ Peripheral Devices J
External Storage B o o
Internal Storage Mag Tapes T - Drue ) Card jeader /Punch W Printer
First |Word Word/| Word/ T ' Ac " Reaa | Trunch ] ]
Deliv- or Add |Cycle] Char. | Char. No. Char, [T Specd Speed
Com- ery | Char. | Time!} Time| Size Ca- Mag. | Trans.| No. Trans. Ca- Time (cardn (cardni Speed
puter Mo/Yr| Mach. | (us) (11s) | (bits) | pacity Tapes Rate | Disks Rate pacity | {ms) Nao. min) Nn min) No. [(ipin}
UNIVAC 9/63 Char. 117 }4.5 6 12K 2- RK to [None - - = |- 900 | 00 i- 900
1050 N ) __‘MSO-Zq 133K 01-31 15001 1514
UNIVAC 9/62 | Word 4 |4 36 32,768 16- 8K to 1- 360K 4.7M 17 None --- Mon: | -« |[None| --- ]
1107 850-2 |133K_ |F11-880
2- 25K to
BS51-3 (120K

Comment: The UNIVAC 1050 is used as the peripheral computer while the UNIVAC 1107
does the main system processing.
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SOFTWARE: Software delivered with the equipment by UNIVAC consisted of a COBOL compiler,
an assembler, hardware diagnostics, debugging aids, an Executive Control System and various
utility routines. The MILSTAMP system used the following software packages on the UNIVAC
1050: (1) card to tape; (2) tape to card; (3) tape to printer; and (4) card to printer. On the
UNIVAC 1107, MILSTAMP used the following software: (l) a sort package; (2) a merge package;
(3) an Executive Control System; and (4) a COBOL compiler,

Comment: The Executive Control System provided for automatic sequencing of a scheduled

set of computer jobs, allocation of memory and peripheral equipment, input/output operations,
and concurrent processing of 1107 programs. Difficulties experienced with use of the soft-
ware during program checkout were attributed to inadequate documentation. Discrepancies

in the documentation of the typewriter messages from the Executive Control System presented
a particular problem. Three UNIVAC programmer /analysts were extremely useful in locating
software problem areas.

APPLICATION PROGRAM DEVELOPMENT: The task of developing the system at SMAMA
was assigned to the System Section of the Tentralized Command Systems Branch within the
Data Services Division, Hq. AFLC supplied the system specifications from which came the
system design to provide the required reports. The analyst responsible for the system de-
sign then assigned and supervised the program development effort through to final implemen-
tation. Five programmers were utilized to develop the system and write the programs in
COBOL. Each program was checked out separately, using dummy test input from the analyst,
with no formal system test. A 24-hour turn-around was normal during the development period,
with the programmers being allowed to stand by during their tests to aid the operators in locat-
ing difficulties. The redesign of the system was accomplished to produce 11 more reports and
accept additional input. Of the original 13 programs, 8 required revision, which tended to re-
duce the system efficiency. Difficulties with the software were experienced during program
checkout and this was attributed to inadequate documentation. Discrepancies in the documen-
tation of the typewriter output messages from the Executive System presented a particular
problem. The programmers relied heavily upon 3 programmer/analysts supplied by UNIVAC
to locate problem areas not locatable from the Executive output. The original system checkout
used 95 hours on the 1107, and 114 hours on the 1050. The redesigned system checkout re-
quired 100 hours on the 1107, and 200 hours on the 1050, Due to the size of the development
activity (six people), the management procedures were quite informal. All progress report-
ing between the programmers and the project leader was informal. The project leader pre-
pared monthly progress reports for AFLC showing percentage of completion and man-hours
expended. These reports were approved by the Branch Chief to whom the project leader made
periodic informal progress reports.

FILE CONVERSION: The TCMD and IDC records were used daily as input for creation of
iles. There was no requirement, therefore, for a one-time conversion of
any records or files,
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DOCUMENTATION: System documentation has not progressed beyond a draft form. It is
planned that formal documentation of MILSTAMP will be put into AFLC Manual 300-78,

PERSONNE L:
Number of People Number of Years
Allocated
Activity Function [Sampled|to System| In ADP |In Logistics | Of College

Manager 1 1 9 4 4

Development| Analyst 1 1 9 4 Unknown
Programmer & 5 7 1.% Unknown
Manager None | Unknown | Unknown| Unknown Unknown

Operations
Operator None 4.5 Unknown| Unknown

OPERATIONS: The computer operation is staffed regularly 8 hours a day, 5 days a week, plus
any additional time required due to workload. It operates as a closed shop. MILSTAMP is one
of several applications run on the UNIVAC 1107/1050 computers. A daily schedule is followed

by the installation.
Comment:

Off
347 hra 457

Schd Mt
36 hre 5%

Mach Error Lost
1 hr 1o

Unechd Mt

B hrs I

tdle
12 hrs 29

Other

S hrs |
Of
2h1 hies 35"

S hel MU

51 hew 7%

Math Error Lost
13 hrs 2"

Vs el M1
5 hres 1™

UNIVAC s

UNIVAC 110?

The "Other Time" in the pie chart is manufacturer modification time.

Prod (MILSTAMP app)

T 29 hre 4%

Prog Dev & Mt (MILSTAMP app)
4 hre 14

~ Prod (all other apps)

204 hre 2RE

Prog Dev ¢ Mt (all other apps)

7 T2 hre 10V

Chg Lost (all other apps)
Vhre 14

Set Up

14 hre 2V

Prod (MILS§ AMY
appd A1 e
Prog I (A1
(MILS FAMIE app)
Gohes 17

Proet fall odlier
appsd 210 e AR

Prog De My
(all otheer apps)
X

Chy Lot fall
wpps) B hre

APPLICATION PROGRAM MAINTENANCE: Currently there are two programmers (vacancies

exist for two more) and one systern analyst involved in program maintenance.

Each of the

programmers spends 75 percent of his time on MILSTAMP, with 50 percent for the analyst.
Much of the programming maintenance activity is developing programs and procedures for

special reports required by Headquarters USAF.

In 1965, 30 such reports were produced.

Program corrections and improvements take up the remainder of the time.

Comment: None.
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BENEFITS: Proposed: DOD directed all DOD agencies to implement MILSTAMP procedures.
The Air Force MILSTAMP Central Data Collection System at the Sacramento Air Materiel Area
was proposed to supply data on all AF transportation activities to the Defense Supply Agency
(DSA). DSA was to be responsible for consolidating transportation information from all DOD
agencies, Benefits to result from MILSTAMP implementation were to include the capability

to establish standard transit and hold times, permitting an evaluation of military and civilian
carrier performance. Further benefits were reduction in pipe-line times, resulting in reduc-
tion in materiel inventories.

Actual: MILSTAMP potential benefits have been affected by lack of response from consignor- or
consignees and a high error rate from those who have responded. Since implementation, re-
sponse has continually improved and the error rate gradually reduced due to education and ag-
gressive policing action.

COST FACTORS:

Man-Months of Development Effort {Dev.)

Unk([Z
61

Proposed:
Actual:

Comment: The DAP prepared for MILSTAMP did not state the man-
months that would be required for initial development of the system.

It did state, however, that two analysts and three programmers would
be provided for initial program development from existing AFLC re-
sources. A major redesign of MILSTAMP, called Phaye I develop-
ment, was accomplished in the period May to July 1965. Ten actual
man-months of development effort were needed for Phase II. The
actual number represents both Phase | and Phase II development efforts.

Months of Elapsed Development Time (Dev.)
p} S—

Proposed:

Hours/Month of Hardware Use for Application Production (Op.)
Unk [Z
41 .

Comment: The actual number reflects usage during March 1966 on the
107. Twenty-nine hours were used for MILSTAMP application
production on the peripheral UNIVAC 1050,

Proposed:

Actual:

Hours /Month of Hardware Use for Program Maintenance (Op.)
Unk T

Proposed:
Actual: 6

Comment: The actual number reflects usage during March 1966 on ths
UNIVAT 1107. Four hours were used for MILSTAMP program mainte-

nance on the peripheral UNIVAC 1050.

Actual: 11

Number of Operations Personnel {Op.)

Comment: A letter from Hq. USAF approving the AFLC DAP for

P stated that MILSTAMP would be operational not later .
than 1 July 1964. Many problems were experienced with the soft- Brapessds Unk CZ
ware during initial Phase [ program checkout because of inadequate Acteal: 4.5 IR

documentation. It is believed that this factor contributed signifi-
cantly to the 1-month schedule slippage. The actual number shown
here reflects the 8 months elapsed for the initial Phase I develop-
ment and the 3-month Phase 1l development,
Dollars of Hardware Cost for Program Checkout (Dev. )

Proposed: Unk(Z
Actual: 70,847 (NI

Comment: The DAP for MILSTAMP stated a proposed number of 31 oper-
ators on the basls of a normal 24-hour, 7-day week operation, The actual
number of personnel is prorated from 24 operators based on machine hours
for MILSTAMP,

Number of Program Maintenance Personnel (Op.)
Unk 7
2 RN

Proposed:

Comment: Program checkout for Phase [ development occurred during Actual:

the period 17 March to 31 July 1964. Program checkout for Phase |
required 95 hours on the UNIVAC 1107 computer and 114 hours on the
UNIVAC 1050 cotnputer, Phase Ll program checkout was accomplished
in the period May to July 1965, when 2-1/2 hours each day were al-
located to program checkout. Phase Il program checkout required

100 hours on the UNIVAC 1107 and 200 hours on the UNIVAC 1050.

The actual cost shown here is for both Phase [ and Phase I.

Comment: The actual number of personnel is prorated from 2 programmers
and | analyst based on time spent on MILSTAMP program maintenance.

Dollars/Month of Hardware Cost {Op.)

Proposed: Unk [Z
Actual: 18,200 NI

Comment: None.

FUTURE PLANS: Currently, there are no plans to make any major improvements in the
programs or the system. There is a requirement, however, that MILSTEP be implemented
1 October 1966, There is also some discussion that DOD would like SMAMA to hecome the
central collection agency for all DOD activities. It is estimated that this action would re-
quire 13 new processing runs and modification to 8 of the current MILSTAMP runs.
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SYSTEM: Missile Simulation--MISSIM (IBM 7094)

DATA SYSTEM DESIGNATOR: Bl154 and B276

DATA COLLECTION DATE: April 1966

LOCATION: Data Systems and Statistics

Mathematical Services Laboratory
Eglin Air Force Base
Valparaiso, Florida

Contact for Additional Information

Air Proving Ground Center

Development Eglin Air Force Base
Florida
Air Proving Ground Center

Maintenance Eglin Air Force Base
Florida

Pilot Installation None

Air Proving Ground Center
First Operational Installation Eglin Air Force Base
Florida

Number of Operational Installations 1

FUNCTION: The users of MISSIM are the Deputy for Test Operations and the Deputy for Effec-
tiveness Test, Air Proving Ground Center of the Air Force Systems Command., The mission

of the users is to conduct and evaluate Air Force weapons effectiveness tests. MISSIM functions
as a research and devcelopment support system to simulate the firing of one or more ground-to-
air missiles at an aircraft target for purposes of dctermining the closest approach of the mis-
siles to the target. The flight path of the target is described with data from a control radar
tracking an actual aircraft flying a simulated sortic.

ORGANIZATION:
HQ USAF l
HQ AFSC I
I Alr I'roving Ground Center 7-]
[ Deputy for Teat Operation | [ Deputy for 1edhnical Support I I: Deputy for Ln.-:u- enres Teat —]
(Usor) I (User)
Mathematical Services Laboratory ]
I Data Reduction Divisen ] | Computation Mivieian
I Project Support NDranch ] I Simulation Branch ] l Programming 1Yranch l Computoer Operaetions Br An~.h|
{ Analyst and Immediate Uaer) {Analyat) (Programmer) {Operator)
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HISTORY: Informal discussion at the Air Proving Ground Center (APGC) between the user (Dep-
uty for Test Operations) and the developer/operator (Mathematical Services Laboratory) re-
sulted in a letter dated 14 February 1963, directing the Mathematical Services Laboratory to
produce "a missile simulation and target track comparator program" for the IBM 7094. The
specifications for the desired programs likewise grew from informal discussions and meetings.

The first target track comparison program became operational in August 1963 and the
first missile simulation program became operational in September 1964. Because the physical
characteristics of the guidance radar and the missile being: simulated have changed continually,
the Missile Simulation development has been marked by continually evolving programs. When
the program changes become extensive on a cumulative basis, the Mathematical Services La! -
oratory rewrites the entire program.

Until August 1965, the Missile Simulation suffered from a relatively low priority compared
with other APGC projects. Since that time, events exterior to APGC have caused the simulation
to enjoy a high priority.

The communication flow from user to project mathematician to programmer was rigidly
adhered to. There was virtually no skipping of rungs on the communication ladder. The project
mathematicians acted in a coordinator/analyst role between the user and programmer, prin-
cipally for the more technically oriented radar and missile portions of the simulation. Communica-
tion between the user and analyst was infrequent, whereas communication between the analyst
and programmer occurred daily, There was no comprehensive system design document.

The Missile Simulation inputs and outputs are classified, as are the particular technical
characteristics of the equipment being simulated. The initial analysis was somewhat hindered
by these security factors, resulting in a delay in development.

SCHEDULE: '
CY 196} CY 1964 CY 1965 CY 1966 CY 1967 CY 1968
J{F[MAM[ I HAISIOINIIAT [FIMAMITETIA[STOINID |J |F [MIA M S |3 SIOINIDNT [F IMIAIM]T [T [A]S[OINIDEI [FIMAIN T [TIA{SIOIN[DY 7 FIMAIN I[T{A}S |ON[D
A Work Authorised
& 4 Analysis and Programming of Original Version
"
‘1 .| l ! ontinuing Program Modification and linprovement
: RERNI
Devalopment Stage
O Planned Date A Actual Date
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DESCRIPTION: The firing of one or more ground-to-air missiles is simulated to determine the
closest approach of the missiles to the target. Actual target track data are gathered at APGC
test ranges by flying simulated missions with actual aircraft. Two radax:s collect data: a con-
trol radar with pre-established accuracy and an experimental missile guidance radar.

Real Tima Evants Non-Raal Ttine Events at

at APGC Ranges I Matheniatis al Services lLaboratnry
I —
| Control Control
Control Carde Cerde
Radar
To Projact

f.'.f".':,; :TT: Reduced Smonth Report Mathamatician
et Control Controt - for Validation
R .d’u e Data Data of Radar Data
Coordinates v

Simuiatinn

Parameters

Report Control Cards

To Project Mathe-
matician for Vali-
dation of Radar Data

Simulate Firtng Report
of Mlenile at to User for
Taryet
e Effactivanaes
Control
Cards
Compare
Missile Control and D Report
Guldanc e Guldance "4
Control Dats
Carde
(R
Faw Reduce Faduced
Aanc e Guidanc e Y
Data Data f’

Guidance
Data To Projact
Mathematician

for Validation of
1 Radar Data

Control
Cards

Report

_—

Compars

Voo § tral and €
‘roject

e Data. Por Report
Mothemnaticoiar furrn abbntde &l

For Vahdanior AL

of Vadar Data

R ~—

L
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has been delivered recently,

MISSIM Sheet 4 of 7
WORKILOAD:
PROCESSING
FUNCTIONS
¥ -
4 » ° 2 = °
i3 33 § ¢ § § 8¢ ¢
Key St @2 8 & ¥ 4 a8 O
INPUTS yors
80 OUTPUTS
Char. /Mo, of Input 70 a 66
Volume: 77,540,000 60 & Char. /Mo, of Out-
No. of lnput Trans- |2 (data); s0 o 2 put Volume: 47,130,000
action Types: S (control) 40 Y No. of Output
No. of Input 15 (data); w 30 8h Formats: 39
Data Flelds: 825 (control) 20 K] Response Time
Percent of Input 10 T 00 00 00 00 00 (weconds): NA
Rejects: Unk 0%
Peripheral
Base Computer(s) Computer(s)
Total Source Instructions: 21,380 Unk
Total Object Instructions: 84,000 Unk
Hrs. /Mo, of Application
Production 67 63
HARDWARE:
IBM 711
1BM 7151-2 r Card
Console iBM 716 Reader
l —r— Printer
IBM 7100 2-1BM '—I_ IBM 721
Central - Card
7607 Data
Processing Punch
; Channels
Unit
d
IBM 7094 Mod 11 IBM 1402
Card
[ Read/
IBM 1403-2 Punch
p—a Printer
IBM 1403-2
j—{ Printer
IBM 1401 IBM 1402 IBM 1406 IBM, 1401
Central Card Core Central -
{,’r?censlng Read/Punch f’toix;age grgceuing IBM 1403-2
n o i ld Printer
IBM 1401 IBM 1401
Number 1 Number 2
Peripheral Devices
Internal Storage Esxternal Card Reader /Punch Printer
torage
First | Word Word/|Word/ Read Punch
Deliv- or Add [Cycle | Char. |Char. No. Speed Speed
Com- ery |Char. |Time| Time | Size Ca- Mag Trans. (cards/ | (cards/ Speed
puter | Mo/Yr| Mach. | (us) | (us) | (bits) | pacity | Tapes| Rate No. min) min) No. | {Ipm)
IBM 4/64 | Word 1.4 1.4 36 32K 2l- 22.5K - 1- 250 100 1- 150
7094-11 729 vi| 62.5K 711 716
IBM 9/60 | Char. |230 11.5 6 4K 2- 22.5K - 1- 800 250 1- 600
1401 729 62.5K 1402 1403
IBM 9/60 | Char. |230 11.5 6 8K 2- 22.5K- 1- 800 250 2- 600
1401 729 62.5K 1402 1403
Comment: Due to a stauration condition on the large computer a second IBM 7094-I1
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SOFTWARI: Software for the IBM 7094 consisted of an IBSYS Executive Monitor, a FORTRAN

IV compiler, and a FAP assembler. The software was delivered by IBM with the equipment in
April 1966.

Comment: The only shortcoming of the software was the inability of IBSYS to handle real-time
inputs.

APPLICATION PROGRAM DEVELOPMENT: The communications between user, project math-
ematlician, analyst, and programmer were well defined by management. The user interfaced
only with the project mathematician or analyst who in turn interfaced with the programmer.
Communication between user and analyst was infrequent and informal, while communication
between analyst and programmer was informal wit<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>