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A Bayesian Approach to some Missing Value Problems
in ANOVA end Contingency Tables”

by
Daniel Rloch

1l. Introduction

Non-Bayesian procedures for dealing with missing values
in ANOVA and contingency tebles are well-known (see e.g. [3] and [6]).
In this paper we derive the appropriate Bayesian procedures for a
randomized block design and for an r X c contingency table. The posterior
distributions for the missing observation are also given. This paper
shows that the classical non-Bsyesian procedures do have a simple and
naturel Bayesian interpretation. &
2. Missing values in a randomized block design.

Suppose that the observations in a b-block X t-treatment
randomized block design are incomplete because Y1y is missing. Our model
for the available observations is

(2.1)
Yygmw Tyt B ey, (1, 8)AQ, 1) 1m0 5 gm0t

b i
VWie assume that 2 ﬁi =0, 2 'r‘j = 0, and the ‘1.1'8 are independent and
iml J=l

normally distributed with mean zero and variance o°. (b is the over-all

mean ezfect, T, (Jul,...,t) is the 3 treatment effect, and g (1s1,...,b)

th

is the 1 block effect).

*mi.s research was sponsored by the Office of Naval Research on
‘Contract Nonr 4010(09) awarded to the Department of Statistics
The Johns Hopkins University.




We now make the usual "non-inrormative"” assumption that the
Joint prior distribution of (u, o, T J's, Bi's) is proportional to 1/o.
From the resulting posterior distribution, yu, o and the Bi's may be
integrated out to obtain the distribution of most interest--the posterior
distribution or the T J's. The lack of balance caused by the missing
observation Y11 makes this an awkward calculation. II however we
introduce ¥y, 88 & random variable, this balance is restored. Since
yn-u+'rl+51+e , the densityofyngiven p.+'rl+&isnorma.1
wit.. mean p + Ty + %. and variance 02. The joint posterior density
of (yn, W, O, T J's, Bi's) is therefore proportional to the product of the
conditional normal density of Y13 and the lik. .ihood of the &available

observations and o-l. Hence

1 1 o Likelihood function
Post (p,o,TJ's,ﬁi'e,yu) « 3 exp{g-?? (yu-u-'rl-al) }x ror the available
o

observations
(2.2)

b ot
= ot%ﬂ exp {;_;'2' [ Z 2 (yiJ'“‘-TJ'Bi)a ]}
iml juml

The exponent can be written as
b t A t b
z z (yiJ'u'TJ'Bi)z = tb(;'“')"'b Z (yj-;-'rj )2 +t 2 (3’-1'3-’.'51)2 + Sa’

1= Jul J=L 1=l
(2.3)
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t b b t 71
-3 RTER R
J=1 =l i) j=d

5° - z z (vyy - ¥y - 7. +5)°
sl Jud

Substituting (2.3) into (2.2) we have that

t
Post (o, Ty'8 yn) « tb-l}ﬂ exp 1—5[8 +bz vy - !-'r ) ]}
J=l
(2.4)
, ap ...d
% e {360} |G tenf Zm-v-si )
(b-l)-dé.mnaional
vith 12:1 P20
t
=y e 55 [Fev) G -7 1))
g =10

Denote the missing observation, Yyp! by x.

X =1 = X
Let y' =Y -®’ Y. "¥Vy. - IR AS el £5 Nl Y

S ——



It is easily veriried that

t

2
b)) G- 7122200 aGiF e
J J tb 11
=1
(2.5)
ki 2
+b 2(§.J-§’-TJ) +b(y!y -ar'-'rl)2 ,
=2
and
Y 2(6-1)(0-1)
2 T = = =2 x-(t-1)(b-1
§ = z 2 (yid-yi.'y.'j"' y') -+ b
1=l Jml
(2.6)

S - - - \2
+ 2y, - ¥+ @ -F]-TL)
where "/" means ;l- and ;.1 are to be replaced by 37]'_ and ;"1

respectively and the summation does not incluse (1,)) = (1,1), i.e.,

Y bt
d - = = -
Z ) (¥yy - ¥y = 9.5 -¥") =z z (yyy - 74.- y.J+y')2
i=l J=l 1m2 jm2
t b

= - — 32 - - -
+ Z gy =33 -9, +7')"+ 2 (vy4- ¥4.7)y +5)%
J=2 12
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From (2.5) and (2.6) we have that the coefricients or the x% and 2x terms
t

from S° +b Z(ia -y - 'rJ)a are (%—l-) and - G]'_ + 'rl)a respectively.
J=d
Since
- -, 2
t-1\ 2 . t-1 (yi'ﬂl)t 2 (yl.""rl) t
(_t")" B 2"6’1- +1y) . (T) [ i} t-1 ) t-1

we have that

Post (0,T e)c: ——gexpéa [Z/(—iayi'y )2 +G'-Y l)2

(2.7)
P \"1+Tl)t
+Db 2 (y,J-y 'TJ) '.'b(y:l-y'-T )" S ] }
J=2
If is easily shown that
- 2
o _ (vy .47, )78
R N

t-b- t) ["1 {b(t-1)(y i1y By ]]2 (v+s)

- = = 12
T r*-yy.-vy)

bt-b-t bt-b-t




Hence
. t
Post (7,'s | avallable data)« —s 1 thb-y ZTJ “o,
[ 0+(r~a)'M(r-a)]
J=1
(2.8)
where
GG F WY
&= bt-b-t » Yo = ¥'seens¥g - y'>
Tﬂ (Tl,o-."rt)’
“bt-b-t
t-1
M= b
txt \\O
o) b ’
and
= / T T oyl b+t) (=, = =, 2
C = z (YiJ'Yi.'Y,J‘W ) ~ bit-b-t (y 'Yl.'}'.l)
1,3

The posterior demsity, (2.8), is constant where (T.-a)' M(7-a) is constant.
The surfaces ‘T-a.)' M(T-a) = ¢ are ellipsoids in the (t-1)-dimensional

spare with ZTJ = 0. The density decreases as the distance from the
Jml
center of the ellipsoids increases. Hence a confidence region is an

ellipsoid. The s@me argument as used in proving theorem 6.4,1 in (5]
shows that if

(r-a)'M(t-a)/(t-1)
02/(t-1)(b-1)-1




then

&3

g tb-b-1

Post (¢ | available observations) =

[(t-1) + [(t-2)(b-2)-2)p ©
and hence (2.9)
(T'a)'M(T'a)/(t'l) ~ F (2.10)

/b1y b-1)r |t ($:2)(b-1)-1.

An (-level test of the null hypothesis that there are no treatment effects

is therefore to declare the results significant ir

a'Ma/(t-1) >

p (1-0)
¢2/(t-1)(b-1)-1 t-1, (t-1)(b-1)-1

If no observations are missing, then it can be verified that the posterior

(t-a )M, (7o )(8-1)
distribution of <b1 - 92/(t-1)(b-1) is Ft-l,(t-l)(b-l)

vhere &y = (¥ 3 =¥, Y5 = ¥seees ¥, F)

and M, = b°>
bt (ho\‘o

This is the same as the sanpling result. The effect of the missing
observation is to decrease the error degrees of freedom by unity. In the

analysis 8, M]. and 82 should be replaced by a, M and 02 respectively.




We have from (2.4) that

f

. 2 ar,...4ar - K
, 1 -8 l t =1 = = 2
Post (x,0)® rpea o 5} f—cri— X {;2 > ) & 45y I
J=1
(t-l)-dimensional (2.]_1)
spare with ZTJ-O
. )
o D-b-t42 &P T2
Hence, using the expression for s° given by (2.6),
D o et
Post (x,0)* 355 eXPL—Q' [ 2 CARTIR O
o 9 1,3 (2.22)

+12 (t-1)(b-1) + aG'-§i°-;-’1)
tb

1 v/ e = o2 (beel) == o, 2
% Jhb-ta2 exP{;z‘[z ¥y 4¥. 379" ) B YY)
i,4

= = o .
» L)1) 12 Oy4y Y')tbf }

£ e J
upon completing the square with respect to x. Therefore the posterior

distribution for the missing observation x is given by



1 th4b-t+1 ( )
. o - 2.
o (-1)(b-1) (L(yi.w,l-y')tb)aﬂ 2 3
(t-1){p-1)

tb

/ - y
vhere D m 2 (3’1,1‘3’-3'3’1 +371)2 LR (y'-y}.-¥! )

(t-1)(bs1)

Notice that

Gy + ¥, - ¥')tb  bBHT-D _ Yates estimator for the (2.14)

e

(t-1)(b-1) ) (t-1)(v-1) missing observation x,

wvhere G = tb y's Grand total of the available observations,

Ba t 'ii = total of the remaining units in the block where the
missing wnit gppears,

T mby'. = total of the yields of this treatment in the other
"1 blocks

From (2.12) we have that

Post (x) « 1 (2.15)

[1 ; & 1)(b 1) ( x-p(x) ) ] (t-x)§b-12

where u(x) is the Yates estimator for x and is given by (2.14).
If we let

v - ﬁtb-b-:g(t-l)(b-l) (eale))

D
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then

Post (v)« ” L Sles (2.16)

[l * R ] (t-l)g L)

v is distributed as a student-t random varisble with (tb-b-t) = (t-1)(b-1)-1

degrees of freedom. It is interesting to note that if x 1s replaced
by u(x) in (2.6), then 5° 1s identical to D2. Inferences about the
missing observation x should be made by referring to (2.16)

3. Missing values in contingency tables.

let n,, be the cell frequency in the (ij)th cell inanr X c

1)

contingency table. let P,, be the probability that an observation lies

iJ
in the (:I.J)th cell. If no cell frequencies are missing, then under the

null hypothesis of no association between rows and colums

p‘iJ =P, qy . -==1,...,rJ Jj=1,..., c, (3.1)

where the r‘i's (q J's) are the probabilities of an observation falling
r c

into the 1™ row (jth colum), Z P, = E 9 = 1.
J=l

i=1

If 0y is missing, then under the null hypothesis the joint

distribution of the available n,,'s is given by an (rc-1) - nomial

1]
distribution with cell probabilities

b.q
L J sy 1=,...,r; J=l,..., c; (1:J) ﬁ (1)1)

(3.2)

pl
1)
19,9y



Let N be the total or available rrequencies.

The likelihood runction vor the available frequencies is

1 - (7ge) e (3.3)
(1JJ)f(l)l) 1'Piq-1

Let the prior distribution for the missing frequency nl'l.’ p(nll) say,

be given by the negative binomial distribution

N+n, . - N
p(nll) - ( +:;1L ") (Pl ql) n]l (1-p1q1) , nll = 0,1,2,...
(3.4)

The choice of (3.4) for the prior distribution of ny, can be motivated

by noting that if n,, were not missing, then the marginal probability

N
of observing o, in the rirst cell would equal (m:]n'l)(plql)h(l-plql) .

We replace MEJ' by (N?ul-l) 80 that z p(nu) =1 .
ol nlld)

If the prior distribution or (pl, ool ,pr,ql, .. ,qc) is proportional to

m
(rﬁc) (p 49 ) 14 » then the posterior distribution of the p,'s, q J's
(1,4)=(1,1)

and nu is proportional to
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N4 - N q, .n
nul) (1’1¢11)nll (1-p9) (rye) (‘%—g—) B () (piq.,)m”.
Y (LA, T (4,9)m(2,1)

(3.5)

In the derivation below we take all m, 3

values cen usually be introduced at the end. From (3.5) we than

equal to zero. Non-zero

have that the Joint posterior distribution of the pi's and qJ's is

given by

©

Nin, - N P,q
Tost (p,'s, q,'s) «z ( n, ])(plql)nll(l-plql) (rye) (ﬁzsm

(3.6)

(rﬁc ) (lpiq! )niJ
: Y
(1,3)A(1,1)

Jerrreys (see [4]) showed that the joint posterior density (3.6) can,
as N - «», be approximated by the normal density with exponent - % x2,

where

(r,c) o e
oy lumy) o
Np, ’
(1,3)5(2,1) 1)
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x2 is an approximation to the likelihcod ratio statistic

(r}c) U
c=-2 ) "I Jog (" nf:") (3.8)
(1,3)A(2,1)

The exact posterior distribution of C is obtainable by using the
methods of Watson [T7].
The quantity x2 has the X?r ¢)-1 distribution as N = =,

Hence, using theorem 7.5.1 in (5],

2
(r,c) L -4
) (“13 - P1g ) (3.9)
(1,3)4(,1) N Py,
has the x2 distribution a8 N = «». The

(rc-2)-(r+c-2)m(r-1)(c-1)-1

i’iJ'B ere the maximum likelihood estimates for the piJ" assuming that
the null hypothesis of no association between rows and columns is true.
Watson [6] showed that the M.L. estimates of the pi's, qJ's and nn

arve given by

o R
.l'i:;n"gyﬁi'+)(i-2)' )r)
N+n11 N+n11
C,+i (&
- 2R, g0 L, (3az.0) (3.20)
N-o-nll N+n11
A RCy N5 &
n]l- -m
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vhere Ry (im),...,r) and CJ(J-].,...,c) are the existing row and

column totals. From (3.10) we find that the ﬁij's ere given by

B, = Eﬂ— ’ =2,...,
B, o (4 c)

o —2L  (1e,...,r) (3.11)

.\ R,C 3 (N-Rl-Cl)
J N(N-R, ) (N-C. )

(1=2,..._.r.J-=2,...,c)
>

The test given by (3.9) is, operationally, the same as the sampling -

result.
The joint distribution of (pl, e sPpiQys s, -,n.n) can be

rewritten as

N+ . -1 + C.+ R C
" )lelnnq. 1“11% p, T % qJJ (3.12)

Post (p,'s,q,'s,n,.) «
1 J'n(nn 1 12 1 w2

From the normalizing constant or the Dirichlet distribution

we know that
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Ry ¢ By p o Rytleyy+Ry)l
_[ P, mpdp...dp= 7 T 3
8, 1=2 im2 (N+nn+r-l !

r
where Sl = {a&.‘l. p, in (0,1), z p; = 1}

i=)
and
C c ¢,!(n,,4C, )!
[ a S 1, ‘a.. 0= Mo e L
S5 =2 J=2 (Neny,+C-1)!

c
vhere S, = {&L’L ay in (0,1), z 2y -1]’ .
i=1

Thererore

N+nl1-
(ny,+R, )! (“u“cl)"( nnl>
Post (ny,) = » My =01, (3.13)
(N+n]l+r-l).' (N+nu+¢-1) !

We use Barnes'(see [2]) asymptotic series ror log TI'(x + h),

(k) (3.14)
+ le(x)’

o (-1) Pp

R 1 4 P.‘.l

log T'(x+h)=log ,/2n + (x+h- §) 10g X-x- 2 5
pal P (p+1) x

~
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where the B (h)'s are the Bernouille polynomial and R, (x) = O(x'(mﬂ')),

to obtain the large sample distribution ror the missing rrequency nn

We rind that 2log Post (nu) is proportional to

(“u."'Rl"' %)1og(ﬁn+Rl)+(n +C,+ §)1og(nu+c1) (N+nn+r+c- )1og(N+ﬁn)

-10g T(n,+1)+(N-C, R -A . ){{ (-1)®

pal, p(p+1) (Nedy )R (3.15)

(B (g #7048 (g0 )-By (=g 90)-B (o oy )1 S

(- )-P . .
-pz1 p(pil) e (P ) [(‘ - T a iC)p]

~(m¥L) - (m+1)

w0 fame ((im) T yee) )

Ucing the identity (see e.g. [1])

n
Bn(x +h)s= Z (;(’)Bk(x) ok (3.16)
k=0
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log Post(nll) e (nn+R1+ %) log(ﬁ]l+Rl)+(nn+Cl+ :-;-)log(ﬁu-rcl)

-(N-m +r+c- -)1og (N+n. ) - log I‘(nu-o-l) + (N-C Y Rl-n )

3% el

pel keo P (P¥1)

B (nyy-B,y )%

where .
l, k=0, 1,...,p
= {é, kap+1
Hence
oy oy
Post (nu) « (nn'ml) (nu-i'Cl) (N+nn‘) + remainder which goes to

ny § zero as the observed
frequencies - » .,

(3.18)
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Using the relationships given by (3.10) we thus have that the large
sample posterior distribution of n.. is the Poisson distribution with

A 1L
. N 5,4y
medn Huy ®

sl il.e.,
1-P) Q)

. {: N 5,4, ( N plcil)nll
PULE G\
Post (nll) = , my =0, 1,2,...

nu!
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