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ABSTRACT

The experimental survey of the flow field near the leading edge of a cooled, sharp flat plate parallel to a hypersonic stream of low density is discussed. Results consisting of impact pressure and hot-wire anemometer profiles plus surface pressures are analyzed and compared to recent theoretical results. Data are presented for viscous interaction parameters, $M_\infty (C_\infty /Re_\infty)^{1/2}$, as high as 2.0.
CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABSTRACT</td>
<td></td>
<td>iii</td>
</tr>
<tr>
<td>NOMENCLATURE</td>
<td></td>
<td>vii</td>
</tr>
<tr>
<td>I.</td>
<td>INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>II.</td>
<td>APPARATUS</td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>Wind Tunnel</td>
<td>2</td>
</tr>
<tr>
<td>2.2</td>
<td>Instrumentation and Calibration</td>
<td>3</td>
</tr>
<tr>
<td>2.3</td>
<td>Nozzle Flow Conditions</td>
<td>4</td>
</tr>
<tr>
<td>2.4</td>
<td>Flat Plate Models</td>
<td>5</td>
</tr>
<tr>
<td>III.</td>
<td>EXPERIMENTAL RESULTS</td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>Flow Field Surveys</td>
<td>5</td>
</tr>
<tr>
<td>3.2</td>
<td>Surface Pressure Measurements</td>
<td>12</td>
</tr>
<tr>
<td>IV.</td>
<td>CONCLUDING REMARKS</td>
<td>18</td>
</tr>
<tr>
<td>REFERENCES</td>
<td></td>
<td>19</td>
</tr>
</tbody>
</table>

ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Hypersonic Rarefied Flow Past a Semi-Infinite Sharp-Leading-Edge Flat Plate</td>
<td>23</td>
</tr>
<tr>
<td>2.</td>
<td>Elevation View of Tunnel L</td>
<td>24</td>
</tr>
<tr>
<td>3.</td>
<td>Plates, Probes, and Flow Field Nomenclature</td>
<td>25</td>
</tr>
<tr>
<td>4.</td>
<td>Lateral and Transverse Flow Surveys</td>
<td>26</td>
</tr>
<tr>
<td>5.</td>
<td>Typical Surveys through the Shock Layer</td>
<td>27</td>
</tr>
<tr>
<td>6.</td>
<td>Influence of Impact Pressure Corrections</td>
<td>28</td>
</tr>
<tr>
<td>7.</td>
<td>Effects of Bevel Angle and Leading-Edge Thickness</td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>Flow Distortion in Shock Layer Caused by Plate Bevel Angle</td>
<td>29</td>
</tr>
<tr>
<td>b.</td>
<td>Distortion of Profile Peaks Caused by Plate Bevel Angle</td>
<td>29</td>
</tr>
<tr>
<td>c.</td>
<td>Effect of Leading-Edge Bluntness</td>
<td>30</td>
</tr>
<tr>
<td>8.</td>
<td>Model Surface Temperatures</td>
<td>31</td>
</tr>
<tr>
<td>9.</td>
<td>Flow Field Surveys through the Shock Layer</td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>Impact Pressures</td>
<td>32</td>
</tr>
<tr>
<td>b.</td>
<td>Hot-Wire Measurements</td>
<td>32</td>
</tr>
</tbody>
</table>
Figure | Page
---|---
10. Profile Peaks and Angle from Impact Pressure and Hot-Wire Resistance Measurements Compared with Theories | 33
11. Shock Layer Thickness and Slope from Impact Pressure Measurements | 34
12. Shock Wave to Shock Layer Thickness as a Function of the Viscous Interaction Parameter, $\varphi_0, x$ | 35
13. Calculated Velocity Profiles and Surface Slip
   a. Approximate Velocity Profiles | 36
   b. Surface Slip Velocity | 37
14. Apparent Shock Strength as a Function of the Viscous Interaction Parameter, $\varphi_0, x$ | 38
15. Typical Surface Pressure Data Acquisition | 39
16. Typical Surface Pressure Results | 40
17. Effect of Leading-Edge Bevel Angle | 41
18. Available Cold-Wall Flat Plate Surface Pressures in the Merged-Layer Regime | 42
19. Correlation of Wall Surface Pressure Distribution | 43
20. Effect of Wall Temperature | 44
21. Comparison of Available Theoretical Results in the Merged-Layer Regime | 45
22. Surface Pressure Distribution Using Parameter of Pan and Probstein (Ref. 7) | 46
23. First Collision Theory of Charwat (Ref. 10) Compared to Available Experimental Results | 47

**TABLES**

**I. Flow Conditions** | 49
**II. Cold-Wall Pressure Distribution Studies in the Merged-Layer Regime** | 50
NOMENCLATURE

$C$  Constant
$C_p$  Pressure coefficient $(p_w - p_\infty)/q_\infty$
$C_\infty$  Chapman-Rubesin constant $(\mu_w T_\infty)/(\mu_\infty T_w)$
$D$  Constant
$D_i$  Inner diameter
$D_o$  Outer diameter
$L$  Length
$M_\infty$  Freestream Mach number
$N$  Number of collisions required for zero slip
$n$  Shock slope, $y - x^n$
$p_w$  Wall surface pressure
$(p_w/p_\infty)_{FM}$  Free-molecular flow limit
$p_0$  Tunnel stagnation pressure
$p_\infty$  Freestream static pressure
$p_\infty, o = p_0'$  Stagnation pressure measured behind a normal shock in the freestream
$p_2, o$  Stagnation pressure measured in the shock layer (See Fig. 3)
$q_\infty$  Freestream dynamic pressure $(p_\infty/2)u_\infty^2$
$R_w$  Wire resistance
$R_{w_\infty}$  Wire resistance in freestream
$Re_\infty$  Unit Reynolds number
$Re_\infty, x$  Reynolds number based on distance $x$ from leading edge
$S_\infty$  Freestream speed ratio
$T$  Temperature
$T_0$  Tunnel stagnation temperature
$T_w/T_0$  Ratio of wall to stagnation temperature
$t$  Leading-edge bluntness
$u_\infty$  Freestream velocity
\( \bar{\nu}_x, x \) Viscous interaction parameter \( M_\infty \left( C_{\infty}/Re_\infty, x \right)^{1/2} \)

\( x \) Distance from leading edge

\( y \) Distance normal to surface of the flat plate

\( y_A \) Actual outer edge of the shock (see Fig. 5)

\( y'_A \) Defined shock boundary determined by the maximum slope (see Fig. 5)

\( y_B \) Peak of measured profile (see Fig. 5)

\( y_{ms} \) Height above the surface of the flat plate to the middle of the shock \( (\Delta_{ms}) \)

\( \alpha \) Wedge angle at the leading edge (on the surface not being surveyed)

\( \Delta_{ms} \) Shock thickness determined by maximum slope

\( \delta^* \) Boundary-layer displacement thickness

\( \epsilon \) Density ratio

\( \theta \) Shock angle

\( \lambda_\infty \) Freestream mean free path (based on a static gas billiard ball model)

\( \mu_\infty \) Freestream coefficient of viscosity

\( \zeta \) Slip parameter, \( M_\infty \lambda_\infty N \)

\( \rho_\infty \) Freestream density

\( \bar{\nu}_x, x \) Strong interaction parameter, \( \bar{\nu}_x, x (M_\infty)^2 \)

**SUBSCRIPTS**

1, 2 Regions in the viscous shock layer in front of and behind a normal shock (see Fig. 3)

S Slip conditions

w Wall value

\( \infty \) Freestream (see Fig. 3)
SECTION I
INTRODUCTION

The determination of the flow field near the leading edge of a semi-infinite flat plate in a hypersonic stream has received a considerable amount of attention in recent years. For application to practical situations, such as the re-entry of winged vehicles, the cold-wall case with $T_w/T_0 \ll 1$ appears to be of the most interest. Thus, the present discussion is limited largely to the cold-wall condition. Available experimental studies are discussed in detail in conjunction with the present results in later sections.

A typical schematic of the flow over the surface of a sharp flat plate in hypersonic rarefied flow is shown in Fig. 1. A comprehensive discussion of the weak and strong interaction regimes is given by Hayes and Probstein (Ref. 1). It is generally recognized that strong interaction theory fails to predict the behavior of the flow very near the leading edge, and the determination of the actual point of departure from strong interaction was a primary consideration in the present investigation. The flow upstream of this point may be broadly divided into the merged-layer, transition, and near-free-molecular flow regimes. The merged and transition regimes have been studied by Oguchi (Refs. 2 and 3), Laurmann (Ref. 4), Talbot (Ref. 5), Jain and Li (Ref. 6), Pan and Probstein (Ref. 7), Garvine (Ref. 8), and Chow (Ref. 9). Near-free-molecular flow has been studied by Charwat (Ref. 10), Kogan (Ref. 11), and Bird (Ref. 12). The free-molecular limit is discussed in Hayes and Probstein (Ref. 1).

The local surface measurements of pressure, heat transfer, and skin friction have been used to test the accuracy of the various theoretical approaches. One obvious difference may be noted in comparing available theoretical analyses in regard to predicted surface pressure distributions. The results of Oguchi (Refs. 2 and 3) and Jain and Li (Ref. 6) predict a pressure plateau to exist over a substantial portion of the plate before a fall to the free-molecular flow limit. The results of Pan and Probstein (Ref. 7) indicate a pressure peak similar to the heat-transfer results. In the near-free-molecular flow regime, Charwat (Ref. 10) predicts the existence of a pressure plateau beginning downstream of the leading edge, whereas Kogan (Ref. 11) and Bird (Ref. 12) suggest that, even very close to the leading edge, no region of true free-molecular flow will exist.

It was felt that an experimental study which could clarify the shock and viscous layer structure and determine accurately the surface pressure
distribution might offer a substantial improvement in the basic understanding of the flow. Also, experimental work appears to be necessary before the boundaries of the various flow regimes, and therefore the matching points of the theoretical studies, can be determined.

The facility utilized by the present authors is capable of producing continuous, hypersonic, low-density flow containing no axial or lateral gradients in the test region. The flow is sufficiently rarefied to allow local pressure and flow field surveys to be conducted in the fully merged flow regime. To be explicit, the data were obtained in the range

\[ 0.1 < \tilde{v}_x < 2.0, \]

where \( \tilde{v}_x \) is the viscous interaction parameter defined as

\[ \tilde{v}_x = M_x (C_x/R_e_x)^{1/2} \]

Measurements include impact pressure probe and hot-wire anemometer surveys through the shock layer, and static pressure measurements at the surface of the plate.

**SECTION II
APPARATUS**

The data were obtained using the arc-heated, low-density hypersonic tunnel (Gas Dynamic Wind Tunnel, Hypersonic (L)) located at the von Kármán Gas Dynamics Facility (VKF), Arnold Engineering Development Center (AEDC), Air Force Systems Command (AFSC), USAF, Arnold Air Force Station, Tennessee.

2.1 WIND TUNNEL

Tunnel L, shown in Fig. 2, is a low-density, hypersonic, continuous-type, arc-heated, ejector-pumped facility, normally using nitrogen or argon as the test gas and consisting of the following major components, in streamwise order:

1. Continuous, water-cooled, d-c arc heater, Thermal Dynamic F-40 or U-50, both modified slightly, with a 40-kw selenium rectifier power supply. Gas is injected without swirl in the F-40 arc heater and with or without swirl in the U-50 unit. Unless otherwise noted, all testing is done without use of swirling gas injection.

2. Cylindrical, water-cooled settling section of variable size, but normally of 3-in. diameter and 6- to 10-in. length.
3. Axisymmetric, aerodynamic nozzle, variable sizes with 0.10- to 1.20-in.-diam throats and 2.0- to 8.2-in.-diam exits. Four contoured nozzles having no flow gradients in the test section are currently available, in addition to older conical nozzles.

4. Cylindrical test section tank of 48-in. diameter surrounding the test section and containing instrumentation, cooling water connections, and probe carrier.

5. Axisymmetric diffuser with interchangeable designs for varying test conditions, convergent entrance, constant-area throat, divergent exit sections, and water-cooled entrance.

6. Water-cooled heat exchanger

7. Isolation valve

8. Air ejector of two stages

9. Connection to the VKF, evacuated, 200,000-cu-ft, spherical vacuum reservoir and its pumping system.

All critical components of the tunnel and related system are protected by backside water cooling. The two-stage ejector system is driven by air instead of steam because of the ready availability of high pressure air at the tunnel site. Although the working gas is normally nitrogen or argon, other gases may be used. The first published description of this tunnel was that of Potter, et al. (Ref. 13).

2.2 INSTRUMENTATION AND CALIBRATION

Gas flow rate to the arc heater is measured through use of calibrated sonic-flow orifices, and reservoir pressure is measured with a Consolidated Electrodynamics Corporation Electromanometer®. Inaccuracy of these systems, on the basis of comparison with other means of measurement, and repeatability, are estimated to be less than ±0.5 percent for both flow rate and reservoir pressure.

Total enthalpy at the nozzle throat is determined by use of a calorimeter which, on the basis of comparison of results and repeatability, appears accurate to within ±4 percent limits of error. The measurement is supplemented by a probe system which measures local total enthalpy and mass flux in the test section with an estimated error limit of ±2 percent for mass flux and ±5 percent for enthalpy.
Impact pressures are measured with variable-reluctance, differential pressure transducers and water-cooled probes. Calibration of the transducers is accomplished by means of an oil-filled micromanometer and a McLeod gage. Inaccuracy in impact pressure measurement is believed not to exceed ±2 percent limits. Static pressures are measured by the same method but are not used for primary calibration purposes because of the very large corrections for viscous and rarefied flow phenomena.

The establishment of reservoir conditions, determination of impact pressures, and proof of inviscid, adiabatic core flow through the nozzles form part of the flow calibration. This information is used in a calculation which accounts for nonequilibrium expansion of the gas throughout the nozzle to yield the needed flow properties. Information on various aspects of these measurements is given by Potter, et al. (Ref. 14), Potter and Bailey (Ref. 15), Kinslow and Miller (Ref. 16), and Carden (Ref. 17).

Calibrations of the transducers were made at intervals during the test period, and the signal was continuously monitored on a strip chart to determine when equilibrium had been obtained. Run duration was typically several hours in length. Models were normally left in a low pressure environment for several days before data were obtained to complete the outgassing of the orifices and pressure lines.

The flow field was investigated using the impact pressure and hot-wire resistance anemometer probes as shown in Fig. 3. Both probes were operated in the axial and lateral directions by means of the tunnel probe carrier, which allowed an accuracy of better than 0.002 in. to be obtained in probe positioning. The impact pressure probe was water-cooled to a point 2 in. from the nose and was formed so that when the probe tip was positioned near the plate surface, the larger portion was effectively hidden downstream of the plate trailing edge. Linear growth of the impact and hot-wire probes, when exposed to the high temperature flow, was calibrated with an optical system which could monitor the probes throughout the test run.

2.3 NOZZLE FLOW CONDITIONS

Two separate contoured nozzles, having no radial or axial gradients in the test region, were used during the test. The stagnation conditions were such that the assumption of the flow being vibrationally frozen from the sonic point is justified. Flow field surveys in the test region are shown in Fig. 4 for each of the test flow conditions. General information on the undisturbed flow properties in the test region is given in Table I. A description of the design and calibration of the contoured aerodynamic nozzles will be given by Potter and Carden in a forthcoming AEDC report.
2.4 FLAT PLATE MODELS

A series of brass flat plates was constructed to enable a complete surface pressure distribution and flow field investigation to be conducted. Plates used for flow field surveys contained no pressure orifices. A schematic of the plate construction is shown in Fig. 3. The plate surface and leading edge were honed to obtain a smooth surface and a leading-edge radius of 4 to 6 x 10^-4 in. Plate width was held constant at 1.5 in., which was approximately the isentropic core diameter of the nozzle flow. No pressure orifices were placed closer than 0.75 in. from the trailing edge, and no end effect on surface pressure distribution was found. Each plate was instrumented with at least one internal thermocouple, and one plate was constructed with a series of thermocouples close to the surface to obtain a measurement of the surface temperature gradient. Leading-edge bevel angle was varied from 7.5 to 50 deg to study bevel angle effect, and various thicknesses of brass shim stock were cemented on selected plates to study the effect of leading edge thickness. Where pressure orifices very close to the leading edge were desired and the bevel angle was too small to place the pressure tube within the plate, small pressure tubes were cemented to the bottom surface close to, but not touching, the leading edge. Flow field surveys, with plates having these small external pressure tubes, indicated no influence on the external flow field. Orifice diameter varied from 0.030 to 0.100 in. A few orifices placed near the leading edge were drilled at an angle tangent to the lower surface bevel angle. This resulted in orifices of oval shape with the streamwise dimension being greater than the spanwise dimension. However, these orifices were on plates having bevel angles greater than 27.5 deg, and the data exhibited errors that were caused by the excessive bevel angle. This is discussed in greater detail in Section 3.1.2. The plates were carefully aligned in the tunnel test region using an optical system which insured consistent zero-angle-of-attack positioning. Also shown in Fig. 3 are the characteristic geometric parameters and sign notation used in the data presentation.

SECTION III
EXPERIMENTAL RESULTS

3.1 FLOW FIELD SURVEYS

Experimental studies of the boundary layer and shock structure above the surface of a sharp flat plate in the weak interaction regime are numerous. However, as the rarefaction level is increased, available experimental studies became meager. Investigations which concern shock and boundary-layer formation on cooled, sharp flat plates upstream of the
strong interaction regime include those of Nagamatsu, et al. (Ref. 18), Wallace and Burke (Ref. 19), and McCroskey, et al. (Ref. 20). The adiabatic wall case has been studied by Laurmann (Ref. 21), Chuan and Waiter (Ref. 22), and Rogers, et al. (Ref. 23). Schlieren photographs obtained by Nagamatsu, et al. (Ref. 18) were said to indicate reverse shock curvature near the leading edge. Also, the maximum shock angle was downstream of the leading edge rather than at x = 0. The first published boundary-layer surveys indicating fully merged flow on a cooled flat plate appear to be those of Wallace and Burke (Ref. 19). Impact pressure probe surveys obtained at values of $\bar{x}_w, x$ of 2 and 9 exhibited the classical, distinct, boundary-layer region, whereas for values of $\bar{x}_w, x = 47$ and 85, the data appear to signify a fully merged shock and boundary layer. Shock wave slope, as determined from schlieren photographs, did not agree with strong interaction theory. However, the shock slope remained positive as the leading edge was approached. McCroskey, et al. (Ref. 20) have obtained measurements of shock wave and boundary-layer development substantially into the merged-layer regime. Measurements included schlieren and nitrogen flow discharge photographs, impact pressure probes, and hot-wire measurements. Various results of this investigation will be compared to the present data. Laurmann (Ref. 21), using a free-molecule probe, noted a delay in forming the boundary layer and shock wave for several mean free paths behind the leading edge. Chuan and Waiter (Ref. 22) used impact pressure surveys to deduce the shock layer position and velocity distribution through the boundary layer. Their results indicated a wedge-type flow with the shock originating from, or slightly ahead, of the plate leading edge. Very large slip velocities were inferred by extrapolating the impact pressure flow surveys to the plate surface. The low supersonic Mach numbers of the investigations of Rogers, et al. (Ref. 23) and Laurmann (Ref. 21) penetrated well into the strong interaction regime, with distinct regions of boundary layer and inviscid flow being identified by impact probe surveys.

In the present study, twenty discrete axial stations along the centerline of the plate were traversed in a direction normal to the plate by means of the impact and hot-wire probes. The interval in the normal direction, $y$, was one hundredth of an inch, and a complete survey was made during the continuous operation of the tunnel. Data were recorded instantaneously for the hot-wire measurements and required approximately three minutes for each impact probe measurement to reach equilibrium.

Since the data were obtained in the fully merged viscous layer regime, the determination of characteristic points of the flow field is difficult and to some extent must be considered arbitrary in nature. Figure 5 shows a typical flow survey through the shock layer and illustrates the difficulty of
identifying the boundaries of isentropic flow \((y_A)\) or the "maximum slope" outer edge \((y')\). It is recognized that the peaks of the profiles \((y_B)\) do not necessarily represent an exact border between the shock and the boundary layer. However, \(y_B\) represents a convenient reference quantity which can be determined accurately.

3.1.1 Corrections to the Measurements

The interpretation of pressure data obtained under conditions of high heat transfer requires corrections that are not ordinarily necessary. The necessity of employing an impact pressure probe of small dimensions to survey the viscous layer regime near the plate introduces viscous-induced errors in the measurements. This phenomenon, referred to herein as the viscous correction, has been studied extensively and reported in the literature. A recent study, under conditions applicable to the present work, has been reported by Potter and Bailey (Ref. 15). The effect of a temperature gradient along a small bore tube causing a pressure gradient to exist was first studied experimentally by Knudsen (Ref. 24) and more recently by Arney and Bailey (Ref. 25). This thermal transpiration correction can result in large errors under typical flow conditions in heated, low-density facilities. When orifices of small size are used to sense sufficiently low pressures, under conditions of high heat transfer, a form of nonequilibrium arising from unequal speed distributions between incoming and outgoing molecules in the orifice entrance region may cause considerable error in pressure measurement. This orifice effect recently has been studied by Potter, Kinslow, and Boylan (Ref. 26).

In order to determine the corrections necessary for quantitative study of measurements obtained by an impact pressure probe in the shock layer, a number of flow properties are required which are not known a priori. Although it was realized that exact corrections to the impact pressures to account for viscous, thermal transpiration, and orifice influences could not be made because of inadequate definition of the flow in the viscous shock layer, it was believed important to assess the approximate magnitude and trend of these corrections. Based on the following assumptions and procedures, the impact pressure data were corrected, and an example of the results is indicated in Fig. 6.

a. The shock in front of the impact pressure probe could be treated as a Rankine-Hugoniot normal shock.

b. The flow behind the oblique shock (region 1, Fig. 3) was computed from the experimental impact pressures and static wall pressures.

c. The static pressure distribution normal to the plate was assumed to be constant in the shock layer and to have a sine distribution through the shock.
d. The experimentally determined position of the shock was taken into account for the calculation of stagnation temperature.

e. The stagnation temperature was considered to decrease linearly to wall temperature.

f. Heat-transfer rate to the probe was based on the work of Potter and Miller (Ref. 27).

An examination of the data in Fig. 6 indicates a net change of about 10 percent at the maximum values of impact pressure, whereas near the surface of the plate the corrections tend to cancel. The corrections influence the determination of the maximum slope parameter, $y_A$, but are negligible in determining the profile peak, $y_B$, and actual outer edge, $y_A$. All data obtained in flow field pressure surveys have been corrected for viscous, thermal transpiration, and orifice effects by the above approximate procedure.

3.1.2 Effect of Leading-Edge Wedge Angle and Thickness

Recent experimental investigations concerning the flow field and surface pressure distributions on sharp flat plates have been noted for their large discrepancies. Aside from the acknowledged difficulty of producing acceptable aerodynamic conditions and the instrumentation problems involved, the seemingly simple problem of producing a model which approaches the mathematical definition of "sharp" and "flat" has proven to be a source of difficulty. Instrumenting the surface of a flat plate, either with flush-mounted pressure transducers or pressure tubes to remote transducers, requires a plate of finite thickness. Plates with a lower surface bevel angle are therefore necessary if a very sharp leading edge is required. Based on continuum flow considerations, wedge angles on the order of 40 deg should be allowable, for the Mach number range generally involved in such investigations, before shock detachment appears. However, the large boundary-layer growth on the plate introduces a factor in the design of such models which can not easily be accounted for. In addition, the physical leading edge must be such as to approach the mathematically sharp leading edge of theoretical analyses. In the present case, leading-edge thicknesses of a fraction of a mean free path were obtained.

In order to experimentally study the effect of lower surface bevel angle and leading-edge thickness on the external flow field, a series of plates with varying bevel angles, as shown in Fig. 3, was constructed. Finite thicknesses of brass shim stock were attached to selected plates to study the effect of leading-edge thickness. A station 1 in. downstream of the leading edge was selected for surveying the effects on the flow field of
various bevel angles and leading edge thicknesses. Figure 7 indicates the results of this test. The distortion of the flow field, as compared between two different bevel angles, is seen in Fig. 7a. A complete shock peak survey is shown in Fig. 7b for varying bevel angle plates. It can be seen that for \( \alpha \leq 27.5 \) deg no distortion is apparent. Extrapolation of the data to the leading edge of the plate indicated that the shock had become detached or more thickened for the 40-deg bevel angle. This detachment was present even though the leading edge could be considered sharp, having a thickness of approximately 0.001 in. The effect of leading-edge bluntness is shown in Fig. 7c. Displacement of the shock away from the plate, with the addition of even small amounts of leading-edge bluntness, is apparent. However, this distortion appears to be very small as a leading-edge thickness of 0.001 in. is approached. This would seem to indicate that the requirement of a sharp leading edge has been approximated in the present case. The investigations of Hammitt, et al. (Ref. 28), Cheng, et al. (Ref. 29), and Harvey (Ref. 30) may be consulted concerning the relation between leading-edge bluntness effects and viscous interaction effects. Even when \( Re_{\infty, t} = 11.5 \) there are data (Ref. 30) which indicate a strong influence of leading-edge bluntness even in the viscous-dominated regime. In addition, Cheng, et al. (Ref. 29) noted the strong influence of freestream Reynolds number and wall temperature effects for a constant leading-edge bluntness. Hayes and Probstein (Ref. 1) have suggested the requirement that \( Re_{\infty, t} \ll M_\infty^3 \) before a strong interaction region is observable without marked effect of the blunt nose. Although the present results indicate that distortion of the shock layer is possible to values of \( Re_{\infty, t} \) as low as unity, the influence on surface pressure or heat-transfer measurements remains to be seen. Where absolute determination of shock position is required, it appears necessary to have extremely sharp leading edges. The coupling of the bevel angle and leading-edge thickness influences are also indicated in Fig. 7c. The remainder of the flow field survey data presented herein is limited to those obtained using a flat plate having a bevel angle of 15 deg and leading-edge thickness of 0.001 in. or less.

3.1.3 Results and Discussion

The majority of the flow field surveys were obtained on the plate centerline. However, surveys 0.25 in. in either direction from the centerline were made to insure that the finite width of the plate was exerting no influence on the flow field. Measurements indicated essentially onedimensional flow over this region.

Since various flat plate models contained water cooling systems which did not supply water closer than 0.75 in. to the leading edge, it was felt that an experimental determination of this temperature gradient along the
plate surface was necessary. A plate, having a relatively poor water cooling system, was instrumentated with five separate thermocouples at different chordwise locations buried slightly under the top surface and above the water passages. The plate was then tested at both flow conditions, and the results are shown in Fig. 8. Although a negative temperature gradient was found to exist from the leading edge downstream, the coldwall criterion was not violated. Values of $T_w/T_o$ of approximately 0.1 and 0.2 are adequate to describe the conditions of the test.

Typical impact pressure and hot-wire surveys through the shock layer are indicated in Fig. 9. Values of the viscous interaction parameters, $\delta_{\infty}$ and $\alpha_{\infty}$, are included in the figure. The fully merged characteristic of the flow, even at the trailing edge of the plate, can be seen. It is interesting to note that near the wall the profiles become increasingly divergent as the leading edge is approached. Very near the leading edge the determination of the characteristic points, as defined in Fig. 5, becomes rather arbitrary. Since the inlet diameter of the impact pressure probe is approximately fifty times larger than the hot-wire anemometer, the hot-wire measurements resulted in better definition of the flow near the leading edge.

A large number of profiles, as illustrated in Fig. 9, were analyzed to determine the shock layer over the length of the plate. Figure 10 indicates the characteristic point $y_B$ and the shock angle $\theta$. Indicated in the figure are several recent theoretical models. Near the leading edge, the present results would appear to contradict the results of Oguchi (Ref. 3) and Jain and Li (Ref. 6), but substantiate qualitatively the recent work of Pan and Probstein (Ref. 7). The flow model as proposed by Nagamatsu, et al. (Ref. 18), which predicts the delay of the shock formation for a distance $\zeta = M_{\infty} \lambda_{\infty} N$ and reverse curvature near the leading edge, is not supported by the present data. For the conditions of the present test, and a conservative value of 3.0 for the number of required collisions for zero slip, the parameter $\zeta$ would have a value of 1.22 in. The recent theoretical work of Chow (Ref. 9), who used a linear velocity profile and the Crocco integral relationship, agrees with the present results. The hot-wire measurements appear to give consistently lower values of $y_B$ than the impact probe data. Measurements of wall pressure, obtained while traversing the flow with the impact pressure probe, indicated that a slight distortion of the flow field was likely when using this probe. It should also be noted that the data of Fig. 10 are based on the characteristic position $y_B$. Data interpretation using $y_A$ or $y_A'$ would shift the data significantly. The large apparent thickness of the shock is indicated in Fig. 11. Because of this difficulty of data interpretation, comparison with theoretical results in Fig. 10 should be considered only from a qualitative point of view.
The slope of the shock wave was found to vary as the selection of the characteristic dimension was changed. For the range $0.39 \leq x < 0.60$, the shock shape can be described as $y \sim x^n$, where the slope, determined experimentally, is given in the following table:

<table>
<thead>
<tr>
<th>Characteristic Dimension</th>
<th>Impact Probe</th>
<th>Hot Wire</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_A$</td>
<td>$0.58 \pm 0.04$</td>
<td>$0.44 \pm 0.06$</td>
</tr>
<tr>
<td>$y_A'$</td>
<td>$0.62 \pm 0.04$</td>
<td>$0.71 \pm 0.07$</td>
</tr>
<tr>
<td>$y_B$</td>
<td>$0.80 \pm 0.01$</td>
<td>$0.85 \pm 0.05$</td>
</tr>
<tr>
<td>$y_{ms}$</td>
<td>$0.72 \pm 0.04$</td>
<td>$0.73 \pm 0.03$</td>
</tr>
</tbody>
</table>

An example of the determination of the shock slope is shown in Fig. 11. For values of $x \approx 0.60$, shock curvature was apparent with the local shock angle increasing as the leading edge is approached (Fig. 10). Recently published data by McCroskey, et al. (Ref. 20) confirm that the "shock wave" represented by the profile peaks, $y_B$, exhibits a slope corresponding to $0.80 \leq n \leq 0.85$. The interaction of the impact pressure probe shock and the plate shock and surface, is believed to cause the differences in experimental shock slopes determined from hot-wire and impact probe measurements. Cheng, et al. (Ref. 29) predict that, in the region of strong interaction where bluntness effects are zero, the shock will have the form $y \sim x^{3/4}$.

The above discussion suggests the difficulty of data interpretation in the fully merged regime. Various theoretical models assume that either Hugoniot relations are valid for the shock or that the shock may still be considered thin as compared to the shock layer thickness. Continuity of mass flow between the freestream and the shock layer requires that the outer edge of the viscous shock layer lie at the center of the shock wave. The position of the shock center, however, is arbitrary (Ref. 7). If the characteristic dimension $y_A' - y_B$ is assumed to describe the shock thickness, $\Delta_{ms}$, then the ratio of shock wave to shock layer thickness may be expressed as $\Delta_{ms}/y_{ms} = 2(y_A' - y_B)/(y_A + y_B)$. The present data, in terms of this parameter, are indicated in Fig. 12. Also indicated is the curve fit of the data presented by McCroskey, et al. (Ref. 20). The rarefaction level of $Re_{\infty} x/M_b = 40$ to 45, suggested by Pan and Probstein (Ref. 7), at which the shock thickness should become important appears to be somewhat low.

Velocity distributions through the shock layer can be inferred from the measurements described above but must be considered qualitative in nature. An example of calculated velocity distributions for four axial stations is shown in Fig. 13a. Assumptions regarding these calculations
were identical to the probe viscous correction calculations. An inspection of the profiles indicates that a linear velocity distribution is not unreasonable. The slip velocity at the wall can be approximated by extrapolation of these profiles to \( y = 0 \) and is indicated in Fig. 13b.

For estimating slip velocity, another technique was suggested which avoids assuming any flow properties normal to the plate and does not require the tedious calculation of the velocity distributions. From considerations of continuity and momentum, one may write

\[
u_w = \frac{p_{2,0}}{\rho_w \left( 1 - \frac{\epsilon_w}{2} + \frac{p_w}{\rho_w u_w} \right)}
\]

This procedure requires an extrapolation of the measured values of \( p_{2,0} \) to \( y = 0 \); the density at the wall was calculated from measured surface temperature and pressure. The result of this calculation is also indicated in Fig. 13b. Agreement with the result obtained using the extrapolated velocity distributions is good except near the leading edge. Even though this latter technique avoids several assumptions used in calculating the velocity distributions, the calculation is strongly dependent on measured impact pressures in a region where some flow field distortion caused by the presence of the probe may have occurred, and viscous and rarefied flow influences on the probe were present. However, the qualitative trend of the data is quite reasonable. The theoretical results of Chow (Ref. 9) and Oguchi (Ref. 2) are indicated in the figure. The present data suggest that slip could be expected to extend well into the strong interaction regime. This was predicted by the theoretical results of Pan and Probstein (Ref. 7), but their predicted decrease of the slip velocity near the leading edge is not seen. The slip velocity, as shown in Fig. 13, should approach zero as \( \bar{v}_{\infty, x} \) approaches zero, and failure of the data to clearly indicate this trend at the lower values of \( \bar{v}_{\infty, x} \) is evident. However, a linear curve fit through the data at the higher values of \( \bar{v}_{\infty, x} \), for the method using extrapolated impact pressures, appears reasonable.

Apparent shock strength indicated by peak values of \( p_{2,0}/p_{\infty, c} \) (read at \( y_B \)) are shown in Fig. 14. Obviously, because the shock layer was fully merged, what is called "apparent shock strength," here really should not be confused with the customary definition of shock strength, i.e., the present shock did not correspond to the classic Rankine-Hugoniot Shock in an inviscid flow field.

### 3.2 SURFACE PRESSURE MEASUREMENTS

Experimental measurements of surface pressure and heat-transfer distributions are more numerous than studies of shock layer formation.

---

*Suggested by J. L. Potter, Manager, Aerophysics Branch, VKF.*
and structure. However, in regard to the measurement of surface pressure distribution, the situation has become extremely confused because of the wide disagreement between various investigations. Surface heat-transfer distribution appears to be better established, both theoretically and experimentally, from the strong interaction regime to the near-free-molecular flow limit. The present discussion is limited to the region near the leading edge where large departures from strong interaction theories have been noted. It is in this region that correlation of data from different facilities has been largely unsuccessful.

The hypersonic shock tunnel experiment of Nagamatsu, et al. (Ref. 18) appears to be the first which extended data upstream of the strong interaction regime. The results not only indicate large departures from the extrapolation of strong interaction theory, but suggest the existence of a pressure peak as the leading edge is approached. The terms pressure peak and pressure plateau are used herein to signify a pressure gradient reversal occurring over a short chordwise length as opposed to a near constant pressure level with a smaller gradient over a comparatively longer chordwise length. Further shock tunnel experiments were performed by Vidal and Wittliff (Ref. 31). These data confirm qualitatively the data of Nagamatsu, et al. However, some of their results are for a considerably lower pressure level and exhibit an extensive plateau region. Discussions of these data by Vidal and Bartz (Ref. 32) and Garvine (Ref. 8) indicate that the normal stress effects described herein as the "orifice effect" cause the data to be somewhat in error, and the plateau indication may have been false. The investigation of Vas, et al. (Ref. 33), which utilized a continuous, heated nitrogen tunnel, also indicated large departures from strong interaction theory.

The viscous interaction parameter, $v_{e,x}$, suggested by Talbot (Ref. 5), was first employed in the present problem by Deskins (Ref. 34). Data obtained in a "hotshot" facility, as well as from the tunnel employed by the present authors, confirmed that initial departures from strong interaction theory corresponded to $v_{e,x} = 0.1 - 0.2$. The recent report of Moulic (Ref. 35) includes a comprehensive discussion of adiabatic-wall data. Available experimental cold-wall data, upstream of the strong interaction regime, are summarized in Table II.

As previously mentioned, the present surface pressure measurements required a relatively long run duration in order to achieve equilibrium. The normal operation of the tunnel required two or three days before a single plate, having one to four pressure orifices, was surveyed. Also, the tunnel was kept at a low pressure level for several days before testing to aid in outgassing. Figure 15 indicates a typical data acquisition for a single orifice. The observed effect of an initial pressure rise and slow decrease is probably a combination of tube outgassing and pressure lag.
3.2.1 Correction to the Measurements

Of the three pressure corrections discussed in conjunction with the shock layer, impact-pressure measurements, only the influence of the heat transfer to the pressure orifice region is applicable to the surface pressure measurements. However, under the conditions of the present test, this correction is quite large and would cause a serious misinterpretation of the data if not taken into account. Semiempirical curves of Potter, et al. (Ref. 26) allow this correction to be applied to the measured pressures. Since the local heat-transfer rate is required for this correction, and the present investigation did not include such measurements, experimental results from various sources have been used in the present case. Figure 16 shows a typical set of results and the data as corrected for the orifice effect. The remaining data plots, unless noted, show data which have been corrected for this effect.

3.2.2 Effect of Leading-Edge Wedge Angle

Several plates having lower surface wedge angles of 15, 27.5, 40, and 50 deg were tested, and the results are indicated in Fig. 17. The conclusion obtained from the shock layer surveys indicating shock distortion at the higher wedge angles is confirmed by these data. Surface pressure measurements to show the effect of varying leading-edge thickness were not made. Data obtained on plates having wedge angles greater than 27.5 deg are omitted from subsequent correlations.

3.2.3 Results and Discussion

A series of ten individual flat plates, each containing from one to four orifices, enabled a streamwise pressure distribution from \( x = 0.026 \) to 4.00 in. to be made. For the lower wedge angles, the orifice closest to the leading edge was at \( x = 0.048 \) in.

The present results are shown in Fig. 18 correlated as the ratio of surface-to-free-stream pressure versus the strong interaction parameter, \( \tilde{x}_{\infty, x} \). Also indicated is the strong interaction theoretical result of Cheng (Ref. 29) and a summary of typical experimental results from previous investigations. The poor correlation with the strong interaction parameter has been noted by various investigators.

Defining the relevant parameter as the ratio \( \lambda_1/\delta^* \), where \( \lambda_1 \) is evaluated downstream of the leading-edge shock, Talbot (Ref. 5) predicted that departures from strong interaction theory should be correlated by the viscous interaction parameter, \( \tilde{v}_{\infty, x} \). Also, to the first order, \( \lambda_1/\delta^* = f(\nu) (\tilde{v}_{\infty, x})^2 \). A correlation using the pressure coefficient, \( C_p \), and viscous interaction parameter, \( \tilde{v}_{\infty, x} \), was performed, and the results
are indicated in Fig. 19. The small differences in wall temperatures between various sets of data could cause the variations in $C_p$. Also, a value of $\gamma = 1.4$ was assumed for the data correlation, which may not be entirely valid for all cases. Strong interaction theory appears to fail in the range $0.1 < v_x < 0.3$, as suggested by Talbot (Ref. 5). To the zeroth order, strong interaction theory results in a relationship of the form*

$$p_w/p_\infty = C \tilde{x}_\infty x$$

When converted to $C_p$ and $\tilde{v}_{\infty, x}$, a relationship of the form

$$C_p = 2/\gamma C \tilde{v}_{\infty, x} - 2/\gamma M_{\infty}^2$$

results. For large values of $M_{\infty}$, the second term may be neglected. However, to illustrate the magnitude of this term, it has been retained in the present case and the strong interaction theory of Cheng (Ref. 29) is indicated in Fig. 19 for $M_{\infty} = 10$ and 20. The strong influence of Mach number on the initial departure from strong interaction theory, in terms of $X_{\infty, x}$, can be seen by setting $\tilde{v}_{\infty, x} = 0.15$, as indicated in Fig. 19, and noting that when $\tilde{v}_{\infty, x} = 0.15$ and $\tilde{x}_{\infty, x} = \tilde{v}_{\infty, x} M_{\infty}^2$, the initial departure of Mach 10 data should occur at $\tilde{x}_{\infty, x} = 15$, and Mach 25 data would depart at $\tilde{x}_{\infty, x} = 94$. An inspection of Fig. 18 confirms these results qualitatively. Following from this, it is apparent that, if the criterion for strong interaction is $\tilde{x}_{\infty, x} > 10$, then strong interaction will not exist unless $M_{\infty} \geq 8$.

The free-molecular flow limit for a typical flow condition and diffuse reflection is also indicated in Fig. 19. The expected pressure drop to the leading-edge value is not seen. The data suggest at least a local pressure plateau extending to an undetermined value of $\tilde{v}_{\infty, x}$ greater than the present experimental limit.

The strong influence of wall temperature on the absolute pressure level is indicated in Fig. 20. The adiabatic-wall data of Moulic (Ref. 35) and data obtained by the present authors are included for comparison. Also emphasized is the extensive axial length, in terms of $\tilde{v}_{\infty, x}$, of the pressure plateau. The adiabatic-wall and cold-wall results indicated in this figure appear to be the most conclusive experimental determination of the existence of the pressure plateau. It should be noted that Moulic interpreted his data as a pressure peak with subsequent dropoff toward the free-molecular flow limit. The present data could also be interpreted in this manner, but the pressure gradient is not well defined and the term "local plateau" appears to be more descriptive.

*Except for an insulated plate, calculations beyond the zeroth order have not been done to the author's knowledge.
3.2.4 Comparison with Theory in the Merged-Layer Regime

Several quantitative predictions of the behavior of the pressure distribution in the merged-layer regime are available in the literature. Some of these results are compared to the present experimental data in Fig. 21. The data (in this figure) are limited only to those having a wall-to-stagnation temperature of approximately 0.10 since various theoretical results are for this value. Several comments concerning these theoretical predictions, as compared to the present data, are warranted. As shown in Figs. 18 and 19, strong-interaction theory fails in the merged-layer regime, and it has been shown in Fig. 21 only for comparative purposes. Pan and Probstein (Ref. 7) produced numerical calculations which, through correlation formulas, may be directly compared to the present results. Quantitative comparison with the experimental results is not good for \( Re_{\infty}, x_\parallel M_{\infty} \lesssim 100 \), but it is excellent above that limit, as shown in Fig. 22.

Since the free-molecular flow limit for a flat plate at zero incidence with completely diffuse reflection is expressed as

\[
\frac{p_w}{p_{\infty}}_{FM} = \frac{1}{2} \left[ 1 + \left( \frac{T_w}{T_{\infty}} \right)^{1/2} \right]
\]

the effect of Mach number would be indicated only through its effect on the ratio of wall-to-freestream temperatures. From practical considerations, this limiting value of \( p_w/p_{\infty} \) would not vary more than \( 1.2 \lesssim p_w/p_{\infty} \lesssim 2.0 \) for cooled plates in current test facilities producing the required flow for near-free-molecular investigations. Since the parameter \( M_{\infty}/Re_{\infty}, x \) is proportional to the Knudsen number, the method of correlation used in Fig. 22 would appear to be adequate if measurements very near to the free-molecular flow regime were made. The present correlation, using the viscous interaction parameter, \( \tilde{v}_w, x \), and pressure coefficient, \( C_p \), could be expected to fail very near the leading edge for data representing wide variations in freestream Mach number. This follows from noting that the free-molecular flow limit, in terms of \( C_p \), is expressed as

\[
\left( C_p \right)_{FM} = \left\{ \frac{1}{2} \left[ 1 + \left( \frac{T_w}{T_{\infty}} \right)^{1/2} \right] -1 \right\} \frac{2}{y} M_{\infty}^2
\]

Thus, in a region of free-molecular flow, a strong Mach number influence on the \( C_p \) could be expected.

The fully viscous, shock layer analysis of Oguchi (Ref. 3), with wall slip and thin shock wave assumptions, results in the pressure distribution shown in Fig. 21 as curve C. The hypersonic approximations,

\[
p_w/p_{\infty} = \left[ \frac{2y}{y + 1} M_{\infty}^2 \right] \theta_s^2
\]

and

\[
\sin^2 \theta_s = \theta_s^2
\]
used by Oguchi limits his results to Mach numbers much greater than unity. This is a common assumption used by various authors and introduces an error which is not negligible when compared to data obtained at Mach numbers comparable to the present results. However, the quantitative comparison in Fig. 21 would not be improved by the use of the exact relationships. The steep negative pressure gradient upstream of the plateau, caused by the theoretical shock curvature, is not seen in the present data. Oguchi's model, excluding slip, has been treated by Jain and Li (Ref. 6), and a typical result is shown in Fig. 21. A serious problem concerning the regime of validity is involved in these results. They used the experimentally determined maximum pressure found by Nagamatsu as the point \( x = 0 \). This would indicate that curve D in Fig. 21 must be shifted downstream an undeterminable amount. The slope of the theoretical results does not appear unreasonable, but a quantitative comparison is not possible because of this difficulty. Moulic (Ref. 35) also commented on this problem.

A linear velocity distribution was assumed by Chow (Ref. 9) who also accounted for the finite wave thickness. His results for a Mach number of 10 and \( T_w/T_0 \) of 0.1 are indicated as curve E in Fig. 21. Although the theoretical results fail at a value of \( \varphi_{x, x} \) of about 0.4, this was expected because kinetic flow concepts were not included in the basic analysis. Chow stipulated the necessity of matching his solution to first-collision theory.

The first-collision analysis of Charwat (Ref. 10) predicts the existence of a pressure plateau at a specific distance downstream of the leading edge corresponding to the edge of the initial collision regime. This plateau is continued downstream until a sufficient number of collisions occur to establish a continuum flow. The actual numerical calculation of the expected pressure plateau value involves proportionality constants which must be determined from experimental results. At the time Charwat formulated his theory, the data of Nagamatsu, et al. (Ref. 18) were the only available data to use for estimation of the pressure peak. Using these data and assuming fully diffuse reflection, Charwat arrived at values of \( C = 0.33 \) and \( D = 25 \) as being the most reasonable for the required empirical constants. When these values are applied to the present data, the theory for the higher wall temperature ratio agrees quite well with the data but theory and data disagree at lower wall temperature ratio. Since Charwat's analysis should become more accurate as wall temperature is reduced, this result indicated that an improvement to the empirical constants could be obtained. Using the two sets of data of the present investigation, the constants were reformulated, and values of \( C = 0.33 \) and \( D = 10 \) were obtained. Using these values, the theory of Charwat is shown in Fig. 21 for a Mach number of 10.15 and \( T_w/T_0 \) of 0.1. Both the magnitude and
length of pressure plateau, as predicted by Charwat, are indicated in the figure. The effect of Mach number on the pressure peak, in terms of the pressure coefficient, $C_p$, is indicated in Fig. 23. Estimated maximum values of several of the experimental investigations summarized in Figs. 18 and 19 are included in the figure. Although the data are of such nature as to discourage comparisons of this sort, the results indicate that the empirical constants, as determined in the present study, offer an improvement over the original estimates of Charwat. Additional experimental studies, at varying Mach numbers, would no doubt provide improved estimates.

Returning to Fig. 21, it should be noted that the cold-wall ($T_w = T_\infty$), near-free-molecular flow results of Bird (Ref. 12) are included even though the calculations were performed at a speed ratio, $S_\infty$, less than the conditions of the present test. Even for Knudsen numbers as large as ten, Bird predicted that the pressure will not have decreased to the free-molecular flow value. However, a negative pressure gradient is predicted which is not evident in the present data. The near-free-molecular theory of Kogan (Ref. 11), while providing numerical results, is not near the flow conditions of the present test and therefore cannot be directly compared. The theoretical result of Bird (Ref. 12) indicates the total absence of a region of free-molecular flow attributable to collisions at the leading edge between incident molecules and the molecules reflected from the downstream portion of the plate. The difficulty of confirming this experimentally can be realized by noting that a pressure point 0.004 in. from the leading edge would be required for a Knudsen number of ten to be achieved at the most rarefied flow condition of the present test.

**SECTION IV
CONCLUDING REMARKS**

One apparent anomaly is suggested when comparing the present flow field surveys to the wall pressure distribution measurements. The shock angles in Fig. 10 indicate that, for Rankine-Hugoniot conditions, the pressure should continue to rise as the leading edge is approached, provided that pressure is invariant with $y$. This is contradicted by the present surface measurements which are constant near the leading edge. However, the flow near the leading edge is far removed from Rankine-Hugoniot, shock layer structure. The wedge-type flow with surface slip proposed by Oguchi (Ref. 3), or the theory of Charwat (Ref. 10), furnishes a physical explanation of the observed pressure plateau.
Extrapolation of the present shock survey measurements to the vicinity of the leading edge fails to confirm the delayed formation of the shock wave and boundary layer suggested by several previous investigations. Either a shock-weakening phenomenon or slip extending into the strong-interaction regime may be inferred from the present measurements (cf. the theory of Pan and Probstein, Ref. 7). McCroskey, et al. (Ref. 20), observed large reductions in the density ratio, $\rho_1/\rho_\infty$, in the merged regime as the leading edge was approached. This implied reduced pressure immediately behind the shock even though the shock angle was increasing. The present results substantiate this conclusion and may indicate the the shock structure is the dominate mechanism upstream of the strong interaction regime.

Although measurements corresponding to a Knudsen number on the order of unity were obtained, the surface pressure measurements indicated no substantial trend approaching the free-molecular flow limit. The recent theoretical results of Kogan (Ref. 11) and Bird (Ref. 12) indicate that such an experimental result is not unreasonable. The present investigation indicates that the onset of merging corresponds to initial departures of $p_w/p_\infty$ or $C_p$ from strong interaction theory, whereas the pressure plateau signifies entrance into the transition regime. These occur at $\bar{v}_m, x \approx 0.15$ and $0.6$, respectively. It appears that the thickness of the shock wave is much greater than assumed in available theoretical flow models.
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Fig. 1 Hypersonic Rarefied Flow Past a Semi-Infinite Sharp-Leading-Edge Flat Plate
Fig. 2 Elevation View of Tunnel L
Fig. 3 Plates, Probes, and Flow Field Nomenclature

- $D_0 = 0.035$ in.
- $D_1 = 0.0225$ in.
- $D = 0.0005$ in.
- $L = 1.5, 2.0, 5.0$ in.
- $\alpha = 7.5, 15, 27.5, 40, 50$ deg
- Plate Width = 1.5 in.
Nozzle | Sym | $M_\infty$ | $T_0$ | $p_0$ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>o</td>
<td>9.19</td>
<td>1660</td>
<td>25.0</td>
</tr>
<tr>
<td>B</td>
<td>□</td>
<td>10.15</td>
<td>3000</td>
<td>18.0</td>
</tr>
</tbody>
</table>

Centerline Measurements

Flow

2 in. inside Nozzle

Below $C_L$  Above $C_L$

3.5 in. inside Nozzle

Fig. 4 Lateral and Transverse Flow Surveys
$x = 1.0 \text{ in.}$
$\alpha = 15 \text{ deg}$
$M_\infty = 10.15$
$Re_\infty = 388 \text{ in.}^{-1}$
$T_w/T_0 \approx 0.10$

Fig. 5 Typical Surveys through the Shock Layer
Fig. 6 Influence of Impact Pressure Corrections

- $x = 1.0$ in.
- $\alpha = 15$ deg
- $M_\infty = 10.15$
- $Re_{\infty} = 388$ in. $^{-1}$
- $T_w/T_0 \approx 0.10$

<table>
<thead>
<tr>
<th>Sym</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>▼</td>
<td>Uncorrected Data</td>
</tr>
<tr>
<td>◇</td>
<td>Thermal Transpiration</td>
</tr>
<tr>
<td>□</td>
<td>Viscous</td>
</tr>
<tr>
<td>◆</td>
<td>Orifice</td>
</tr>
<tr>
<td>—</td>
<td>Adjusted Data</td>
</tr>
</tbody>
</table>

Impact Pressure Ratio, $P_2/\rho_\infty \rho_{\infty,0}$
a. Flow Distortion in Shock Layer Caused by Plate Bevel Angle

b. Distortion of Profile Peaks Caused by Plate Bevel Angle

Fig. 7 Effects of Bevel Angle and Leading-Edge Thickness
\[ \alpha = 7.5 \text{ deg} \]

\[ \alpha = 15 \text{ deg} \]

\[ x = 1.0 \text{ in.} \]
\[ M_\infty = 10.15 \]
\[ \text{Re}_\infty = 388 \text{ in.}^{-1} \]
\[ T_W/T_0 \approx 0.10 \]

\[ \Delta y_B = 0 \text{ Taken at } t = 0.001 \text{ in.} \]
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\[ 5 \times 10^{-2} \]

\[ 10^{-3} \]

\[ 0 \quad 0.02 \quad 0.04 \quad 0.06 \quad 0.08 \quad 0.10 \quad 0.12 \]
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\[ \text{c. Effect of Leading-Edge Bluntness} \]

\[ \text{Fig. 7 Concluded} \]
<table>
<thead>
<tr>
<th>Sym</th>
<th>$M_\infty$</th>
<th>$T_0$, $^\circ$K</th>
</tr>
</thead>
<tbody>
<tr>
<td>o</td>
<td>9.19</td>
<td>1660</td>
</tr>
<tr>
<td>o</td>
<td>10.15</td>
<td>3000</td>
</tr>
</tbody>
</table>

Fig. 8 Model Surface Temperatures
Fig. 9 Flow Field Surveys through the Shock Layer

- Impact Pressures
- Hot-Wire Measurements
From Impact Pressures ($y_B$)
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Solid Symbols Rather Arbitrary
Chow (Ref. 9)
Jain and Li (Ref. 6)
Oguchi (Ref. 3)
Pan and Probstein (Ref. 7)

\[ M_\infty = 10.15 \]
\[ Re_\infty = 388 \text{ in.}^{-1} \]
\[ \frac{T_W}{T_0} \approx 0.1 \]

Shock Angle, $\theta$, rd

Distance, $x$, in.

Viscous Interaction Parameter,

\[ \bar{v}_\infty, x = \frac{M_\infty \sqrt{C_\alpha}}{\sqrt{Re_\infty, x}} \]

Reynolds Number,

\[ Re_\infty, x = \frac{u_\infty P_\infty x}{\mu_\infty} \]

Fig. 10 Profile Peaks and Angles from Impact Pressure and Hot-Wire Resistance Measurements Compared with Theories
$M_\infty = 10.15$

$Re_\infty = 388 \text{ in.}^{-1}$

$T_\infty/T_0 \sim 0.10$

$y_A \sim x^{0.58}$

$y_A' \sim x^{0.62}$

$y_B \sim x^{0.8}$

**Fig. 11** Shock Layer Thickness and Slope from Impact Pressure Measurements
Impact Pressure Measurements

Hot-Wire Measurements

\[ M_\infty = 10.15 \]

\[ Re_\infty = 388 \text{ in.}^{-1} \]

\[ T_w/T_0 \approx 0.10 \]

\[ \Delta_{ms} = y_A - y_B \]

\[ y_{ms} = (y_A + y_B)/2 \]

McCroskey et al. (Ref. 20)

\[ Re_\infty, x/M_\infty \approx 40-45 \]

Fig. 12 Shock Wave to Shock Layer Thickness as a Function of the Viscous Interaction Parameter, \( \tilde{v}_{\infty, x} \)
Fig. 13  Calculated Velocity Profiles and Surfact Slip

$a$. Approximate Velocity Profiles

\[ M_\infty = 10.15 \]
\[ Re_\infty = 388 \text{ in.}^{-1} \]
\[ \frac{T_W}{T_0} \approx 0.10 \]
Using Surface Measurements and Extrapolating Shock Layer Pitot Measurements to $y = 0$

$M_\infty = 10.15$
$Re_\infty = 388 \text{ in.}^{-1}$
$T_w/T_0 \approx 0.10$

Extrapolation of Velocity Profiles

Oguchi (Ref. 2)

Chow (Ref. 9)

$u_w/u_\infty$

Viscous Interaction Parameter, $\bar{v}_\infty x$

b. Surface Slip Velocity

Fig. 13 Concluded
Fig. 14  Apparent Shock Strength as a Function of the Viscous Interaction Parameter, $\tilde{v}_{\infty, x}$

- Rankine-Hugoniot Limit, $\theta_B = 14$ deg

- $M_\infty = 10.15$
- $Re_\infty = 388$ in. $^{-1}$
- $T_w/T_0 \approx 0.10$
Different Symbols Indicate Successive Days
Tunnel Kept At Low Pressure Overnight

Fig. 15 Typical Surface Pressure Data Acquisition
$M_\infty = 10.15$

$Re_\infty = 388 \text{ in.}^{-1}$

$T_w/T_0 \approx 0.10$

Fig. 16 Typical Surface Pressure Results
Data are not corrected for heat-transfer orifice effect.

$M_\infty = 9.19$

$Re_\infty = 1700 \text{ in.}^{-1}$

$T_W/T_0 \approx 0.20$
<table>
<thead>
<tr>
<th>Source</th>
<th>Sym</th>
<th>$M_{\infty}$</th>
<th>$Re_{\infty}$/in.</th>
<th>$T_W/T_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nagamatsu et al.</td>
<td>*</td>
<td>18.5</td>
<td>326</td>
<td>-0.08</td>
</tr>
<tr>
<td>(Ref. 18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vidal et al.</td>
<td>◇</td>
<td>22.0</td>
<td>1000</td>
<td>0.077</td>
</tr>
<tr>
<td>(Ref. 31)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deskins (Ref. 34)</td>
<td>○</td>
<td>21.2</td>
<td>4700</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>21.4</td>
<td>5800</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>□</td>
<td>18.7</td>
<td>8300</td>
<td>0.083</td>
</tr>
<tr>
<td>Vas et al. (Ref. 33)</td>
<td>D</td>
<td>26.4</td>
<td>13700</td>
<td>0.150</td>
</tr>
<tr>
<td>Present Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>●</td>
<td>10.15</td>
<td>388</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>■</td>
<td>9.19</td>
<td>1700</td>
<td>0.200</td>
</tr>
</tbody>
</table>

*Corrected Data as Presented by Garvine (Ref. 8)

Fig. 18 Available Cold-Wall Flat Plate Surface Pressures in the Merged-Layer Regime
Cheng et al. (Ref. 29) Strong Interaction
$\gamma = 1.4$
$M_\infty = 10$
$T_W/T_\infty = 0.15$

Free-Molecular Flow-Diffuse Reflection
$\gamma = 1.4$
$T_W/T_\infty = 2.0$
$M_\infty = 20$

Fig. 19 Correlation of Wall Surface Pressure Distribution
Strong Interaction Theory

<table>
<thead>
<tr>
<th>Sym</th>
<th>Source</th>
<th>$M_\infty$</th>
<th>$T_w/T_o$</th>
<th>$\bar{v}\infty, X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>○</td>
<td>Moulic (Ref. 35)</td>
<td>5.5</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>●</td>
<td>Present Data</td>
<td>4.1</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>□</td>
<td></td>
<td>9.19</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>■</td>
<td></td>
<td>10.15</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

A Hayes and Probstein (Ref. 1)
$M_\infty = 4.1$
Adiabatic Wall

B Cheng, et al. (Ref. 29)
$M_\infty = 10$
$T_w/T_o = 0.15$

Fig. 20 Effect of Wall Temperature
Fig. 21 Comparison of Available Theoretical Results in the Merged-Layer Regime
### Table

<table>
<thead>
<tr>
<th>Sym</th>
<th>$M_\infty$</th>
<th>$Re_\infty$, in. $^{-1}$</th>
<th>$T_W/T_0$</th>
<th>Theoretical $(p_W/p_\infty)^{F.M.}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9.19</td>
<td>1700</td>
<td>$\approx 0.20$</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>10.15</td>
<td>388</td>
<td>$\approx 0.10$</td>
<td>1.22</td>
</tr>
</tbody>
</table>

### Figure 22

**Surface Pressure Distribution Using Parameter of Pan and Probstein (Ref. 7)**

- Free-Molecular Flow Limits - Diffuse Reflection
- Pan and Probstein Theory (Ref. 7) $M_\infty = 10.15$
- $M_\infty = 9.19$
Same sym log as Fig. 18.
All data except present data are extrapolated values.
Nagamatsu data taken from Charwat (Ref. 10).

Fig. 23 First Collision Theory of Charwat (Ref. 10) Compared to Available Experimental Results
### TABLE I
FLOW CONDITIONS

<table>
<thead>
<tr>
<th></th>
<th>Nozzle A</th>
<th>Nozzle B</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_\infty )</td>
<td>9.19</td>
<td>10.15</td>
</tr>
<tr>
<td>( p_0, ) psia</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>( T_0, {^\circ}K )</td>
<td>1660</td>
<td>3000</td>
</tr>
<tr>
<td>( p_\infty, \mu \text{Hg} )</td>
<td>55</td>
<td>20</td>
</tr>
<tr>
<td>( T_W, {^\circ}K )</td>
<td>300</td>
<td>1300</td>
</tr>
<tr>
<td>( T_\infty, {^\circ}K )</td>
<td>96</td>
<td>144</td>
</tr>
<tr>
<td>( C_\infty )</td>
<td>0.817</td>
<td>0.852</td>
</tr>
<tr>
<td>( Re_\infty \text{ in.}^{-1} )</td>
<td>1700</td>
<td>388</td>
</tr>
<tr>
<td>( \lambda_\infty, \text{ in.}^* )</td>
<td>0.008</td>
<td>0.04</td>
</tr>
<tr>
<td>( \bar{v}_\infty, \text{ in.}^{1/2} )</td>
<td>0.201</td>
<td>0.476</td>
</tr>
<tr>
<td>( \bar{x}_\infty, \text{ in.}^{1/2} )</td>
<td>17.0</td>
<td>49.2</td>
</tr>
</tbody>
</table>

*Based on static billiard ball model.*
### TABLE II

**COLD-WALL PRESSURE DISTRIBUTION STUDIES IN THE MERGED-LAYER REGIME**

| Source               | $M_\infty$   | $T_W/T_\infty$ | Approximate Upper Limit of Rarefaction
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\bar{x}_\infty, \bar{x}$</td>
</tr>
<tr>
<td>Nagamatsu (Ref. 18)</td>
<td>8.0 - 25.1</td>
<td>0.08 - 0.24</td>
<td>760</td>
</tr>
<tr>
<td>Vidal (Ref. 31)</td>
<td>14.1 - 24.0</td>
<td>0.077 - 0.10</td>
<td>260</td>
</tr>
<tr>
<td>Deskins (Ref. 34)*</td>
<td>18.7 - 21.4</td>
<td>0.083</td>
<td>250</td>
</tr>
<tr>
<td>Vas (Ref. 33)</td>
<td>24.0 - 26.4</td>
<td>0.11 - 0.15</td>
<td>300</td>
</tr>
<tr>
<td>Present Study</td>
<td>9.2 - 10.2</td>
<td>0.10 - 0.20</td>
<td>220</td>
</tr>
</tbody>
</table>

*Excluding Tunnel L data.
FLOW FIELD AND SURFACE PRESSURE MEASUREMENTS IN THE FULLY MERGED AND TRANSITION FLOW REGIMES ON A COOLED SHARP FLAT PLATE

The experimental survey of the flow field near the leading edge of a cooled, sharp flat plate parallel to a hypersonic stream of low density is discussed. Results consisting of impact pressure and hot-wire anemometer profiles plus surface pressures are analyzed and compared to recent theoretical results. Data are presented for viscous interaction parameters, $M_\infty (C_{\infty}/Re_\infty)^{1/2}$, as high as 2.0.
flow fields
flat plates
surface pressure measurements
hypersonic flow
low density
hot-wire anemometers
viscous interaction parameters
transition flow
fully merged flow
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