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PREFACE

This report describes the lateat in a series‘of ;nglisme languages
 translatable tnto forms of ﬁrst order predicate calculus notation. It in-
" cludes the'featnres ':’illuystratec'i in a11 preoion'a ianguages. Therecognition |
| and translation prograrn, written in the atring manipnlating SNOB_OL_B -

- lysteml, is also deacribec_. -Illnstrative printout is included m an appendix.“ .
Sufficient detail is given so that interested Iingnists and 10gicians will be
able to study the program w1th understandmg, expenment with it, and
perhaps build upon it toward better 10g1c-based models of Enghsh.

| 'I'hu and earher reportsz, have been based on work jomtly sponaor'ed
by IBM and the Azr Force Ofﬁce of Sczentxﬁc Research under contract |
‘ AF49(638)-1198. | | -
In the earlier reports, the present language has usually been referred

to, prospect:.vely, as LCB@ IV- Here, h_o_wever, it will be called Enghsh

The logzc-hke language 1nto wh1ch it is translated preparatory to

Mreprelentation in parenthens and Pohsh notation is here called Enghsh I

"




8 The Logic of Grammar: Motives and Methods

The grammar of any natural language appears exasperatingly illogical

to any but the most unreflective native speaker..’/ Therefore, the phrase in
our subtitle, "The Logic of Grammar", may ao'ﬁnd naive. Yet underlying
the evolutionary welter of conflicting rules, we ’sénse the existence of basic
communicative tasks, independent of any 1an§uage in de.tail. but important

for each language to find some way of doing: tasks such as naming, predi-
cating, negatiné and so on.

With a systematic inventory of what these basic taqks are, we could
proceed in our study o1 various ianguages by studying the corresponding
dev'ices which each had developed, evaluating the efficiency and economy
of each. Even when conflicting ways of doing the same task occur within
a language, consistent rules can be separated out, made éxpliéi’t. and
studied as to the consequences of following each exclusively within the
gér_xeral framework, notiﬁg advantages 2nd disadvantages, and possibly
gaining some insight info .why each has survived.

Thus, both in the generic communicational tasks and in the specific
consequences of limited grammatical rules, there seems a basis for a
rational analysis of grammar. Justification of the term "logic" in a nare
rower sense may be momentarily'postponed..

The idea of analyzing a language in this way is now new. The very
terms of ancient grammatical analysis, '"dative", "ablative", "genitive"',.
reflect an attempt to provide a task, or role, analysis of grammatical

features. In more recent times, the Norwegian philologist, Otto Jespersen,
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made a serious effort of this sort, perhapa ‘the last within the framework of
linguistlcn proper, which he called the notxonal, as opposed to the formal,
approach to grammar. 3 The d;fﬁculty of carrying out such ideas bred an
u.nderstandable Vskeptlclsm among later hngu.ists. The pendulum swung to

de facto description with behaviorists such as Bloomfield and ltructurah-ts

v such as Harris. i “ S 7 D
The current broad drire t‘oward exact syntactic description via gen=-
.~ erative and transformational grammars, initiated by Chorn'shy. 'inherited |
" this skepticism, and at the outser stressedthe independence of syntax
, frorn' questions of commnni:ca‘tlyeﬂfunc’tiOn or‘ rneaning.4 More recently,
however, there has beenrincreasin‘g concern with the problem of relating
each syntactic structnre toa ao;called deep atructure which is intended
to bear some closer relation to meaning than the apparent, or surface
"syntax admits. > This euggeats that the pendnlum rnay have begun a swing .

-

back toward somethmg like Jespersen's notional analysm.
7 Thus "Barking dogs don't bite“ and "Parallel llnes don'?rneet" appear
to have the same eurface syntax, ’Ye‘t‘the trmerorrnation which changes ’
the first sentence into the equivalent "No barking doé bites" Yielde "No
parallel line meets" when applied to the second, which is unintelligible,
i’hin is said to reveal a diﬁ'erence in deep strncture in the originally |

given strings. But, in order to say exactly what the difference is, a sys-

tem for representing deep structures must be found.
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It is a thesis of the present study that an appropriate system of

representation is already at hand. It is the notation of modern logic.

It provides the needed inventory of basic tasks naturally and comprehen-
sively. Indeed, the very t;erms used earlier to suggest the existence of
basic tasks - "naming", '"predicating", '"negating'" - belong to the ,basic

- vocabulary of logic, and its notation provides a lystematic representation
of them, Lest it be thought suitable only for such 'el.ementary noti ’r;s as
those mentioned, it should be borne in mind that it ‘a'uffices for the formu-
lation of all mathematics and hence for any formalized scientific theory.
Even aspects of grammar which are not purely logical (but still notiénal
in Jespersen's broader sense), such as tense, which is based on the phy-

sical concept of time, can be refrelented in logical notation with tRe help

of explicit time symbolism, as will later be seen, It is ir this sense that
'] - . .

i
our uL'e of the term "logic" seems appropriate, [

This is not to say that current logical theory is adequate to represent

all kﬁbwn grammatical devices. There are well marked problem aieal
remaining, e.g., modalities, indirect discourse, causal locutions, etc.
But its representational powers are, for example, quite equal to exhibit-
ing the difference in deep structure in the two sample sentences given
earlier. '"Barking dogs don't bite" can be paraphrased:
1. For every x, if x is a dog and x is barking, then x does not bite

!

(anything).

"Parallel lines don't meet" can be paraphrased:




- 2. For every x, for every y, if x is a line and y is a line and x is parallel

to y, then x does not meet y-

Logiq:‘i_ane_k_w,i_ll»,;je,chgnize tneaevrefprmulations as cof:eepending to
a faniiliar IOgical notatibn, re{}ealing the difference to invo‘lve,“among other

o things. the relational demands _ot‘ "par‘abldlel"yland "'meet's".

- Anstotle, through the Sto1cs, Descartes, and Leibmz. analyzed apecifzc

“As the example suggests, our proposal is not merely the modest one

that logical symbolism be used to syatematize talk about the structure of
- ‘ sentencesG. but the more ambitious one that the sentence's deep structure
~ be represented by an actual paraphrase in the notation of logic. |

, Tlu: idea, per se, is also not new, Not only have 10gicians from

‘sentence structures in the IOgical terms of their day, but Russell's writ-
| ings give linguistic analyses in the modern symbolism he helped create; '
and later logicians, e.g., Quine, have contributed greatiy to this devel-

oprnent: 7

N : W}nle lmgmsts have hardly bebun to tap logic s potentzal even at thm
ieveQ, xt remains true that such analyses so far have remained pxece-
meal. ‘A gtammar ia, Vafter all, 4a lyatem of rnles. and the logxczan s

' suggestions can only be evaluated adequately in terms Qf their operatiOn
within a system. Rudolf Carnap was appat'ently the first to.suggest the

- possibility of approximately representmg some nart of a natural gramm
by a logistic system, 8 and was followed by Hans Reichbenbach who made

important suggestions for such work in this _direction. 9




v ) o : ‘
a\ﬁﬂ _ :,/
&a h 2 ‘

To the extent that a natural grammar can be approximated by a logistic
model, an additional advantage is gained in being able to carry‘ over to that
part of natural grammar the integratea system of semantical concepts that [
have been developed for such systems by Tarski, Carnap, Bar-Hillel (.195'2)

- and others, e.g., designation, truth, conseqﬁence{ information content,
generality ("width") of predicates, and, of coﬁrse, éameness of‘meanwi;gw.w -
or synonymity, a concept pre-supposed in any discussion of deep structure.

Y. 'Bar-Hill.el (1954) urged these advanfaées upon linguists but was
- rebuffed by Chomsky (1955). Later, however, Chomsk'y has taken a more
moderate waitl-and-see attitude, along with his increasing interest in the
deep structure problem. : o

Logistic modelling is admittedly a formidable task and even with its
rationale fully accepted, it might normally be expected to be undertaken
with reluctance, The advent of computers, however, has provided fxew

incentive. There is obvious need to communicate with machines in as

natural and flexible way as possible. This need has, together with the
possibilities of machine translati;:n and retrieval of information from
natural language text, already fostered a surge of research in natural
language. So far, this has been almost entirely in the purely syntactic,
transformational grammar tradition, with little attempt to relate the
machine parses produced to logical representations. At the same time,
however, there has been an impressive development of machine deduction

based directly on logic (an early, and still impressive example: H. Wang's

=-9.




program (1960) which proved all thrée hundred and fifty of the first orfier
theorems of 'Principia Mathematica in 8. 4 minutes'). The potentialities
of a computer system which would translate from English, not just to a

linguistic parse, but to logical notation thus became apparent to many

10

writers independently in a fairly short-time period.

There have, in fact, already been several computer“programs written

which transléte from English-like sentences into logic; some linked with

'a deduction program permitting deductive solution of problerris posed in

English. Perhaps the most advanced so far is that of J. Darlingfon (1965).

In most of these, however, the focus has been on the practical poséibilities |
with the analysis of grammér a secondary consideration. Typically, the

_exact part of grammar being modelled is not explicitly speciﬁéd (though |

implicit in the program, after a'fasfhion). While further development of

these practical possibilities will in itself call for a deeper analysis of

the logic of grammar, with embodiments in computer programs, there

are strong reasons why the purely scientific analysis of grammar, logical

53 w<erll‘ as purevl'y sryrﬁtaéﬁc,’ ”sh:o‘ul-d’oxlé#nizé. 1tse1f ;rouﬁ& the computer. )

és astfothsics once organized itself around the 5pe¢£0gfaph.

Quite aside from its obv‘ious.advantages ;)f sp‘-ee:d,wit‘ plrlov(ides ah’
almost indispensable check on the operation of préposed rules within "
a system. A3 might be expec.ted. pr0posed grammatical ruies intez;act,
often in ways difficult to foresee. The computer, doing exactly what it

is told, acts as a merciless critic. By the same token, when a program

-10-
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finally checks out over an intended range of sentences, it constitutes
evidence of rule compatibility beyond that of even the most scrupulous
human examination, A further, less direct, reason is that technical
features of the underlying programl. such as the specific sorts of string
manipulations or list structures required, seem rich in insight into basic
featurel“of linguistic information handling iz machines, and perhaps in
the human brain. While proper cautior; is called for here, such considera-
tions might, in the long run, prove at least equally important.
With these motivations, the p'resent study has embodied its basic
| logico-grammatical models in computer programs. The procedure has
been to begin with a very roughly Englishlike language, Engu;h I, whose
gr#mmar is essentlally tizat of elementary logic itself (similar to the
representation provided fovr in the barking dogs - parallel lines compari-
son). This is in accord with the thesis that the tasks performed by ele-
mentary logical notation do, in fact, represent a linguistically basic
'repertoire. For this language, the principle task is providing a program
‘which recognizes grammaticality (translation to logical symbolism being
a simple dictionary oﬁeration.) From therq we proceeded to c;)nltruct
languages (i.e. by giving exact definition of sentencehood in terms of
appropriate auwxiliary concepts) which were progressively more English-
like, each one accompanied not only by a recognition program, but by a
program which translates it back to a standard logical notation. Thus
our procedure might be described by saying that we start with deep struc-

ture and work toward surface syntax, rather than the other way around.

-11-




It may be felt that although an algorithm which translates to standard
' IOgiceI notation might provide a useful deep structure representation, and
even a logic (as it does, if one rules that the logical relations which hold

-

~ between sentences ere Just those that hold between‘thei: lo'g}/ic':al transla=
. fionl). it fane u‘ho‘rt of what one might expect of a IOgistic.;nodel of L.

/ (he might expect a logiltic model of a natural language to resemble it
not only in its balic syntactic categories and formatmn rules, but alno
in its logic, or transformation rules. There should be a "z;atural" logic,
it might be ui'ged, | formﬁlat.ed in terms qf the natural lenguage forms,
not their tranolations,‘ and these should lead to a 'natural" deep structure
representation quite different from the artificial notatioﬁ of logic. This
is a reasonable aspifation and our mor’e indirect procedure may be re~
garded as a roughhewn p:olegemenon to such a lfine‘r modelling. This
first step seems an almost mandatory one, however. We know that
standard logic wofks, so to. speak, and we c.:ax.1‘ feelr confident that the
.logic of a ce'rfain English device has been reelly understood if its trans-
latmn to standard notation can be ahown to be uniformly pos lible. It is
;zard to see how such confidence could be otherwise obtained Indeed.
any proposed more natural 10g1c could hardly be juztiﬁed itself except
by eome preof that it also provided representation, IOgicallf equi&alent'
,-with_ the standard notation version., |

- From another viewpoint, the use of etandard logic notation provides

- a valuable generality in its very non-resemblance to natural languages.

~12-
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It is strongly neutral with respect to the gramrﬁatical features that typi-
c;lly distinguish one natural language from another. Such notation does
not distinguish between nouns, verbs, or adjectivel. It has no declen-
sions, genders, or rules of agreement. It has no tense, person, mood,
or number. (Leibniz was perhaps the first to insist on the logical dis-
éenu.bility of such devices.) Yet the intended effect of these features
. can be paraphfased within the framework of this one, exact, very general
granimar.- as we shall try to show. It has often been remarked that gram-
r;utical studies have been badly warped by a tendency to force Latin tense
and case paradigms on langgages which had no corresponding me:chanismn.
Legic may suffer from its own provincialism but, if so, it is at least a
far broader one.

Our treatment of syntactic ambiguity is another feature which may
at first repel linguists. Our policy has been, when faced with such an
ambiguity, to rule somewhat arbitrarily in favor or a single interpreta-
tion. More exactly, oﬁr formation rules alohg "genex:ate" well-formed
~ strings which are ambiguous in the syntactic sense that their generation
could have been accomplished in more than one way, Our recognition
and translation rules, however, involve a transformation of each string
to an unambiguous form. Our selection of an interpretation in this sense
is guided not only by consideration of what the most "natural" interpreta-
tion. might be, but also by whether there exists in our grammar an alter-
native, reasonably natuz.'al, way of expressing the rejected 1nterpretatio.n.

This is to give any given model language as much referential capacity as

13-




possible, admittedly a normative rather than a descriptive consideration.
The policy of "irtiﬁcial" univocality, .however, is in keeping with the

methodological attitude expreuéd in the opening paragraphs: When faced

_ by conflicting rules, make each explicit and fz. ow out the consequences

of iadhe:ing to each exclulivély. Our present'policy amounts to the initial

step of following one rule in each case. Nothing prevents later explora=

‘tion of other consistent readings, nor of constructing programs which

sﬁcceuively yield -a given range 6f pon'ibl'ev readings. A mére batsic,
though probably mofe arguable, reason is the belief that the vexi_né prdb-
lems of ambiguity are not especially profound in principle and that fhey |
tend tb ;onfulg and obscure deeper yrsyntactic or logiéél probiemé. "

The present approach, 'then, represents a confluence of linguiétics,

~ logic, philosophical language analysis, and cdmputer science, and it is

addressed to specialists in all of these fields. With these distinct audi-
ences in mind, care is taken to make the _‘main line of discussion undér-

: | - ;
standable to those wrlthout special training in logic or computer science.

In fact, the ;rammaz: of logriﬁc;.al notation will itself be infofma.lly develop-

ed first, so that the linguistic reader may have a fair opportunity to

evaluate for himself the claims here put forward for it. Similarly,
informal descriptions of the program algorithrhs will precede more
technical treatments; informal characterizations of the model languages

constituted will accompany formal censtructions, etc.




(Y O T

These procedures are, of course, not intended to substitute for
courses in logic, training in programming, nor even as full preparation

for following the technical portions in detail.

-15-




II. The Grammar of Logic: Predicating, Compounding, Generalizing

This section gives an informal overview of the syntax of typical

logical notation and some of the questions it raises for thé logical analysis

| of nafurﬁ language.

Elementary Predication

i YA central grammatical conceptioﬁ in all language, natur’alior _aiti-"
ficigl. is that of applying a predicate té a subject, or subjects, i.e., of
."saying something about somethiné". Its clearest manifestation is in
ascribing _s‘ome prﬁperty fo a sivngle‘named object, e, g » "David is hungry".

When the predicate is used to assert a relation between tv)o objects, (i.e,

‘when it is dyadic in the terminology o f logic), e.g., “David killed Goliath".y

"Boulogne is north of Paris”, or among three objects (triadic), "Cleveland
is between New York and Chicago", ‘the situation need not be much more
complex lyntactiéally. All that is required is to specify the relation,

name the participants in the tableau, and distinguish their roles in it.

Iﬂ_i{;"iﬁiléaf 'ii{gi”c’"}i’“dt"i{i’éﬁ”18};';"we will use), the attribute or relation

is represented by a single 'cipital letter (\subicripted when the alphabet

~-gives out) while the participants in the tableau (always a fixed nﬁmber

for a given predicate, called its degree) are named by sihgie‘sméll

letters (also possibly Qﬁbscripted) trailing the predica‘te letter. The

' role of the participants in the tableau is fixed by the order in which the

letters occur. Thus "a is between b and c'" could be rendered as "Babc",

I.e., if "a is between b and c'" is rendered as "Babc", then "Bbac" would

a16-




have to mean '"b is between a and c¢", and "Bcba'" would have to mean ''c
is between b and a". A predicate of degree n, followed by n nam?s (small
letters) is said to be an elementary (atomic) sentence (of the given nota-

tion).

Compounding
Compound ;entencel are built up by either of two 'methodl: (1)

“(parenthesis, or infix, notatiox'x) introducing symbols for the rconnectives
Yor', "a.nci". etc, with pafentheﬂes vto avqid ambiguous grouping; (2)
(Polizh prefix notation) introducing symbols corresponding somewhat to
Englilh groupers "Either", "Botl;", etc. The two methods are illustrated
below using small letters, beginning with "p'", to stand for whole subsen-
tences. Note that negation, acting on # single sentence, can be regarded .

. as either connective or grouper,

Polish Notation Parenthesis Routh Englishlike Analogy
Np ~p Not p

Bpq (p.q) Both p (and) q

Epq (pvaq) Either p (or) q

Ipq (p> q) If p (then) q

BpEqr (p. (qvr)) Both p (and) Either q (or) r
BEpqr (pvqg) . r) Both Either p (or) q (and) r
EBpqr ((p.q)vr) Either both p (and) q (or) r

The grouping letters here have been changed from Lukasiewicz's original
'Polish' notation to provide a mnemonic correlation with the English words
on the right, to which we shall assign similar grouping functions in Englia‘h-

like languages.

-17-




Generalizing

Next we consider logic'n means of obtaining leneral lentencel. {.e.,

thou which in Englilh are typically expressed with the help of terms like

"every" and "lome". " The required indefiniteness is obtained by introduc-

iné a new syntactic category: (individual) variables: x, y, z, X0 Y10 2y

L eeese Thel;;t:t_iikrername'a‘ syntactically. Moie exactly, if we lump names
. and variables together as (individual) terms, an n-degree predicate fol-
lowed by n terms constitutes an elementary (or atomic) formula. These

“indeterminate" formulab, in turn, can be compounded, as atomic sen-

tences were, into compound (or molecular) formulas, Formulas contain- |

ing variables can be transformed into meaningful sentences of the system

by applicatibns of the universal quahtifier. "A", and the existential quan-

tifier “E", by admitting a rule that one may prefix any formula, e. g
(Px v Qxy)" by a qua.ntifier followed by a variable e. g., "Ax (Pxv Qxy)"

- and still have a formula provxded the original formula did not already

contain a lubformuia in which a quantifier is immediately followed by the
same variable, (which would ca.use_ an ambiguity). ‘The significance of

- the resulting formula is most easily conveyed by the following paradigms:

Ax For every x,
Ex There exiats (at least one) x such that
or Fgr some Xx,

Where the dash stands for the original formula, whose reading is,

in itself, not altered by prefixing the quantifier. In the pai'adigm shown,

«l8=
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the variable *x' is used but only as illustration. Any variaﬁle is admitted.
The variable following the quantifier is said to be bound in the formula

to which it is prefixed. Here parentheses again serve to prevent ambiguity.
Thus in "(Ax(Px v Qx) v Rx)" the "x" in "Rx" is not bound. It is said to

b§ ou?oide the scope of the quantifier. The other occurrehcen 6! x'" are
bound. ‘A variable unbound in a 'given formula is said to be free in that
formu '.al,. In order for a formula to have determinate meaning, then, all

its variabl;l must be bound, in wh:léh case it is called a sentence of the

system.

Interpreting a formalized language of that sort, i.e. giVMg it a

semantics as well as a syntax, requires among other things, that a

’ .
universe of discourse be specified (e. g. connected material objects space-

time regions, mass-points) so tﬂat, e.g., when a sentence is prefixed by

1Ax! ;}tl universal claim is 1ndeeid definite. The variabléq in such a nota-
tion are then said to range over Ethe universe of.discourse.

By careful attention to the déegree of predicates, the exact reading
of connective.m quantifiers, and ;their scopes, these simple syntactical
m.ea.ns can be combined to expre]'u complex sentences. Initial illustra-
tions have already been given in the barking dogs, parallel lines examples.
A further example will be given i:'xere.

C!onlider the sentence "A chjain is no stronger than its weakest link",
We can symbolize the needed vocabulary and make clear the assignment

|
of roles to places in the predicational sequence by presenting each predi-




 cate in a full atomic formula with distinct variables and matching it with

a quasi-English paraphrase in which the same (variable) letters appear

. in the intended role;

Cx ; ' x1is a chain
. Lxy | | x is a link of y
— — Sxy —— : ——x ‘s stronger thany — — —— - —

o We shall need nc; oth;r ferms. In jsarticular, we shall nee& no lpeciaI.
| _h}mbolization fof the superlative nor for the effect of the possessive pro=-
kf ,.-noun; 'I'h'e latter is im;‘)‘licit in the decisibn‘to régard "link of'" aa a dyadic
Afellat.‘ion. 'fhe sense of the superrlatbive "'weakest" can be spelled oﬁt in
- terms of thé comparat’ivg "strdnger than;'. The givexi séntence can be
"rer'xdered: |
MAxAy (Cx . (Lyx .~Ez (Lzx . Syz)) > ~ Sxy)'. ’I;hiq can be stiffly but
| ‘v‘rintelligibly read as follows: - |
| "f'or every x for every y (if x is a chain and
"‘“”"‘“f"”"’( f”iq a link of x and not (there ii"ﬁf"ieési‘dzié'ﬁiméi{éﬁmi:ﬁgt"mewm )
(z is a link of x and y is stronger than z)) then xiot x is
stronger than y"
Parentheses are retainedAto keep the grobuping obvious.
A somewhat more natural version Qoﬁld be:
"For any chain‘. x, and any of its links, y, such that there exists
no link z, of x, stronger than y, chain x is not ‘atronger than link y, "

- And of course the most natural of all is the original sentence.

azo-
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The system we have 30 far dzzcribed is veferred to by logiclans by
various phrases: The first order predicate calculus, quantification theory,
'the‘ reltricted; or lower, functional calculus. While a more exact char-
acterization will be possible presently, it is hoped that enough has been
said to convey an idea of its basis syntactical resources: (1) fixed-degree-
fixed-b;cvi-é_ruv‘;:fédivéafion involQiné némea and vafiables, (2) negaﬁnﬁ and -»
compounding formulas according to some unambiguous scheme of group-
ing, (3) expreu.ing generalized propositionn by binding variables with

quantifiers,

Each of these features ﬁresents problems to the logical analyst of

natural language:

(1) How does a given language indicate role in a predication?

How and to what extent dnes it achieve flexibility in predicational

word order? | | ’

How can apparent variations in predicate degree be assimil Ld to

a fixed degree system?

.(2) What devices does a given language have to indicate grouping?
When a language compounds not only sentences, but subjects, ob-
Jects, predicates, etc., can its syntax be an‘alyzed sufficiently to
be translated into logi-c'l simpler system? .
{3) By what means does a given language express generality?
Natural languages do not have anything quite like variables, Even

pronouns, which have often been likened to variables, often fail

to appear in general sentences, e.g., "Bees buzz'\universal)

"NMarv had a littla 1amh" laviatansial) l '




These arec among the questions with which this study will be concerned,
Though fundamental, they do not, of course, exhaust the problems of lan-
guage nor the resources of logic. In particular, it may help to round out

this preliminary survey of the gra:hrhar of logic to remark that IOgicalrr

~ systems more powerfu.l than the ﬂrst ‘order calculun ((which are needed

in varying degree of ltrength for various parts of mathematics (and for

analylil of even very elernentary quantxtative locutions in natural language))

will ulually differ _yntactically from the first order calculus, 1£ at all,

only in introducmg new classes of variables (ra.nging over more abstract
entities- eets, functions, numbers, etc. ).

| Certain forms of logic may employ a few other synta.ctzcal forms
euch as term-form.ing Operators or function-lymbols, but these are, in
principle, eliminable. While we anticipate calling upon all the logical
and syntactical resources of'a.flvanced logic (in analyzing quantitative
locutions, abstract terins, moda). auxiiia.ries ("may", "must", etcr )).'
the three features we have described, i.e,, predicating, compounding,

gnd generalizing, remain basic.
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III The Grammar of English I and 1I.

This central section of the report describes the grammar of our
model, English II, alongslde that of the more logic like English I. Some
of the notation is that of the SNOBOL program which processes the sen-
tences of English 1l and translates them into English I preparatory to
| represent;tion in pareﬁthesis and Polish notation. The discussion is
divided into grammatical topics. In each part a preliminary informal
| tréatment is given to motivate the formalism of the rules which follow.
The rules themselves ;Onstitute a self cor;tained recursive definition

of the well formed expressions of the language.

Predication
English I and II are restricted to third éerson singular forms.
They use a single tense, typically present, though simple past is some-
times used in the printout examples. Predicates are assigned a degree
as in logic. In English 1I, predicates are also assigned a traditional
category: Verb, Adjective, Noun. In elementary predication, these

take the forms displayed in the following paradigms:

verb Don runs Dop does not run
adj. Don is tall Don is not tall
noun Don is a runner Don is not a runner

After translation from English II to English I these settings are lost,

The uncategoried English I equivalents are:
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Don runs | "~ Not Don runs
Don tall A | Not Don tall
Don runner | Not Don runner

;-

; When a predicate (of ahy category) is of higher than first degree it |

~~ the given predicate, shown underlined below:

verb: °~ George gives Fido to Don ; x gives y_tp_ z

adjective: George is taller than Don : x (is) tailgrillaﬁ y

| | A is bej:we'en B _af_cl C o ,  x (is) between 'y and z
noun: Fido is a gift from Ceorge_t_q_ Don x (is ‘a.) gift from y toz

Placers will é'ft'en Selong to the traditional.category of prepositions,
. but they need not (é.s in the case of 'thani and b'anvcbl' above). Webst':er's
classifies "fhan" as a conjunction (i) but its defining entry is "Indicating
the sect;nd ;;'1;'ember of a co.mpa.rison expi'es'siire of inequalrivty"."‘ I. e.,
its function is simply that of a placer. the also its typicaly r.ole in "A
writer than whom no sage was wiser wroté 'IsagOge'f',ran exé.mple whose
translation may be seen in the printout. (Exa‘mple 15)‘ -

It will be seen thét the use of p1a¢ers tt": distinguish‘ ﬁarticipants' in
th;e predicational tableaﬁ is a ‘sig‘x’.:dficant syntactiééi alltrernative to the use |
of -order alone. Like the case system of an inflected languége. e.g. |
Russian or Latin, it permits more flexiblé word orcier. English, indeed,
does not ta.ke full advantage of its possibilities, since subject, and usually

object, are not marked by placers and hence are frozen in position, in

wldu
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ordinary usage. Such fuller advantage could be seen, e.g., in a form of
logical notation which introduced a special set of placer terms, e.g., a. 1°
By ooy, rewriting four place predicate M, say, as follows

Mxyzw M axa,y ész aw

With these placers, order could be shifted so that, e. g. ’ "33 George
3 John M a, William*" would mean the same as "M John Williafn George'',
Even here, however, complete freedom is not attaine& since Eositionals '
(placer-with-argument) of one predicate could not be allowed to stray
among those of another. In contemplating the bookkeeping that would be
‘required to permit complete freedom one quickly sees it would be prohi-
.bitively complex, if possible at all.

The advantage of some flexibility i n word order, on the other hand,
are by no means limited to rhetorical considerations. Some of its abbre-
viatory value will become clear in the later discussion of "factoring". A
glimpse of its full theoretical significance may be seen in Quine (1960b)

. and in any treatment of combinatorial logic, Other devices for achieving
flexibility in English and Engﬂsh II include the actiye-pan sive option, the
use of converses ("husband of", "wife ;af") etc.

In English I and 1I only single~-word placers and single-word préper
names are admitted. Also, only a single category, degree, and placer
pattern are allowed for a given predicate. The first two restrictions
are minor programming conveniences, easily relaxed. The restrictions

on category, de'gree, and placer pattern, however, can only be removed

~ at the last stage of model lang\iage construction, since only then will all
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the contexts be known by which ambiguity, e. g in category, can be resolve
Since English II is no final model. this step has been postponed,
Proper names and predica.tee (unlike logical terms such as "or", "ever:

etc., which determine fixed grammatical structure) can be chonen by the

Aprogram user at the time of a machine run, The card formatl to be uled

for names are illustrated in Figure 1. iormats for predicates, showing
synonymous variants in parentheses, gr mmatical category, degree, and

Jpredicational Lﬁttern. are shown in FiguLes 2and3. A sample input sen-

tence is shown in Figure 4, Fuller upeclﬁcaticms are given in Appendix I,

" The program constructs -dictiOnariee from these cardl, assigning the sym-

bols "'yl', “y2", etc. to the names as encountered Symbols beginmng |
with YH", e.g. "Hl. 2", "H2.1", H3.13", "I-I4. " are assigned to prechcates, |

‘'where the first numeral is a sequentially aesigned identification and the

A second, if any. categorizes it as verb (1].’ adjective (2), noun (3).

Placerl, a8 fou.nd on predicate cardl (no aeparate cards are required),

b

_ are assigned aymbole beginning with "Pl." i, e. "Pl. l", "P1.2", etc.

~~--- ~To each predicate symbol the dicticr;ary‘. built bf the program, assigns

a- lacer set representing the pattern lhcl)vyn cnthe card. In the case of
“gives', shown in Figure 1, the card pet%ern "3, ) (1. G, XZ. TO X3" is
‘changed to "3// PO.1/ PO.2/ Pl. 5/*'>‘. tl.’nthil ec.heme,“the first number
is the degree. The symbols beginning wi?th "pPoO. "; are' called null placers,

with the second numeral iadicating "normal" place. Thus "PO.2" as a

null object placer. "Pl.5" would be the eymbol for '"to' if it were the

|
-26-

i
|




(WY (W7

fifth new placer word encountered in the predicate cards during a r\;n. Null
placerl'periorm an enential function in keeping track of subject, predicate
and other unmarked arguments during transformations required in the pro-
gram. Henceforth "placer’ will also be understood to refer o the null
~ placers. |

While.linguilts sometimes speak informally of the syntactical demand
of a given structure we shall, in speaking of the de'mand of a predicate,
mean jult. the machine version of t.he string above but with deéfee and
asterisk deleted.' E.g., "PO.1/PO.2/P1.5/" is the demand of "gives".
Presently, we shall see how demands of more complex expressions are
“computed" from their configurations together with the dictionary-given
demands of the predicates occurring in them. We are, in fact, in Fhe

early stages of a recursive definition of "Sentence of English II",
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Figure 1.

Name entries can be entered many to a card and mray extend beyond one
card. Last card has period. All cards have slashes.
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Figure 2,

Predicate cards: one per predicate. Synonymous forms,
Category optional, Degree. Pattern, Slash. '
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Figure 4. Comment card and input zentence extending bevond one card.




Compounding: The Grouping Problem

English I, like logic, can c0mpoﬁnd only formulas. There are ro

. compound subjects, predicates, etc. To achieve unambiguous grouping

it simply uses '"not", "both", "either'" and "if" like Polish groupers,

but it rei:ains the redundant associated connectives Mand", Yor", "then"
“as shown on the notatmn, companson table of the foregomg logic section.
(Page 16)

There is often a clumsy pile-up of groupers in English ], as can

" be seen in the printout, but the system is, of course, unambiguous.

English II, like natural English, permxts connectxves unaccompamed

by groupers. This leads to syntactic ambiguity, but it need not lead to

semantic ambiguity if rules are apphed during the reading which supply

missing groupers. This is the method of the present prOgram, which

"supphes groupers according to a precedence system.

Such techniques are familiar not only to logicians but more recently

to programmers. in their ha.ndlmg of algebraic expressions where paren-
theses are omitted. b

in the basic rhethod; each connecfive is given a number called its
precedence strength (in order from strongest to weakeet: "not", .' "and",
"or", (if) "then'", "if and only if"'), with the proviso, roughly speakiné.
that an ungrouped sectence "breaks' at its weakest connective. Thus "p

and q or r" would break at 'or' rather than at 'and'.. That is, it would be

grouped "((p and q) or r)". English I groupers would accordingly he
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‘inserted: "Either both p and q or r".

In the case of repeated connectives, grouping is to the right, e;g..
"pvqvVvp"hbecomes "(p v (p v r))" or "either p or either q or r". This
treatrrentof 'or' and 'and' as strictly dyadic may seem an artificiality
of logic forced on language by the present approach; It may be artificial
but it is not forced by logic per se. Systems of logic wl ich permit non-
dyadic, expanding 'and' and 'or' e:;préssiens have been [developed, 12 and
may be resorted to when a finer modelling of natural languagé is called
for, e.g. when measures of syntactic coﬁxplexity in the sense of Bar;
Hillel et al. (1963) become a focus of attention.

While the precedence system described above provides the general
principle for the English II compounding-grouping system, there is a
further refinement.

The précedence system is extended by introducing two additional

|
connectives whose logical roles are still those of 'or' and 'and' but whose

strrngth in the precedence system is altered. Thus, "or else" is intro-

duced as a weaker "or'" and "and furthermore” is introduced as a weaker
"and". The grouping effect is shown in the following comparisons:
"p and q or r' is construed as "{(p . q) v )"
while
"p and furthermore q or r" is const'rued as "(p. (qv )"
"If p then q or r". is construed as '"(p 5 (q v r ))"
while

"if p then q or else r' is construed as "((p> q)v r )",
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These additional low strength connectives help in avoiding pile-ups
of groupers. Without them, the grouping in last eﬁtample above, would
have to oe made explicit by groupers; :

“Either if p then q or r" |

..The renditxon of these low precedence connectives by _o_r_ng_r phrases

is prompted‘ by two plausible linguistic conjectures.

The first is that in spoken English, grouping is often effected by

~ shifts 1n speed or by use of pauses. That is, if, in readang "D and q
and r or t" we read it "p and q" pause "and r or t" the hearer tends to
understarrd it as the independent aosertion of pand g rvirh an assertion
of the disjunetion "rort", e.g., (P. q) . (r vt); while in We read ii: Wptt
pause "and q and r or t" the hearer uk;n’der‘stands it ae P. ((qk’. r) v t), v
es‘pecially if "q and r'" are rea& quickly. | |

- The second conjecture is Vthat words like-"else", "furthermore",
"moreover", ‘etc., " act as writterx counterparts of verbal pouseé, .allow..
ing a certain mental "closure" to set in; >sometoing like rneotolly adding

a right-hand parenthens, sealxng off what has been said from mvolve-

ment with any connectives to follow.

The method of multxple precedences can be extended further, of

course, by introdﬁcing, e.wgi. » "it is not the case that" as a low prece-
dence negation, etc. And it can be'al,tered to study the naturalness of
other rankings. The basic ranking actually used wo.s: "not", "a.nd".b

"Yor", "then", 'or else', "and furthermore".
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The machine representation of groupers and connectives can be seen
in Table I, where they are displayed in order of their precedence. The
precedence number is the first numeral, the function number the second.
Thus the representation of "and furthermore'' as C3.8 shows it to have ,

low precedence, 3, but to function like "and", 8.
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Table I
| Logical Terms |
English Ior II Machine Symbolic Text Symbolic =~ SNOBOL

Not | N A 'G9.9
Both | | B B | G8.8
And . . Cs.8
or v v ¢t
If | I 1
Then . 2 © Cb.6
Or else .. v G4t

- And furthermore K - ; - H o C3.v8 _
For every A o i A . | Ql
For some ; | S ! | E _ | Q2
(variables) z1, zz - x; Vs 22Xy 21,22
Was . , T  HIL
Every Dl o . e | “ , Dl

A ... D2 e D2

A } . D2 e D2
Any - D3 ' u | . b3
Some o | D4 s | . D4

" No ( | . D5 n ' D5
Which | wl s wl
Who ‘W2 ‘ w | - w2
Whom | w3 | w w3
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The general prir;ciple of the grouping program (a SNOBOL 3
function GRU(X)) is easily given. Each time a grouper is encounAtered'
its function number is entered in a pushdown., When a connective is
encountered its function number is comi:ared to that in the puahdown;
On match, the pushdown is popped up (i. e. the demand of the grouper
is satisfied) and the string between the grouper and connective is enclos~
ed by parenthesis. On no match, the connective goes on a "hunt'" left~
ward through the string matching its precedence with that of each con-
nective encountered (but skii:ping parenthesis-enclosed strings) until
c-aither (1) it comes to fhe beginning of the sentence, whereupon its
corresponding grouper is placed at the head of the sentence, enclosing
the traversed string by parentheses, or (2) it encounters a weaker con-
nective whereupon it inserts its own corresponding grouper to the immedi-
ate right of the weaker connective, and encloses the traversed string with
parentheses., After each such operation a new sentence is sought. If,
when the end of the string is reached, there are no claims left in the
4phshdowrn, fhe string is v;rell formed and fully grouped. The parentheses
or groupers are theg edited out depending on whether polish or parenthesis
notation is desired,

Since the grouping-by-precedenc':e system described is quite
general, English II uses its GRU function to group compound subjects,

predicates, etc. and it is to this topic we next turn,
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Compounding Terms

" The sentence "George or Donald answered", in the diagramming

__method of high school memory, 13 would be x}endered as follows:

George

- or E\l _ answered
. J
Donald = /

Logical notation does not admit coxnpound subjects, and it pays |

for the simplicity of its rules in the clumsiness of its sentence struc-
tures. ‘The sample sentence must be char.ged to "George answered or

Donald answered" before d;rect translation into such notation (e. g. » as

‘MAg v.Ad") is possible.

If we grant the primacy of logic 8 grammar, the Enghsh compound
subject may be thought of as the result of factoring out the repeated predi.
cate "answered'. And the more prim1t1ve sentcnce may be thought of as

attained from the more compact Enghsh sentence by dxstnbutmn of the

Vpredlcate over the compound subject.

This algebraic a.nalogy may be seen more graplucally if we 1magm|

| mtroducmg a notation for compound subjects into log1c in such a way that

a "factoring law" estabhshes the equivalence°
Algv d) = Ag v Ad

Compound direct and indirect objects also occur in English, of' '

- course, and can be similarly handled. A sentence of the form "a gives
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b or c to d and e" with the traditional diagram:

a gives Sor

can be thought of as the result of successive factorings. The original
';prirrxitive" sentence can be recovered by successive distributions., as
 follows:

l. agivesbtodande or agivesctodande.

2, agivesbtodandagivesbtoeora givél c to d and a gives

ctoe,
In the augmented logical notation, letting "G" stand for 'gives"”,
we w¢')u1d have the equivalence: .

G(a, (bve), .(d . ¢)) = ((Gabc . Gabe) v (Gacd . Gace))

Formally, to construct a logic notation of this sort in which factoring
and diltrii:ution would be p‘ossillale we sh.ould have to alter the usual logic
syntax so as to make compound individual expressions acceptable argu-
ments for predicates, e.g. "(av(b. c) )" as an argurhent to a predicate
P, making "P (av (b. c) )" a well-formed formula.

We now take the corresponding step in our recursive construction
of English II. Instead, however, of merely defining "compound name"
we introduce a more general word, '"term' whose meaning will be extended

by later steps in the recursion. Informally speaking, "term" will ultimate-

ly embrace all expressions which form acceptable arguments for
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English II predicates.
The required clauses for the recursioh are the following:
1. Names are terms,

2. Ilf aandb are termgem}l_;gp; 8o are th?t_ vfollowing;mm e

not a, both a and b, either a or b, ; (grouped forms)
aandb, aorb, ‘ (ungrouped forms) -
. . . . l
U "“"a}""a]ﬁd furthermore b, a or elsed =~ (low precedence forms)

words will be used without quotes to refer to themselves. The g:ontéxt

will always make clear what is meant.

of forms could have been presented as
} ‘

' Na, Ba.b, Eavb, a.b, avb, a.*b, av*b

by a blank.

Arnold" are counted among the terms of English II,
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JIn this formulation, and 'o*‘xers like it to follow’, aﬁy letters, ca ‘igal
or small, or strings of them, may be used (as "a'" and "b"" have been here)

as metalinguistic variables ranging over strings. In certain contexts some

Also, further statements belonging to the recursion will be abbréﬁ
viated by use of the symbols shown in Table I. Thus, the preceding list
‘with the ag_-lre-emeni t—lrzmatw;;_;;Hbrblvéorrésréoxvxds- to the spelledwordfollo;wed

Terms, then, so far, consist of names and combinations of names,

e.g., "George', "Charles and either Donald or Estelle and furthermore
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Compounding Fragments

Besides compound subjects, objects, and indirect objects, tradi-
tional grammar also recognizes compound predicates as in ""George runs
~ or walks"., Indeed all traditional categories are presumably compound-
able.

Naturai language factoring can, however, préduce cofnpounds
which correspond to no traditional category. Thus when an indirect
object is factoreci out as in:

"George sent the card and Tom wired the bouquet to Estelle"”,

‘the string "George sent the card and Tom wired the bouquet' does not
constitute a compound subject, or prediéate, but a compound "sentence-
with-rhissing-indirect-object".

The corresponding logical notation would seem to be "(Sgc. Wtb)e"
which should distribute to "Sgce . Wtbe".

To handle factoring in general, then, we appear to need a Way of

handling fragments, i.e. expressions which would be well-formed sen-

tences if they were not defective in certain argument positions,

It was for the purpose of setting u;_:'such a needed calculus of frag-
~ ments that we introduced our concept of demand, which we can now extend
to fragments by a recursive process based on i1he demands assigned to the
predicates by the dictionary,

Similarly, the categories are extended to strings other than predi-

cates., Thus "either boy or girl" will be called a noun. "Noun phrase"
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may be used in informal discussion, but it is not required in the recuraton.'
Throughout the following recursive stipulations it should be born in
mind that “"predicate' is -reserved just for the words entered on dictionary
) cards. Also, by the noun, | "demand" we always refer to a string of machine  —
symbols, possibly nnll whtch the recnrsion proceeds to associate with the

strings called fragments, (though we shall continne to use ""demand" more

informally, both as noun and verb in accompanying explanatlons )
One null placer will be said to be less than another if its place num=

ber is 'lesa. E., g. » PO, 2 will be said to be less than PO. 4. In this sense.

we can also speak of the lowest null placer in a gwen demand _

We now proceed with the recursion, numbermg the st1pu1at1ons,
3, 4... etc. + as sequels to stipulatxons 1 and 2 given earlier,

3.. If P is a predicate of demand D and category c then it is also a

fragment with the same demand and category.

4. If t is a term and F is a fragment whose demand contains PO, 1

then -
tF, t does not F (n' F is a verb fragment)
tis F, tis not F (if F is an adj fragment) are fragments wh
tisaF, tisnota F (if F is a noun fragment)

demands are obtained by deleting PO.1/ and whose category
remains that of F in each case, provided that such deletion
‘does not leave the demand null; if null demand does result,

the "filled" fragment is assigned the category of sentence,




ka\.;\m‘i

5. If t is a term, p a non-null placer, F a fragment whose demand
contains p then Fpt is a fragment whose demand is obtained by
deleting p/ from the d&r.and of F, and whose category is that
of F, px;_ovided that such deletion does not leave the demand null,

otherwise, sentence.

6. Ift is a term, F a fragment in whose demand a lowest ﬁull placer,
P, exists but with p 3k PQ.1 then Ft is a fragment whose demand
is obtained from that of F by deleting p/, and whose category is

- that of F, provided that such deletion does not l;;ave the demand

null, otherwise, sentence.

7. If t is a term, F a fragment whose demand does not contain PO.1,
p the lowest null placer in the demand of F, then tF is a fragment
whose demand is obtained from that of F by deleting .p/ and whose
category is that of F provided that such deletion does not leave

the demand null, otherwise, sentence,

. Iftis a term, p a non-null placer, F a fragment whose demand
contains p but not PO, 1 then ptF, Fpt are fragments whose
demand is obtained from that of F by deleting p/ and whose
category is that of F provided that such deletion does not leave

t he demand null, otherwise, sentence.

9. If F and G are fragments of identical category and demand then

NF, BF.G, EFvG, F.G, FvG, F.*G, Fv*G
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are fragments of the same category and demand, provided

that this doee not result in a final term of F being s-epa’r.ated

fronﬁ a first term of G by a connective. In such a case, the
. 8same compeunds may be formed but with a comma preceding

the connective,

Stipulation 3. sxmply includes predlcates among the fragmente
a;d thusrestabha‘hes some fragments, at least, as having a given demand.

4. says in effect that if you preﬁx atermtoa fragment which
»den"xands a subject, in the copular setting required by the given categoi'y,
jrou get a fragnaent which does not demand 2 subject. In this way, the

Coﬁcept of demand is extended from predicates such as 'beats", with the

demand PO.1/PO. 2/ to stnngs such as "John beats" which would get the

reduced demand PO. 2/.

'Examination of later clauses will reveal that no other way of deleting

a eubject demand is provided other than use of the proper copular setting

speczﬁed in stxpulatmn F

5. says that terms w1th a demanded non-null placer can always
be added be}und any fragment' e.g. suppose "takes" has the pattern x
takes y from’'z to w", then to the fragment "John takes George' one: 'may
add to "to NY and then "from _Chicage" to get the permuted, but under-
standable, pattern "John takes George to NY from Chicago".

6. says that placerless terms can also be added behind but they
will be interpreted as filling the lowest placerless position. demanded,

but never that of subject. E.g., assume the placerless pattern "iohn
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gives George. Fidc;" for ';-ives". Then adding Fido to the fragfnent "John -
gives" whése demand is PO, 2/PO. 3/, deletes the lowest placer, PO.2,
i.e. that which accompanies the indirect object in this pattern.

7. says that when a fragment has a subject alreaciy, placerless
terms may be added in front if they can be regarded as satisfying a lowest

placerless demand at the fragment,

‘,41‘ 8. says that placed terms may be added before or after a fragmer.t

|, .
demanding them, providéd it already has a subject.

With each concatenation of the above sorts to a fragment, its demand
|

Becom_es iess. This perémits a certain "adjustment' of fx‘-agments' so that
they can form compomdé under stipulation 9. Thus, ''x gives y to z" is
"y a triadic pattern with dex}nand PO.1/P0O.2/TO/ while "x waves to y" is a _
| dya.di.c pattern with demaind PO.1/TO/ (Where "to" has been left uncoded

il for readability.) But "gives Fido" is a fragment with demand PO.1/T0Q/

which is the same as that of "waves'" which permifs the compound *gives

- Fido and waves" with thej same demand. With the remaining demands
| ' _

satisfied, e.g. "George gives Fido and waves to Mary", we have an Eng-

lish II sentence. %

~ The clause in 9, l+bout the comr'n;a is to avoid ambiguity in a sen-
tence such as "Albert nkgs Betty and Cathy and Dora likes Ernest, "

In view of the cha:racterization of ""'sentence’ as a fragment with
null demand in the foregéing stipulations, it might seem that "sientence"
was now defined and that the ch'aracterization of English II was therefore
completed.. We would indeed have defihed, at this point, a ianguage of

|

! . -45-




names and prediclates. with fﬁctoring and grouping,  This language, called
LFG (LOGOS wi;ch factoring and Grouping), was programmed separately
and reported on in an earlier report. 2 Actually, of course, the stipula;
tions have only established that filled ffagments are among English II sen-~
.tences; further stipulations could specify other forms. The extension to
general sentences (e.g., universal a.nd‘}existential) undértaken in the next

_section, however, proceeds instead to extend the concepts term and (noun)

777777777 fragrrleﬂt,
.~ Before proceeding with the extensibn to general sénte‘n‘ces, it may

be helpful to sketch the proc;.edure whereby sentences involvirg just fac-
~ toring with names and predic;ateé would be transfokrme,d‘ to English I and

to discuss some general point’s of interest in factoring,

-The transf;rfnation takes place, roughly speaking, ‘in the foilowing |
steps:
1. Recognition of compound individual expressiong, assignipg
§v§ri<ir{g names to each so .that the sentence is revv«/ritten‘with

these names, without apparent compound individuals.,

2. Build-up of a dictionary of i:ecognized fragmer;ts with their
demands until the sentence can be represented as a truth-
function of filled fragments.

3. Distribution within each filled fragmgnt of the indiﬁdual

| . "working né.mes" so that each simple predicaté is finally

the sole predicate in its own filled fragment.
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4. Successive distribution of each simple predicate over the
compound individuals expressions which are its actual
arguments. (The first two steps are actually carried out

__in a single sweep of the sentence.) N
It is worth pausing‘ at this point to present some general observa-
tions on factoring. |

[ One point of inte.r_ebt in factoring is that it represents a purely

syntactical abbreviatory device. Thréughout the history of logic, the
central abbreviatory device haa: been that of defining a new term to stand
for a longer expression. In factoring, no new term is introduced. In-
stead, rules are added which permit expansion with the help of the al-

'ready available logical connectives. Furthermore, this purely syntacti-

cal é;cpansion has no pre.-set limit, A defined term, on the other hand,

permits only a single fixed saving.
A second point is that factoring can often replace the need for

variables in logic or pronouns in natural language. 'I‘huL "Ax(Px D Qx)"

ca?n be abbrevxatedtoA(i’.;Q)lo. Also, in "You saw John and I saw hime,

" the "him" is eliminated in thg factorization "You and I saw John'., Fac-
toring when coupled with some way of representing permutations of predi-
cates, (e.g., converses) can, in fact, obviate variables altOgether.9

Factoring, as mentioned, can also act as a grouping device. TkLus,
"A is P or A is Q and B is Q" is ambiguous without a precedence system.
With the present precedence system, it would be grouped "A is P or

(A is Q and B is Q). But, if the grouping (A is P or A is Q) and B is Q"
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were intende.‘d, at least one explicit grouper would be nee.ded.v "(Both)
;ither Ais Por Ais Q and B is Q. Howe-ve:, ’factoring. can achieve
this grouping without using groupers "A is P or Q and B is Q"
This -grouping function of faétoring may well play a vital role in
-~ human comprehénsion of linguistic comr_nunication, since abﬁtract,"'
th’ough’t. quite apparently operates by bunching corﬁpiexitieé into simpler

units for batch processing, For example, the (factored) input of example

| Zi in fie I;rintoutAppendxxseems deﬁm;.ely A;;sier to understand than
the disfributed outpAut.
| In natural langu#ge, factoring produces rr;any more kinds of frag-
‘ments than thosé mgntioﬁed.- There bare’, as alfeady remarked, compounds
belonging to ‘evleryr syntacti;:ﬁl category and every fragménf_of such cate- |
gor:le.s. Even proper names are £ragrhented and factorei "Dr., Mrs.,
and Joanna Brown', | |
| Factoring occurs also with the 10gical‘ connectives acting liké ré-;.
~lations having whole séntences as arguments. Thus "A if and only if B"
can be regarded as a factored formA of "A if (B) and (A) only if B", It
is even possible to regard the legall"A and/or ﬁ" as short for "A and or
or B" §vhich ‘could be a factorization_of "(A and B) or (A or B)" whe;e“
the "or" is read i.n‘t‘he éxclusive sense. That is, 1n symﬁols: |
All)4 (40 B = (A.B) k(AdB) = AvB
Logicians sometimes informally factor out quanfifiers, €uge,

"AxyzEwuv Rxyzwuv" for "AxAyAzEwEuEvRxyzwuv".
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It is ipparent that no syntactical device is immune to factoriza-

tion, whether it plays any independent semantic role or not, It is not

known whether a general rule could be given, even for a relatively
simple language, that would accommodate every possible unambiguous
factorization.

When iterations grow very large, even factoring is not enough
and the sentence form itself tends to be abandoned in favor if lists, tables,
etc., in which the factored predicate, or magnitude designation, appears
only as a heading. Nevertheless, even here an understanding of the fac-
toring phenomenon may at least throw some light on the exact communi-
cational role of lists and tables and correctly indicate their place in the
more general framework of communication in sentence fo.rm.

We now return from these. informal observations on factoring to

the methods used for the formulation of universal and existential sen-

tences in English I and 1I.
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General Sentences

 To express general propositions (universal and existential),
- English I uses variables, "zl", "zz". "z3". «+sand quafztifie.rs,
"For-‘every" and "Fo;-sbme". ‘symbolized and qoded as shown in
Table I, so that English I is essventia‘.lly a spelled-out version of
. p;edicate calculﬁs in Poli-sh noi;ation, but.with thé fetained connec~
- tives and predicati&nal pattern described earlier.
Engﬁsh iI uses no variables. It expresses genefality with
‘ deternﬁﬁerﬁ, Yevery", "nb", “any', "3, ';sorrie", ﬁnd thé relétive

pronouns, "which", "who", "whom", The latter permit formation of

o

dependent clauses, nested and compounded.
We proceed forthwith to give the formational stipulation for
determiners, followed by examples and a preliminary discussion of |

the intended logico-semantical func;i'ons of deterzﬁiners.
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Determiners

10, ifdis a determiner and N is a noun fragment whose demand

consists just of PO.1/ then dN is a term.

Such new sorts of terms include "every natioh", "a pilot", ''some
.friend of George", "any gift from Schmidt to Casey", "no shipment from
either Tabu or Uuno to Manila or Djakarta". Such terms can, under the
‘Alvféady given stipulations, fill any argument position in a predicate or
a compound fragment, We also get suc}; terms as “every associate of
any Senator", 'no flight between Tabu and any entrepot of an ally of any
nonSEATOnation. Such examples can be manufactured for any given
length by iteratgd use of predicates of other than first degree, though
of course human users would not tend to avail themselves of such possi-
bilities. With respect to the run-together name "nonSEATQnation", it
should be remarked that not only does the present program require single-
word names but that it can also not admit hyphens due to a conflict between
our dictionary handling 4technique and a certain restriction in the SNOBOL 3
systems (string names may not ﬁse hyphens).l But an easy, though sligiztly
machine-time~expensive, elaboration of technique can remove both this
and the single word-name restriction,

In order to translate English 1l sentences containing general terms
involving determiners into English I sentences which express generality
by the quantifier variable system, it is clear that the translating program

must, when encountering a determiner, generate a variable as yet unused
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in the given translation process, subdtitute it in the argument place where

the general term appeared, and then,|in some way, iz{sert both (1) a

quantifier followed by t.he vérﬁable, and (2) a qﬁalifying phi:asre containing ,
the new variable specified by the (possibly ver1y complex)nounwh:.fhfol:
léﬁs the» determinef, ‘;ox;xrewhere in the en'f.ence, togethef with appropriate
scope indicat_ions. | |
\ _

~ — . As may be expected, each determiner requires a special rule.

While| the full treatment of determiners in English II can not be

described unfil the grammar specificat iph is completed; tixe basic prine-
ciples of their use can be iliustrafed l the framework of a>.‘ simpler lan-
guage in which neithexj .copuiar settings, fa\ctoring; nor relatiﬂre.‘-propox.xns
are admitted. We shall call this simpkiﬁcation of English I LII. For
its exact Cha.racteriza.t‘ion’ see Bohnert (1962b). |

For diagrammatic clarity, We. use the determiner 'symbols shown
in 'i'able 1, ie. ges ‘ | |

i
e . every

) TTa a
u - any
s some

n no
in conjunction with the other "Text Syrﬁbolic"iymbol, shown there, and
with informally chosen predicate lettevrés. Thus, |

”Eve’i'y businessman gambles* t_

might be represented as
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In English I, the corresponding sentence

“"For every z, if z) businessman then 2, gambles could be reprel'ented
as

Azllle 2 zG
or in parenthesis notation

Azl(le o Czl)

As shown in these representations, "Every man gémi:les" has the
form of a l-imple subject predicate sentence with the general term "every
man" as subject. The logic veraiorhm. c;n the other hand, show it as a

generalized compound sentence, in this cavse the universalization of an

ii-then, (or conditional or implication) formula.

] Following the ofeps outlined, the transformation may be carried
out by
1. génerating a variable, e.g., 2z

1

2. substituting it for the general term, getting zlG.
" 3. in placing the new variable, as subject, in a qualifying
phrase provided by the general term, giving us z,B
4. and, following the special rule for e, placing these pieces,

with I and 3D , in the conditional word order shown,

The rule for e will also require that the insertion of this ﬁualifying
quantified clause - take place within whatever context the whole predica-
tional unit which contains the general.'term itself occurs in, Thus, sup-’

pose we provide a context consisting only of a preceding negation, e.g.
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"Not every businessman gambles" or '"NeBG'". The stated context rule
requires the insertion of "AzIIzIB" With;n the context of "eBG", i. .. '
after the negation, This gives

NAzllle s | zlG

or 1n pa.rentheliu form

'vAzl(z BDz G)

- swhich is, of course, the normal logmal rendition of the given senterrlioe._m S
In order to state the last rule more fully, and sirmlar rules for :

~”the other determmers, it will be convenient to symbohze the (posnbly

o null) leading and following contexts as Mand W respectxvely, and let

| dRS stand for a single predzcational pattern, without inversions of the

- chctionary-gwen word order, in wh;ch dR is the first Lneral torm to
‘azzea,r (where d is the :letermiher béing studiod). This notation may
be illustrated by the followingt | B

Suppose "'If George rejects evety best seller then contract 17

terminates", is symbolized as o o i

IgRéﬁ".‘J‘CT - : - - — — T
“Then eB is the first gen'er‘al term ir'x‘ the predicational pattern |
’gReB. wﬁich is, then, represented eBS, whefe S does not reoreaent
a predicate, but rather a metalinguistic t;-ansformation on eB. Apply-
'ing the same tranoformation to z7_£or iosténce. we would have
z7S - ng7
or in words, the S-transform of. "2.7" ‘is the string.“George rejects Zoe

_ The whole sentence, then, may be symbolized as M eBS W, where
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M, the leading context, stands just for "if", and W, the following context,
jtands for “then contract 17 terminates",

In stating the rules with the help of this symbolism we shall assume
~ that the leading context, M, is either the null string or free of general

- terms, having already passed through the determiner elimination pro=-

cess which is being recursively characterized, In the same vein, in the
trangformation symbolism, dRS, in which the general term dR is the
first such term to occur, we admit the possibility ef earlier argument
positions being occupied by variables resuiting from earlier determiner
elimination steps (whose quantifiers and qualifying clauses are already
in the leading context string repr'esented by M). Thus, the rules to be
stated picture, so to speak, a moment in a left-to~right sweep of a given
‘ Qentence when ''the next'" general term to be eliminated is encountered
a.'nd then exhibit the result of the described single elimination step.
Such elimination always involve s generation of a variable not yet used
in previous elim.ix'mat,ions. (The present program does this simply by
counting steps and concatenating the next numeral to "z", e.g."Z1",
"Z2", etc.) The generated variable (latter and numeral) is represented
by "z" in the schematism below,
The rules for determiner elimination in the simpﬁfied illustrative
Hlanguage are the following:
Rule for e (cveryj
MeRSW —» MAzIZROzS W
M Az(zR>DzS) W
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Rule for u (any)

MuRS W — AzIzZRD Mz2SW

Az(zR 2 M zS 'Wk)

Rule for a (a, an)
‘MaRSW — MEzZBzR. 25 W

M Ez(zR . zS) W

Rule for n (no)
MnRS W — MAzIsR> NaS W
M Az(iR S zS)W

Rule for s ’(some, in the sense of "some certain")

‘MVsRvS W - EzBzZR. M szW
' Ez(zR_. M,zS-‘W)
The two feadinés on the right éqrrespona to English I’ and paren-
thesis notation, respectively, except for the leading arguinent variation

in the parenthesis notation.

(T We now study the effect of these rules ir{"af‘iiﬁfﬁi;’;’{&f"é}:amgigs .
. showing first a possible input sentence, which we will call stage 1, sl,
shown both in symbolized and spelled form. Then come the transforma-

tions s2, 33.' «so wWhich occur each time a determiner is en‘countered

in reading the latest transform from the left. The last numbered trans-A |

form in each sequence is the resulting parenthesis form sentence. Sub-
sequent unnumbered transformations, marked with an arrow, are some-
times carried out according to transformation rules of logic itself to

~ bring the result into a more readable form. Occasionally a further
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transformation will be given, back into English II or natural English for

purposes of comparison, but this is meant informalily since the reverse

translation algorithms have not been stated. ‘

/
1. al: eBG . Every businessman gambles.
82: Ax(xB D xG)
2. sl: mHal Mary has a lamb,
82:  Ex (xL.mHx) |
3. 8l: jReB John reads every bestseller,
82: Ax(xB O jRx) | |
4. sl: jRuB John reads any bests;:ller.
82; Ax(xB I jRx) (Equivalent to 3)
5. sl: ~(jR.;B). | John does npt read every bestseller,

82: ~Ax{xB O jRx) i.e, John reads no bestseller,

In 3 and 4, "every" and "any" seem to have the same meaning.

But in ofhe.r contexts, such as the negative forms of 5 and 6, t'heir mean-
. ings diverge. It is the merit of our rules that this seeming discrepancy

is shown to be the result of the straighiforward operation of simple rules
for each sign.. The essential distinction b;atween the two rules concerns

the scope of the implied oper#tor and the iocation of the qualifying clause,
The idea harks back to Russell, who likens the behavior of "any" to free
variables and that of "every' to bound variables, The id?a has been touched
upon and developed somewhat by various writers since then (Quine, Carnap)
but apparently has not been incorporated in any formalized natural language

mndel.
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As a further example of a. context in whith the ﬁgaﬂngl of "every"
and "any" diverge, but in a way accountes [.i Ly our rules, cbnsider 7
and 8 below, Here a small iiberty is taken with the symbolism in that "wW"
,.,i:s,meant.to stand for the whole sentence ""War occurs' or "There is a war", -

The analysis of such a sentence is inessential to the point of being illustrat-

ed,
E 7. sl: eSH 5w © If every soldier stays home, there isnow
| 82: Ax(xS D xH) D~V W N
8. _8_1: uSH ::f\;:W | If any soldier stays home, there is no war
82: Ax(xS D (sH DaW)) k
— Ax(xS.xH D~W)
. ~ Ex(xS.xH) D AW)

~s aSH DO~W "i.e. If a soldie{r (at least Oné) stays home,
there is no war.

Both in English and in the model language, 7/is a truism and 8 is
, . :

I :
- a "falsism". These sentence forms are shown in the printout in the vari-

tién "If every gﬁest decﬁnes theparfy fails", "If any guest..etc, .
Just as the n#rro@ scope "everf" is accompai.nied’by thé broadscope
"“"any'", we w.ould expsqt tlrxtizr-xifrpy-scope a" to have a broadscope c‘orre;-
late with the existential operator.. .A;s shown in the rules given earlier,
"some", aymb'olized "s'", has been given this role. This reads well in
‘many test contexts, However, actual English often prefers other locu-
tions, such as '"a certa.in" to effect the lengthening of scbpe. Some of

the examples below may sound more clearcut if '"a certain" is substituted

for '"'some".
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9. sl: ~JKaG John does not know ja girl
82: .~ (Ex(xG. Jirx ))

— Ax(xG D ~JKx)

— JKnG | John knows no girl
10, sl: JKsG John does not know some (certain) girl.
82: Ex(Gx, ~ jKx)  There is a girl John does not know.

Examples 9 and 10 exhjbit the effect of short and long scope in
* | '

a and s, as examples 5 and 6 did for e and u, in the simple context of

negation., It is admitted that English is less compelling in its scope

: |
readings for these words than for "every' and "any", but they seem to

hold up in many complex contexts such as those next considered. (Part
of the problem of a word like "a'" is that it presumably has other func-

’
tions to perform, such as that of providing reference for later occur-

i

rences of definite singulars a? described in Quine (1 960)5.
11, sl: eFaWFsG ',, * Every friend of a wérd boss is a friend of
some gangster (or c;f a certain ganéster).
82: Ax(xFaW O xFsG) ‘ ‘
83: Ax(ky(yW,.xFy) D xFsG) ’
s4: Ex(xG.Ax(Ey(yW.xFy) D xFz) i.e. Thefe is at least one
gangster z such that every friend of a wai
boss knows z. '

12, sl: eFsWFaG Every friend of some ward boss is a

friend of a gangster.
’ !
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_1_4:

EylyW.Ax{(xFy & E2(zG.xFz)) By similar steps.

Examples for n:

13._:_1:

JRnB John reads no bestseller

Ax(xﬁ D~jRx)  equivalent to example 6.

nSRuB No student reads any bestseller

Ax(xS D~ xRuB)

Ay(yB D Ax(xS.D';'ny))

Ay(Ax(yB.xS 2 ~ xRy))

nSRaB | No student reads a bestseller.

Ax(xS D~ xRaB) | o

Ax(xS D.~(Ey(yB.ley)

Ax(Ay(xS.yB S~ xRy)) equivalent of 14

nSf{aB ‘ ﬁo student reads some (certain) bestselle
Ax(xS 3 ~ xRsB) |

Ey{yB. Ax(xS 5~ xRy)

No student reads no bestseller.

nSRnB

* ~(awkward but intelligible) )
Ax(xS D~ xRnB) |

rAx(xS o~ (Ay(');B o~ xR);))

Ax(xS O Ey(yB.xRy)) i.e, Every student reads a bestseller,

It should be emphasized that the above determiner rules apply only

to languages simplified in the bway described. When factoring is admitted,

for example, the order in which grouping, distribution, and determiner

elimination steps are carried out is crucial to the "reading™ of the sentence.
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Choosir.g the best possible sequenbe of operations becomes, indeed, one
of the most complex problem areas in this approaéh to the logic of gram-
mar.

Nevertheless, the rules shown illustrate the basic conception to |
be followed, and already shed some light on some interesting linguistic
questioﬁs. * We have already seen in the foregoing, the "every-some"
ambivalence of "any" accounted f;r in terms of scope‘;"aivso the wsfrc;ope
lengthening effect of phrases like "a certain' or "some certain'.

I\iow we turn to the further questions: one concerniag an import-

ant ambiguity of "ig" and the other an odd-phenomenon associated with

the active-passive transformation,
"Is*; Predication and 1dentity

"Is" is notoriously ambiguous. We shall not attempt a catalogue
of all the meaning variations linguists, lexicographers, and logicians
have found in it (e, g. identity, genidentity, class membership, class
inclusion, existence, locatioﬁ,' synonymy, etc.) but shall consider just =
the conflict between the "is'" of identity {(as in '"Venus is {(identical with)
the nearest planet'") and the predicational "is" used in ascribiné a pro-
perty to something, e.g. "Mt. Everest is high' (not identical with high). -
This clash may already have distur;ned the reader of this study in find-
ing "a star" treated as a term in a context such as "A star rose'', while
in "Betelgeuse is a star' the "is a'" is swept away as mere syntactical
setting, leaving "Betelgeuse star", in English I, as a simple predica-

tion with star as predicate.
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Suppose that in the latter example "is' is read as idenfity (symboliz=-
ed by "=t and that "a star" is treated as a term, i.e,, as the second argu-
ment in the dyadic identity relation, Then '.'Bet‘elgeuse_is',‘a star' may be
symbolized ''b=aS'", Using the determiner elimination rgle for "a" we have

Ez(zS.b=2z)

" or "For some z,z is a star and b is (identical with) 2", This can be shown

to be ldgically équivalent to the sirhpler predication bS, or "Bételgeuse
(is a) star'',
Such a proof, interestingly enough, can not be carried out in the

simple first order logic we have so far used but only in first order logic

with identity, a somewhat strbonger system which, while still syntactically

- first 'order, requires a speciai set of axioms for identity., Taking the ob-

vious equivalence of meaning for granted, however, we can verify that
the proposed identity reading for "is" consistently reacts with general

terms in a way consistent with our decision to treat them as terms,

That is, in a languag_e'witho'ut adjectives (which require the predicational

reading) we could always read "is" as identity, The point may be illus=

trated by recasting earlier examples,

sl: eB = aG Every businessman is a gambler,

82: Ax(xB o x = aG)

83 Ax(xB D Ey(yG.x = y))

—» Ax(xB O xG) Which is equivalent to example 1, as it

should be,)
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sl: eFaW = aFaG Every friend of a ward boss is a
friend of a gangster,

82; Ax(xFaW 3 x = a¥aQ)
A% Ax(Ey(yW.xFy) 5 x = aFaG)
84: Ax{Ey(yW.xFy) 3 Ex(xFaG.x=z))
85: Ax(Ey(yW.xFy) 2 Ez(Ew(wG.zFw).X=2)) |

-» Ax(Ay(yW.xFy 2 Ew(wG.wa)))’ i.e. Every friend of any

ward boss is a friend of a gangster.
This representation also has a certain historical interest for

logicians. (others are invited to skip this brief digression.) Ancient
laws of the syllogism are phrased with the concept of a distributed term.
A class term is said to be distributed in one of the four traditional propo;
sitioﬁal forms, if the proposition says something about each member of
the class, It is also said that it is the subjects of universal sentences
and the predicates of negative sentences which are the distributed terms,

_ that is, the underlined terms below, in the traditional AEIO scheme,

A. Positive Universal E. Negative Universal
All P's are Q's ‘ No P's are Q's

I. Positive Particular O. Negative Particular
Some P's are Q's Some P'!'s are not Q's

Just why the underlined terms are said to be distributed in the
sense that the proposition says something about each member is not
equally clear in all cases. It is obvious enough for the A case., It

becomes clear in the E case for the P term at least when it is rendered
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in modern symbolism as Ax(xP O xQ), since this makes the universal

quantifier explicit,

This then clarifies the Q term also when the equiva-

lent contrapositive, "no Q is P'" is symbolized in turn.

| But the Q term in the O case is symbolized as Ex(xP. Ar xQQ) and

no usual transformation turns up a prefixed universal quantifier, one

does show up, hoi'{ever,, if we express the four propositions in our Eng- . .

lish II singular gene‘ral terms with determiners, with "is'" read as identity,

and w1th a rule (ad0pted in Enghsh II) that when a negated term (syntac-

t1ca11y perrmtted in our earher recursive stlpulations) is encountered

at a certain argument positlon the negation is transferred from the term

to the predication in which it then stands before its -determiner is elimin-

ated. We illustrate the effect of our general-terms-With'-identity parse

on all four cases, but direct special attention to the O -ase, -

A, _{l:

82:

eP=aQ

Ax(xP o x= an)

Every Pis a Q

“Ax(xP D Ey(yQ.x=y)) BRI

AxEY'(xPD' (yQ. x=y))

nP = aQ

Ax(xP D~ x = aQ)

‘~ NoPisaQ

Ax(x_PD ~Ey(yQ.x=y)) (short scdpe rule for a)

> AxAy(xP.yQ D~ x=y)
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1. sl: aF=a aPis aQ

82;: Ex(xP.x = aQ) ( Same transformations occu: for
83 Ex(xP.Ey(yQ.x=y)) ‘'some PisaQ'"sP=aQ.)
> ExEy(xP.(yQ. x=y))

O. sl: aP= ~aQ ' aP is not aQ
3_2: -Ex(xP. = aQ) |

£3. Ex(xP. ~/ x=aQ) Transfer of negation when negated

term is encountered)
s4: Ex(xP. n~/ E_‘y(yQ.x = y)) (Short scope rule for a)
—» ExAy(xP.(yQ Dv‘x=y)) (Same transformation results from

Some P is not aQ)

It will be noticed that in each of the final formulas a universal
quantifier appears in the prefix corresponding exactly to those terms,
which have been called distributed.

‘ ‘Unfortur;ately, nig" _i_g. ambiguous and presents an ob'stacle. It
might be urged that since "is" acts predicationally before adjectiv‘e‘s
and could be consistently, if ci\;maily. interpruiced as "=" before gen-
eral terms, proper names (and other items not yet entering our analysis
such as 'the' phrases, pronouns, functors), that a systematic depend-
ence on context could be built into a su.fficientiy orderly model of English,
This may be so but there would be at least considerable clumsiness in
devising a system which would take a compound of adjectives and general

terms, such as "Smith is experienced, able, a negro, and a war veteran"

and shift treatments of "is'" during distribution,
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It is because of such difficulties that English II has admitted certa:

crudities in its handling of "is a",

" When the Active-Passive Transformation
Involv‘esb Geﬁeral Térms
"“"John likes Mary' means the same as "Mary is liked By J’ohn','.m,i
This -seems. at first glance}, ‘an instance of a general rule that "x likes
y'" means the same as "y is liked by x'". But we then note that "No girl
is liked by every boy" is different in meaning from "Every boy likes no
girl™, Afﬁ?st glance, it appears we must either abandon thé general

rule of active-passive equivalence or attempt to force the same meaning

. on the two general term sentences. Luckily there is a way in which we

can have both our. rule and the apparent exceptions too. Since our under-
lymg logic uses va.nables, our rule could be stated usmg them just as

given above, But we have not specified a logic for English II except by

~ saying that the logical relations which hold between English II sentences

are Just thdﬁe which hold between their translafions into logic (by the
program). In particular, we have not broadened the underlying logic
by adding a rule that general terms of Enghsh II may be subatituted
for variables (e.g. in any law of logic or any definition),

Thus, in the formula "x likes y if and only if y is liked by x'" we
can not substitute tﬁc general terms 'no girl" or "“every boy", The only
way to study the logical relation between the two sentences is to translate

each into its logical equivalent by sequential elitnination of determiners
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and compare the results, When wé do this, we discox}er that we have
exhibited the very difference of meaning we instinctively felt in the
first place. In the following elimination process we symbolize the
passive formation of L (likes) by L (is liked by).

sl: nGLeB Ne girl is liked by every boy

82: &(xG Sa x'f.eE)

83: Ax(xG o~ (Ay(By D x\I:y)'))

- Ax(xG 5 (Ey(By. ~ x‘liy)))

sl: eBLnG Every boy likes no girl
s2: Ax(xB O xLnG)
83: Ax(xB D Ay(Gyo~xLy))

Ax(Ay(xB.yG O~ xLy))

A similar explanation (within a higher Vtder jogic) can be given
for the variation between: "Evetiyone in this room speaks two languages',
"Two languages are spoken by svarybody ‘in this room"™, In these, and
similar examples, we see evidence that the cvdev vi oc¢\irrence of inde-
finite singular terms or other qﬁantiﬂcational idioms in Englisﬁ sentences
has much the same significance as the order of operators in a sentence
of formal logic, and that the present left-to-right scan technique accur-

ately preserves this parallelism.
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Relative Pronouns and Dependent Clauses

The grammatical "power" of English II will now be advanced by

the incorporation of depéndent clauses introduced by the relative pro-
nouns “who", "whom",” and "which". These in turn, are then used to

make a further broadeniﬁg of the concept of term. As in earlier sec-

tions, the stipulations are given first, and then illustrated and discussed,

11. Ifw is a relative pronoun and F is a fragment whose demand

“consists just of PO. 1>/ then

wF _ . if Fis averb
wis F i Fis an adj is a relative clause.
wisaF ‘ifFi'sanoun

12, A If w is a relative pronoun and F is a fragmgnt whose
demand consists Just of p/s P Pc;. 1, then
pwi if p is not a null placer : 4
: o , , is a relative clause,
wF is p is a null placer
13, - IfR and S are relative clauses then
| R.S, RvS are relative c}auses.
14, Ifd is’avdeterminef; n aname, F a fr#ément of the noun category
whose demand is Just PO. 1/, aﬁd R a relative clause, then
| dPR, nR are terms

These stipulations may be iliustrated as follows: Sirx;xple applica=

tions of 11: '"which hurts", "who is present "', "who is a x:nusician".
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Simple applications of 12: '"over whom Napoleon triumphed. "
"which George bought'", 'to whom George gave a toy"
Simple applications of 13: “from which coffee 18 exported and to which
iron is imported", "which radios or from which a flare is fired",.
Simple applications of 14;: "every bill which is outatand'ing"
“no student who lacks avpass", “"George who is a musician"
More general relative clause: "To wﬁom George or Anne gave a toy
which buzzes or an instrumert which plonks or toots or who
was backstage"
More general term: every man or woman or child who was present or
to whom an invitation to every theater which participated was

sent"

It should be noted that the relative clause rules extend the term
concept but do not, independently, extend the fragment concept. They
do not, for example, admit a monadic fragment such as *civilian who

informed or soldier who deserted or official against whom a complaint

‘was filed." Such a combination would seem to be admitted by a rule

of the following form, acting together with the fragment combination

rule,

If F is a fragment with demand PO. 1, R a relative clause then

FR is a fragment with demand PO. 1.
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While such fragments occur in vEnglish, their analysis within
the present system ralses certain problems akin to the scope problems
within general terms discussed in Quine (1960a). The above rule, in

~any case, will not do, since while one application might produce the

permissible "civilian who informed", iterated application would produce,

e.g., "civilian who informed who informed who deserted against whom

too.aetCo" :

, PrepositiOnal Phrases I’I

Before leaving the syntax of relative clauses, it should be re-

marked that the familiar grammatzcal category of preposxtxonal phrases
|
|

consists largely, if not entirely, of relative clauses from w}uch the

|
relative pronoun has been dropped along with any copular setting with !
the placer, if any, ‘which had accompanied tl'fe relative pronoun removed |
to the end of the clause, |

f ' ~  Consider the example:; Every st 0plight between a school crossing

\ : :
‘ . intersection and a certain intersection near a department store is on

- auto-control. ™ The prepositional phrases are easily, if inelegantly,

[
tr‘ansformed into relative pronoun introduced relative clauses as follox;ve-
“Every stoplight which is between an intersection which is a school- i

|
crossing and a certain intersectmn which is near a department store 115
~on auto-control. "

Just as the grouping of the program is able to insert missing '

A {
groupers, so an additional branch could either convert prepositional
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phrases to dependent clauses or, working directly, subject them to the
analogous transformation.

The details must, however, be left for future investigation,

: d
Translational Principle for Relative Pronouns
- /.'

The principle underlying our translation technique for relative

. pronouns can be put informally as follows, When a relative pronoun

possibly preceded by a placer is encountered in a left to right sweep

during what we shall call the determiner elimination phase of the pro-

cessing, its immediate predecessor will be either a formula in which a

variable has just replaced a determiner by a preceding determiner elim-
ination or it will be a proper name., Following the relative pronoun there
will be a fragment whose demand (always a single placer) will already
have been computed. The relative pronoun is, then,: r'eplaced by the
preceding name or variable, This with the accompanying placer, if any,
is then shifted to the argument position indicated by ther demand of the
followipg‘ fragment (if it is a simple prédi'cate,. otherwis;. it, with the
fragment, form a new fragment with null demand 'to await a later dis-
tributional phase), This well-formed formula inserting tixe *both"
grouper and the "and'" connective,

Consider the sentence "every chiid to whom a toy is given is
happy" or eC to w aT is G is H.

The first determiner elimination step yields:

AxIxC to w aT is G D xH.
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Preceding the *'to W" is a formula jn which "x" has just replaced
the determiner "e'", The fragment ""a toy is given'' demands a 'to y"
completion. More exactly, its demand is TO/; with the dictionary re-

vealing that in the natural order "TO" is the third position marker, The

preceding x then replac‘es the w and the positional "o x'" is shifted to its

~ natural position, giving the well-formed formula

- a toy is given to x, or, aT is G to x. - b e e

Forming the conjunction, the sentence becomes

AxIBxC.aT is G to x 3 xH
Elimination of tht.e.determine;- a nowl yields
AxIBxC. EyBy'i‘. yisGtox D x_H“
i.e.,.for every x if both x child and for sdme y both y toy and y is giveﬁ
to x then x happy" | ﬂ i‘ |
- The ruies for eliminating relaittive pronouns can be given in “the
symbolism earlie_r employed to describe detérminer elimination:

M lepWSz W - M B‘zS]_.pzSZ W .

M zslez W - M B:aS:l.zSZ w
where both S1 and S2 are predicational transformations, as S

aione was in the determiner e limination rules.
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The Recognition-Translation Method

The task of constructing a mechanical recognition meihod for a
recursively defined set of strings is seldom easy (and may be impos-
sible: the class of first order theorems is recursively definable but

it is known that the problem of finding a first order decision method,

- i,e., a mechanical method for recognizing theorems, is recursively

unsolvable), For English II the problem is solved, but the method 're;
quires techniques and concepts not obvious from the recursive stipu=-
lations given.

The method used invol§es several major phases, most of them
involving 1terati0n'a or recursions of levels corresponding to the vari-
ous s'orts of nesting that may appear.in an English 1I sentence.

The first phase is simple enough. It translates the spelled input
into the SNOBOL code (theJ'!?iby checking that all the words encountered
belong to the logical vocab 1 ary or the temporary dictionary). The

SNOBOL code is needed not only for its brevity but for the syntactical
information that is packed into each code word, precedences, categories,
etc.

The second, or parse, phase analyzels the input string by an
aggregating process in which it
1. lumps terms together, giving each maximal string of téerms it en
counters an auxiliary symbol beginning with an "I" (fovr individual)

which it thereafter treats as a proper name, This is, of course, a
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recursive process since terms may contain general terms and depend-
éncies which may contain f\'u'ther.genleral termé, etc. Therefore, the
aﬁdliary I syrhbbla are coded according to a level system.

2, Ficks out at a given momentary level a ‘sequence of substriqgs which

we shall call fractions. - Each fraction consists of a single dictionary

predicate accoméanied by whatever arguments and groupers are not
separated fr;Jrri the predicate by connéétivea. Thus iﬁ

. A both gave B and sold C to D
"A both gave B" and “sold"C' to D' are fractions,

By cbnsulting the dictionary given ‘demands of the predicates in
e#ch fractyi}on and ;:omputinvg the demands of the ’fra‘ct»ions (di‘s.z.'egarding
imbgdded gx;oupers'), it identifies whiciz fractiOns can rr;erge_ with which
to forin fragments who’sei demands it computes in turn until 'the? stlzv'i'ng
under consideration can be regarded as a compound of minima}l length

null demand fragments called L atoms to each of which the parser ass_igné

an auxiliary symbol beginning with an L and numbered according to its

level and position,

. The rés’“ﬁlt éf tiz’is.pvhas“e is to exhibit the sentence as a Boolea.nv
combination of simple predications bﬁt With fhe "narr;es" and "predicates"
involved being auxiliary symbols actuallly representing e.g., compounded
vgeneral terms, fragments, etc. A temporary dictionafy is built up for
such auxiliary predicates, assigning them (computed) demands.

The third phase eliminates determiners and relative pronouns

- according to the general principles stated earlier, but working from the
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Vinmost and lowest level components outward. Copulas are tailored away
in the process.

The fourth is the distribution phase, Within each filled fragment
the individual "working names" are distributed to the components of the
fragment, until each simple predicate is finally the sole predicate in its
own filled fragment, The individual terms represented by the Working
names are now Boolean combinations of proper names and variébles..
The predicates are distributed over these compound individuals.

The fifth, or output phase, by minor trimmings and replécements

~ translates the transformed SNOBOL string into the format desired:
English I, pare'ntheais notation, ’Polish notation, or parentl;esis nota=

tion in which the elementary predications (atoms) are speiled out.
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CONCLUSION

In this final section we review the accomplishments of the project;
the insights gained, and the difficulties encountered, and comment on the:
theoretical and practical potential of logic-based, machine-irrxplemented |
analyses of natural grammar of the type here exemplified,

Speaking first in a ‘general way, we hé.ve shown by example that

syntact1cal ambxguity (in the sense of current hnguistzcs, i.e. . the well-‘j
formedness of a string car‘rbe eetabhshed by more than one sequence of ‘
formatibn‘ rule applications) need have little relation with semantic ambi-
guity for a machine, prqvided that its read-parse algorithm is equipped
with adequate resolution rules (er g;, of grouping, seope. dis'tribution,
etc.) This reises a serious question as to wﬁether formation rules alone 7‘,
provide an adequate explication of “grammar". It may be claimed that
such amb1guity-resolving parse algonthms step beyorxd syntax into seman-
tics, but actually they make.use only of syntactical information (if it be . °

’ granted that the association of numbers such as degree and precedence

with elements of vocabulary is not a semantical step.)

We have demonstrated to our own satisfectiOn that the embodirnexrt .
of parsing algorithrhs in a cemputer program is an almost indispensable |
heuristic procedure. Not only have program runs repeatedly revealed
subtle errors in algorithme which showed up only in examples too come-
plicated to have been analyzed by hand, but it has, on occaeions, .pro-

vided valuable positive suggestions as to possible simplifying paraphrases.
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One example concerned the ambiguity in the scope of a relative pronoun
following a compound expression. In the following two sentences, for .
example, the scope of "who' varies,

1. Any Ph D or applicant who has seven years experience is

eligible for the job.

2. Any instructor or professor who has taught seven years is

. | eligible for a sabatical.

In the‘ first, '"who" refers only to the applicant; ip the second,
"who'' distributes to both instructor and professor. In accord with the
policy of selégting only one out of several competing rules for English
1I, we chose the first sentence as our paradigm, but then had difficulty
in finding an economical paraphrase for the idea expre#sed in the second.
Latexl, a slight change in the program for another reason had the unine
tended effect of reversing our decision on this point, and an example
.involving compound general terms provided us with a possible paraphrase

Vfor the _{iis_g sentence, i.e,,
| Any PhD a;xd any applicant who has seven years experience is
eligible for the job.

This is not graceful English, but it is understandable, not cum-
bersome, and translates to the correct logical formulation, and thus
serves our approximative purpose for the present stage of modelling,

At other times, we have been led to more deliberate heuristic
use of the program, e.g., when the grammar becomes too complex to

permit examination of all consequences of a new change. This was

“17=




- imbedded in dependent clauses, etc.

particularly the case in testing rules governing negation, since in 'English
I negatioﬁ appears in many contexts, negatéd_ names, negated predicates,
negated general terms, negated condpou_nds, negated fragments, negations

Speaking more particulavrly, we have explo_red thg natural ianguage
correlates of the logical ééﬂ cepts of degree, grouping: quantification,
scope. . We have embodied and coordinated in a single machine-parse sys-
tem, several iongstaﬁding suggestions of logicians: |

(1) That the lbgical céncept of predicate degree offers é. basis for
a'unified pnderstanding of the role of cases, and prepositions, the transi-
,tive-intraﬁsitive distinction,kr ‘the active-passive 4re1ationship, and related
phenomena (especially stressed by Reichenbach); N

(2) That words like Mif", “either", "both", act like truth~functional
groupers (most recently remarked on by Quine); |

(3) That "any P'" behaves logically like an unquantified variable

(4) That pronouns perform, to some extent, thg function of vari-
ables in légic. - |

In folléwing the first line of suggéstions (concerning degree), we
have been led to the concept of placer as a basic grammatical fu;lction
category as yet little recognized by grammariaﬁs. The phrase ''gram-
matical functioh category' may be understood, for present purposes,

by reference to familiar remarks of grammarians such as that in such-

and-such a context a certain phrase functions adverbially, With the
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placer concept, we may say that prepositions often fuaction as placers
(as do words belonging to other traditional categories: the "and" of
'fbetween x and y") but that they also may function as independent'dyadic.:
prédicate adjecﬁves (" is in y").

We have amplified the second line of suggestions with our grouper-
avoiding systerr; of precedences, extender by our conjecture that ther
grouping effect of such phrasé as "and furthermore' may be modzlled
by a system of multiple precedences,

The third line of suggestions, concerning "any", has been ampli-
fied so as to make variations of quantifier _S_ECLI_D_;‘_ a primary consideration
in the analysis of natural language, Thus the effect of "some", in the
sense of "some certain", is attained with our long-scope rule.

Indeed, the very idea of (ranslating general terms into expression

involving quantifiers and variables raises the question of the order of

quantification, in a way little suggested by traditional grammar itself,
Our sc;:pe rules, tczether with our rule for quantifying according
to the left-to-right order in which general terms are encountered, have
enabled us to demonstrate a unified algorithm which automatically and
correctly interprets (1) the "puzzling" variation in the meaning of "any",
depending on context, and (2) the "pu_zzling'v' variatioﬁ in meaning when
the active-passive transformation is carried out with general terms
instead of names (as in the "No girl is liked by every boy'-"Every boy

likes no girl" example).
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The fourth area of nuggéstion (concerning pronouns and variable
has been entered only to the extent of incorporating the relative pronour
"who", “"whom?", and "which", thus per'mitting the formation of (indeﬁnf

itely nested) dependent clauses. What Quine has called the ''cross-

referencing" function of variables is exemplified here to the extent that

_ a relative pronoun triggers pick-up of a variable alreédy generated by

- a preceding general term,

Other relative prdnouns, such as "When", Mwhere'" can be handl:
similarly in sixhple extensions :of English II in wlﬁch time and place var
ables are admittéd along‘ with time-dépendent predicates. In present |
English II, they can be paraphrased by "time which", "place which",
etc. | | |

Indeﬁnite pronouns, such as,"sc‘ame-thing". Yeverybody", etc.
can be included by an eitra step in fhe scan Pfoc;sé which would divideb

such words, making them into general terms, e.g., '"'some thing",

Yevery body",v etc,, where, of course, "th.ivng", "body'", etc., would

be included as monadic predicates in the dictionary. Since this method

produces redundant clauses, however, a more direct method should be

" used.

The successful handling of relative pronouns places us not too

far from being able to accept and analyze a large class of prepositional

phrases, namely, those which can be regarded as formed by dropping a
relative pronoun and i{ts setting, as in '"the boy (who was) by the window"'
Analyzing such forms is, of course, a restoration process, and hence m

not be trivial,
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It must be admitted, however, that since (third person) personal
pronouns are not included in English 1I, it has less expressive power
than English I (and the predicate calculus), That is, there are formulas
of logic which have no English I paraphrase, e.g., (AxAy(Rxy D Sxy).
The exact class of formulas which English II can péréphrane has not yet
been exactly éhar;cteriz;d. It is obviously not limited to the monadic
calculus since De Morgan's relational "horse's head' argument ‘can be

expressed in it. This sort of program, which may be called that of the

articulateness of a given language is little investigated by linguists,
apparently because they are committed to the view that any natural lan-
guage can express any thought. In this, however, they seem not to be
considering a synchronic or '"snapshot' account of a given language,
but r;ther to be reflecting on the capacity of native speakers to stretch
their linguistic resources as needed.

A characterization of the articulateness of English II has not
beén attempted since its articulaténess may be easily increased in many
ways (e.g., by permitting it to include Englisﬁ I as a sublanguage). Steps

toward including personal pronouns have been taken but will not be describ-

ed here.

Besides the four areas of logical suggestion, there have been devel-
opments of more purely ;yntactical interest, Our grammar has been based
on the observation, already tacitly made by Lewis Carroll in having Alice
commended for her eyesighf in being able to see nobody on the road, that

general terms act syntactically like proper names (perhaps because of a
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historically natural syntactical inertia)., This treatment of general terms

proved to shed tonsiderable light on the variation in the meaning of "is",

as between ide tity and predication, and upon some long puzzling termin-

ology in traditional syllogistic, concerning "distributed terms'’, The am-

‘biguity in "is" did, however, prevent the inclusion in English II of certain

factored expressions occurring in normal English in which general terms '

and predicates re mixed together,

In const ucting the eystem, we were forced to the recognition of
natural lyntacti'c units, the fragments. not heretofore recognized, and to
develop a calcu]\is of demand computation to account for the ways in which
they can be combined and analyzed. 'I’he concept of demand and its cal=

culus, applied here only to English II, may prove a valuable paradigm

for the analyms of a broad class of natural and artificial grammars.

(The system ha.s a certain resembla.nce to cancellation grammars of the

1
Ajdukiewicz, Lambek, Bar-Hillel-Gaifman typea, but it is more closely
tied to the logical import ‘'of the expressions analyzed.)
- In order to carry out the computation of demands in a way requir-

ing no backtracking, a further grammatical unit was rec0gnized: the

apparent frag ent, tOgether with a techmque for grouping these together

| ,
into minimal dijtribution units (the L-atoms) This technique also should

be of value for parsing systems of this sort,

The demfand concept may also be easily extended to embrace sort

|

distinctions, e.g., permitting "John admires courage" but r\iling out

"Courage admires John",  Such a system was developed for English II
b
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but not incorporated in the actual program since rejection of such categorial
. errors did not, at this stage, seem an important enough objective to justify
the additional storage space and machine time required.
F:or theoretical linguistics, then, we hope to have made a respect-
~ able case for the existence of a promising field of investigation: the logic
of natura’i grammar, and to have provided by example some worthwhile
methodological i)rinciples and procedures, emphasizing the role of the
computer and the value of logical notation as a consistent, broadly arti-
culate, indeeci almost inevitable, form of deep-structure representation,
The practical significance of logic-based, English-like lax;guages
wili, we feel sure, ultimately be great--in law, in computer-assisted

teaching and research, and in information retrieval. Its nearer term

importance depends on factors hard to predict: the progress of machine

inference techniqués, the progress of computer software and hardware

technology, and the progress of logic itself,
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PRINTOUT APPENDIX




DICTIONARY
DICTIONARY

ISAGGGE = v}
SINGAPORE = Y2

DICTIONARY
. DICTIONARY
DICTIONARY

TOBU = Y3
ARNQLD s Y4
BETTY = Y$§

DICTIONARY
DICTIONARY
DICTIONARY

CHARTES = Y6
DOYALD = Y7
ESTELLE = Y8

OICTIUNARY
DICTIONARY
DICTIONARY

FRANK = Y9
GENRGE = Y10
FIDO = Y1l

OICTIONARY
OICTIONARY
DICTIONARY

ROVER = V12
COFFEE = Y13
BEANS = Y14

DICTIONARY
DICTIONARY
DICTIONARY

FINCAND "= V15
BRAZIL = Yl1&
GEURGE = Y17

DILTIONARY
DICTIONARY
DICTIONARY

JONES = Y18
THEPARTY = Y19
ARENAA = Y20

DICTTONARY
DICTIONARY

KARL = vel
JOHN = Y22




__ DICTIONARY

_DICTIONARY

DICTIONARY

DICTIONARY

DICTIONARY

L oICTIONARY

DICTINNARY
. DICTIONARY
DICTIONARY
DICTIONARY
OICTIONARY
DICT IONARY
DICTIONARY
_orcvrgnaav'
. DICTIONARY
DICTIONARY
= DICTIONARY
n_x_cnoﬁny

__DICTIONARY

DICTIONARY

PREDICATE
PLACER

PREDICATE
PLACER

PREOICATE

PLACER

PREDICATE
PLACER

PREDICATE
PLACER

PREDICATE
PLACFR

PREDICATE
PLACER

PREDICATE
PLACER

PREDICATE
PLACER

PREDICATE
PLACER

PRENDICATE
PLACER

PREDICATE
PLACER

PREDICATE
PLACER

PREDICATE
PLACER

. PREDICATE

PLACER

PREDICATE
PLACER

- PREDICATE

PLACER

PREDICATE
PLACER

PREDICATE
PLACER

PRENICATE
PLACER

,./-/)
Tttt o -~

AGENT = Hl4.

SEY Pl.Hl4, - 12/00.1/¢
REPRESENTATIVE =  H15.

SET PI.M1S, - 22 /%0, 1791.5/¢,
LIES . = Hl&,

SET Pl.H16., = 2//90.1/P1.6/¢
IREGION = HIT.

SET Pl.Hl?. ] §7,96.17%
READS = W18,

SET Pl.H18. . 2//P0.1/P0.2/¢
CONTACT a  Mle, _

SET Pl.HLl9. & T 2r7PG.17P0.27
NATION = M20.

SET PI.H20, = 17700.1/#
KSHTPMENT = M2t.

SET Pl.M21. i 17/50.1/%
CONTACYS s W22,

SET PL.H22, . 2/7p0.1700,2/+
SENT = H23. ’

SF? ’l."?gt = 3//'”.1”r.1/’l.3"
ORIGINATES = H2s.

SET Pl.H24. » 2//P0.1/P1.6/¢
ALERTS = M2S.

SET Pl.H2S. a7 2T7P0.T/P0 2/
MSTATION = MH28.

SET Pl.H26. . 17/P0.1/+
CONTROLS = H2T.

SEY Plo"?’o - 2"’”:“"‘0.2’.
FLIGHT = H2A.

SET PI.HZB. - l’,’nol,.
PART = H29,

SET PLI.M29. LI 27/P0.T/P1.5/9
CARBONATOM - » - M3, o = e =

SET Pl.M30, s 17700.1/»
SINGLYRONDED s  M31.

SET PI.H3L. a 277°0.1/7PT.3/¢
MMOLECULE - W32, '

SEV PI.HI2. . 17/P0.1/%
HYDROXYL * W3,

SET PLI.HAYI, -

[7/90.17%

it ey o




" DICTIONARY PREDICATE  RING = M3,
- PLACER SET PI.H34. = 1/7P0.1/¢
DICT 10NARY PREDICATE  MAGNESIUMATOM = M35,
PLACER SET 'Ol .H35. = 1//P0.174
’ . OICTIONARY PREDICATE  LAUGHS = H3b.
~ e T — ’ - T U PLACER SET Pll.H3b. = 17/7P0.1/%
- BICT IONARY PREDICATE  PLAYS = H37.
. PLACER SET PI.H37. = 1//790.1/7%
DICT IGNARY PREDICATE  SINGS =  H38.
PLACER SET PI.H38. = 1//P0.17%
DICT IONARY PREDICATE  PUSHES = H39,
PLACER SET Pl1.H3S. = 2//90.1/7P0.2/%
DICT IONARY PREDICATE  HITS = H4O.
PLACER SET PI.H40. = 2/7P0.1/90,2/%
OICT IUNARY PREDICATE  GIVES = H4l.
" PLACER SET Pl.H4l. 2 3//P0.1/P0.2/P1.3/4%
DICTIUNARY PRENICATE  SELLS = He2, '
PLACER SFT Pl.HA2. = 3//P0.1/P0.2/P1.37%
DICT IONARY PREDICATE  WAVES = H43, - '
PLACER SET PI.H43. * 2//P0.1/°1.3/%
DICT IGNARY PREDICATE  SIGNALS 2 H44.
______PLACER SET Pl.H44. = 2//P0,1/P1.3/%
DICTIONARY PREDICATE  RECEIVES = H4S,
- PLACER SET PI.H45. = 3//P0.1/7P0.2/P1.27%
CICT [ONARY PREDICATE  TAKES = H4b. :
SET Pl.H36. 2 Pl.3/+

B

PLACER

4//P3.1/P0.2/P1.2/7




1. POSITIVE UNIVERSAL

NPUt IN ENGLISH TT —°—— 7T
EVERY MAN [S MORTAL .

INPUT IN SNOBCL
Ol HSl. Mlol M52,

SHE TRANSFORMED SENTENCE

IN ENGLISH I
FOR EVERY Z1 IF Z1 MAN TREN 21 MURTAL

IN PARENTHESIS NGTATION WiTh ATCM DISPLAY
A ZL ( 21 WAN &8 2T MORTAL §°

IN PAREATHESIS NGTATION

IN PCLISH NOTATION
A 21 1 21 nSl. 21 KS2.

2. NEGATIVE UNIVERSAL (SUPPRESS SNOBCL CODE}

INPUT IN ENGLIESH (I
NO ELECTRON CECAYS .

THE TRANSFORMED SENTENCE

IN ENGLISH 1
FOR EVERY Z1 IF 11 ELECTRCN THEN NOT Il DECAYS

IN PARENTHESIS NUTATION wWiTrn ATCM OISPLAY
A 21 ¢ 21 ELECTRON =# N 21 DECAYS )

IN PARENTHESIS NOTATIUN
A ZL ¢ H28. 21 =% N H19. 21)

IN POLISH NOTATION
A ZL 1 21 H26. N 21 H19.




v

3, POSITIVE EXISTENTIAL

i ot o o i

SOME PRIME (S EVEN «
THE TRANSFDRHED SENTENCE

IN ENGLISH 1
" FOR SORE 2T BOTH ZI PRINE AND I1 EVEN

IN PARENTHESIS NOTATION WITH ATOM DISPLAY
€ 21 (_I1 PRINE o Z1 EVEN )

IN PARENTHESIS NOTATION -
E 21 TH8U0. T « H30. I1 ¥

IN PCLISH NOTATION
§$ 21 8 21 1a0. 21 H30.

a. NEGAIIVE‘EXISTENTIAL
INPUT IN ENGTTSH T -

SOME SENTENCE IS NOT OECIDABLE .
THE TRANSFORMED SENTENCE

IN ENGLISH 1
- FCR SOME 21 BOTH II SENTENCE AHD NOT 21 DECIDABLE

IN PARENTHESIS NOTATION WITH ATOM DISPLAY
E 21 ( Z1 SENTENCE . N 21 DECIDABLE )

IN PARENTHES1S NGTATION
€ I1 ( AT0. 21 . NH20. 21 }

IN POLISH NOTATION
S Z1 8.21 H7G. N Z1 H20.
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COMPARISON OF DETERMINERS {SUPPRESS POLISH AND PAREN,)

5. EVERY -

.\ = m——— B .-

INPUT IN ENGLISH LI
IF EVERY GUEST DECLINES THEN THEPARTY FA§LS .

- THE TRANSFORMED SENTENCE

- IN ERGLISF T = - '
. IF FOR EVERY I1 IF 21 GUEST THEN Z1 DECLINES THEN THEPARTY FAILS

IN PARENTHESIS NOTATION WITH ATCM DISPLAY
C A 21 ¢ 21 GUEST =# 2] DECLINES ) =® THEPARTY FAILS )}

| —————— e v —

6. ANY =

INPUT IN ENGLISH 1
IF ANY GUEST 'DECLINES THER THEPARTY FAILS .

THE TRANSFORMED SENTENCE

IN ENGLISH
FUR EVERY 21 IF I} GUEST THEN IF Z1 CECLINES THEN THEPARTY FAILS

IN PARENTHESIS NCTATION WITH ATOM OISPLAY
A 21 ( Z1 GUEST =& { IL DECLINES =& THEPARTY FAILS ))

. ———




PR T N

= T TTIRPUT TR ENGLTSH T~

'. A -

{IN THE OIRECT OBJECT)

EVERY FRIEND OF A BOOKIE IS A FRIEND OF A GANGSYER .
THE TRANSFORMED SEATENCE

IN ENGLISH I
FOR EVERY 21 TF FUR SONME ZZ BOTH 22 BOOKIE AND 21 FRIEND OF I2 THEN FOR SOME 23 BOTH

23 GANGSTER AND {1 FRIEND QF 23

IN PARENTHESIS NOTATION WITH ATOM DISPLAY ‘
A Zl ( B Z2 | 22 BOOKIE . Z1 FRIEND OF 22 ) =¢ E 23 { 13 GANGSTER . Z1 FRIEND OF 23 )

PR . - et o

(IN THE OIRECT OBJECT)

e ——

3. SOME -

IRPUT IN ENGLISH 1T -
~EVERY FRIEND OF A BOOKIE 1S A FRIEND OF SOME GANGSTER .

THE TRANSFORMED SEMNTENCE

IN ENGLISH T :
FOR SOME 23 BOTH Z3 GANGSTER AND FOR EVERY Z1 IF FOR SOME 22 BOTH Z2 BOOKIE AND 21 FR |
LEND OF 22 THEN Z1 FRIEND OF 23 :

IN PARENTHESIS NOTATION WITH ATOM DISPLAY
€ 23 1 13 GANGSTER o A Z1 ( € 22 22 BOOKIE . Z1 FRIEND OF 22 ) =% Z1 FRIEND OF Z3 )
) ' ,
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9A. THO CASES WITH EVERY AND ANY EQUIVALENT.

INPUT IN ENGLTSF 11
JOHN READS EVERY BESTSELLER .

THE TRANSFORMED SENTENCE

IN ENGLISH 1
FOR EVERY TT TF Z1 BESTSELLER THEN JOWN READS 21

IN PARENTHESIS NOTATION wiITH ATGM DISPLAY
A 21 U 21 BESTSELLER =+ JCHN READS 21 )

98, TwC CASES WITH EVERY AND ANY EGUIVALENT.

INPUT IN ENGLISH 11
JOHN READS ANY BESTSELLER .

THE TRANSFCRMED SENTENCE

In ENCLISH 1
FOR EVERY 21 IF 21 BESTSELLER THEN JOHN READS 21

IN PARENTHESLS NOTATION wITH ATOM DISPLAY
A 21 | 2] BESTSELLER =+ JCHN REACS 21 )




. e

]OA. TWO CASES WITH EVERY AND AAY NOT ECUIVALENT.

e /mut IN ENGTTSH TT "™ - o

.JOHMN DOES NOT READ EVERY BES?SELLER .
THE TRANSFORMED SENTENCE

Ih ENGLISH I
NO? FOR EVERV'TI TF 21 BESTSELLER THEN JOHN READS 21

IN PARENTHESIS NOTATION WITH ATOM DISPLAY
N A 21 t 21 BESTSELLER =% JOHN READS 21 )

108. ThO CASES WITH EVERY AND ANY NOT EGU(VILENT.

INPUT IN ENGLISH I
JOHN DOES NOY READ ANY BESTSELLER «

THE fﬂ‘NSFORHEDVSENTENCE

o m———

IN ENGLISH I~
FOR EVERY Z1 IF 11 BESTSELLER THEN NOT JOHN READS 21

IN PARENTHESIS NOTATION WITH ATOM DISPLAY
A ZL { Z1 BESTSELLER =% N JOHN READS Z1 )

- et e oo

e
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11A SGME AND A WHEN NOT EQUIVALENT.

INPUT IN ENGLISH 11
JOHN DOES NOT REAO A BESTSELLER o

°TT "TTT T VRE YWARSFORNED SERTEN B

IN ENGLISH | .
NOT FOR SOME 21 BOTH 21 BESTSELLER AND JOHN READS 11

IN PARENTHESIS NOTATION wiITH ATOM OISPLAY
' R E Z1 § Z1 WESTSELLER . JOMN READS 21 )

118 SCME AND A WHEN NOT EGUIVALENT. l

INPUT IN ENGLISH 11
JOHN DOES NOT READ SOME BESTSELLER

THE THRANSFORMED SENTENCE

N ENGLISH T~ °
FGR SOME Il BOTH 21 BESTSELLER AND NOT JOWN READS I1

IN PARENTHESES NOTATION WITH ATCM DISPLAY
E 21 { Z1 BESTSELLER o N JOHN REACS I1 )

12. THE SHORT SCOPE DETERMINER NO.

INPUT IN ENGLISH I
JOHN READS NU BESTSELLER .

THE TRANSFORMED SENTENCE

N ENGLISH I
FOR EVERY Z1 IF Il BESTSELLER THEN NOT JUMN READS 21

IN PARENTHESIS NOUATION WITH ATOM DISPLAY
A 21 (21 BESTSELLER =¢ N JOHN READS 11 )
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THMREE EXAN’LES OF RELATIVE PRONGCUNS.

I POl EXAMPLE 1.

-

. m———— e 4

INPUT IN ENGL(S” ‘11
EVERY PRIHE WHICH IS 00D 1S GREATER THAN TWO »

THE TRANSFORMED SENTENCE

- P |

' IN EMGLISH 1
o ——FOR EVERY 21 IF BOTH ll 000 AND Zi PRIME THEN 21 GREATER THAN THO .

IN PARENTHESIS NOTAVION wITH ATCM DISPLAY
A Z1 (1 I1 QDD +c 21 PRIME ) =# lyL?REATER THAN TwO )

- p———— .

14, EXAMPLE 2,

INPUT IN ENGLISH 11
EVERY CHILD TO WHOM GEORGE GIVES A TOY NHlCH BUZLZES IS HAPPY .

I
I
|
R THE TRANSFORMED SENTENCE :
IN ENGLISH I {
FOR EVERY 21 IF BOTH FOR SOHE 22 ‘30TH BOTH 22 BUZZ AND 12 TOY AND: GEORGE GIVES L

Z1 AND 21 CHILD OF Z1 THEN Z) HAP?W

___ IN PARENTHESIS NOTATION WITH ATOM DISPLAY ' . . :
T Al L EITXV IT BUZZ T2 VOY ¥ . GEORGE GIVES 22 TO 21 ) . 21 CHILD QF 21 ) ¢

HAPPY )




1%. EXANPLE 3.

INPLT IN ENGLISH 11
A WRITER THAM WHOM NO SAGE WAS WISER WROTE ISAGOGE .
THE TRANSFORNEU SENTERCE

IN ENGLISH 1
FOR SOME Z1 BOTH BOTH FOR EVERY Z2 IF 22 SAGE THEN NOT 22 WISER THAN 21 AND Z1 WRETER
AND 21 WRITES ISAGOGE

“ IN PARENTHESIS

NUTATTON WITH ATUN UTSPLAY
E 21 (1 A 22 ( 22 SAGE =% N 12 WISER THAN 21 ) o Z1 WRITER ) ., 21 WRITES ISAGOGE )

o ———— .

- e - Lo —— ——— . .

m— PO .
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COMPGUND FORMS -~

16. CONPOUND SUBJECT.

INPUT IN ENGLISH &I
GEORGE OR DONALD PLAYS .o

TTYHE TRANSFORMED SENTENCE
IN ENGLISH T '
EITHER GEORGE PLAYS OR DONALD PLAYS

IN PARENTHESIS NOTATIUN WITH ATOR DUSPLAY
{ GEORGE PLAYS V DONALD PLAYS ) -

- . cm— o - -

17. CCMPOUND DIRECT OBJECT.

INPUT IN ENGLISH 11
ARNOLD PUSHES BETTY OR CHARLES «

e
THE TRANSFORMED SENTENCE -

IN ENGLISH 1
EITHER ARNOLD PUSHES BETTY UR ARNCLD PUSHES CHARLES

TN PARENTHESIS RUTATIUOR WITH ATUR DISPLAY
€ ARNOLO PUSHES BETTY V ARNOLD PUSHES CHARLES )




18. COMPCUND INOIRECT OBJECT.

ENPUT IN ENGLTSHIT = — T
BETTY GIVES ROVER TO CHARLES OR OCNALD .

THE TRANSFORMED SENTENCE

IN ENGLISH |
EITHER BETTY GIVES WOVEN TU CHARLES OR BETTY GIVES ROVER TO DONALD

iN PARENTHESIS NOTATION NITH ATCM OISPLAY
§ BETTY GIVES ROVER TO CHARLES Vv BETTY GIVES ROVER TG DONALD '

19. CCMPOUND FRAGMENT

INPUT 3N ENGLISH 11
DONALD GIVES ROVER 4 OR GEORGE GIVES FIDO TO ESTELLE .

THE TRANSFORMED SENTENCE

IN ENGLISH I S SO
EITHER DONALD GIVES ROVER TO ESTELLE OR GEORGE GIVES FIDO TO ESTELLE

"IN PARENTHESIS NOTATION wITH ATOM DISPLAY

{ DONALD GIVES ROVER TO ESTELLE V GECORGE GIVES FIDO TO ESTELLE )
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20.

ABBREVIATING POWER OF FACTORING

INPUT IN ENGLISH I

IN

ARNOLD OR BETTY OR CHARLES GIVES OR SELLS FIDG AND ROVER TO DONALD OR ESTELLE OR FRAN
K . i

- ————— © e 4 e 1

t

THE TRANSFORMED SENTENCE

ENGLISH I
EITHER EITHER BUTH EITHER ARNOLD GIVES FIDO TO DONALO OR EITHER ARNOLD GIVES FIDO YO

ESTELLE OR ARNOLD GIVES FIDU TO FRANK AND EITHER ARNOLD GIVES ROVER TO DONALD OR EITH
ER ARNOLD GIVES ROVER TO ESTELLE CR ARNOLD GIVES ROVER YO FRANK OR EITHER BOTH EITHER
BETTY GIVES FIDO TO DONALD OR EITHER BETTY GIVES FIDO TO ESTELLE OR BETTY GIVES FIDO
TO FRANK AND EITHER BETTY GIVES ROVER TO DONALD OR EITHER BETTY GIVES ROVER TO ESTEL
LE OR BETTY GIVES ROVER TO FRANK OR 8OTH EITHER CHARLES GIVES FIDO TO DONALD OR EITHE
R CHARLES GIVES FIDU TO ESTELLE OR CHARLES GIVES FIDO TO FRANK AND EITHER CHARLES GIV

- ES ROVER TU DONALD OR EITHER CHARLES GIVES ROVER TO ESTELLE OR CHARLES GIVES ROVER TO

FRANK OR EITHER BUTH EITHER ARNOLD SELLS FI100 TO DONALO OR EITHER ARNULD SELLS FIDO
TC ESTELLE OR ARNOLD SELLS FIDO TO FRANK AND EITHER ARNOLD SELLS ROVER TO DONALD OR E
ITHER ARNOLD SELLS ROVER TU ESTELLE OR ARNOULD SELLS ROVER TQO FRANK OR EITHER BOTH EIT

" HER BETTY SELLS FIOO TO DONALD OR EITHER BETTY SELLS FIDO TO ESTELLE OR BETTY SELLS F

§DO TO FRANK AND EITHER BETTY SELLS ROVER TO DONALD OR EITHER BETTY SELLS ROVER TO €S
VELLE OR BETTY SELLS ROVER Tu FRANK OR 80TH EITHER CHARLES SELLS FIDO TO OONALD OR £}

THER CHARLES SELLSFIOU VYO ESTELLE TR CHARLES SELLS FID0 TO FRANK AND EITHER CHARLES
SELLS ROVER TO DONALD OR EITHER CHARLES SELLS ROVER TO ESTELLE OR CHARLES SELLS ROVER
TD FRANK

PARENTHESIS NOTATION WITH AtOH DISPLAY ' !
€4{({ ARNOLD GIVES FIDO TO LUNALD V ( ARNOLD GIVES FIODU TO ESTELLE V ARNOLD GIVES FI100
TO FRANK )}) o { ARNDLD GIVES ROVER TO DONALD V { ARNOLD GIVES ROVER TO ESTELLE ¥ ARN
OLO GIVES ROVER TO FRANK J3)) Vv ((( BETTY GIVES FIDO TU DONALD V ( BETTY GIVES FIDO TO
ESTELLE V BETTY GIVES FIDO TO FRANK )) o ( BETTY GIVES ROVER TO DONALD Vv { BETTY GIV
ES ROVER TO ESTELLE V BETTY GIVES ROVER TO FRANK ))) V (f CHARLES GIVES FIDO TO DONAL
O VvV { CHARLES GIVES FID0 TO ESTELLE V CHARLES GIVES FIDO TO FRANK )} o { CHARLES GIVE
S ROVER TO DONALD V ( CHARLES GIVES ROVER TO ESTELLE V CHARLES GIVES ROVER TO FRANK )
3))) v (Ll ARNULD SECLS FIOT TU DUNALO Vv ( ARNOLD SELLS FIDO TO ESTELLE V ARNOLD SELL
S FIDO TO FRANK )) « ( ARNOLD SELLS ROVER TO DONALD V ( ARNOLD SELLS ROVER TO ESTELLE
V ARNULO SELLS ROVER TO FRANK )1} v ((( BETTY SELLS FIDO TO OONALD V { BETTY SELLS F
IDU TO ESTELLE Vv BETTY SELLS FIDO TO FRANK )) o ( BETTY SELLS ROVER TO DONALD V ( BET
TY SELLS RGVER TO ESTELLE v BETTY SELLS ROVER TO FRANK ))) V (( CHARLES SELLS FIDO YO
DONALD Vv { CHARLES SELLS FID0 VO ESTELLE V CHARLES SELLS FIDO TO FRANK 3) o { CHARLE

'S SEL%S ROVER TO UUNALDO V U CRARLES SELLS ROVER 1O ESTELLE v CHARLES SELLS ROVER TQ F
_RANC DIVIMY e _ o T T
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21. SECOND ABBREVIATING EXANPLE.

INPUT IN ENGLISH T8
IF ARNOLO AND BETTY AND CHARLES GIVE OR SELL ROVER OR FIDO TO FRANK OR GEORGE o THEN
FRANK OR GEORGE SIGNALS OR WAVES TU DONALD OR ESTELLE .

THE TRANSFORMED SENTENCE

IN ENGLISH 1

IF EITHER BOTH EITHER EITHMER ARNOLO GIVES ROVER TO FRANK OR ARNOLO GIVES ROVER YO GtO
RGE OR EITHER ARNOLO GIVES FIDD TO FRANK OR ARNOLD GIVES F100 YO GEORGE AND BOTH EITH
ER EITHER BETTY GIVES ROVER TU FRANK OR BETTY GIVES ROVER TO GEORGE OR EIVMER BETTY G
IVES FIDO 70 FRANK OR BETTY GIVES FIOU TO GEORGE AND ERTHER EITHER CHARLES GIVES ROVE
R TO FRANK OR CHARLES GIVES ROVER TO GEORGE OR EITHER CHARLES GIVES FIDO TO FRANK OR

CHARLES GIVES FIDO TO GEURGE OR BOTHM EITHER EITHER ARNOLO SELLS ROVER TO FRANK (R ARN
OLD SELLS RUVER TO GEORGE OR ELTHEN ARNOULD SELLS FIDO TO FRANK OR ARNOLD SELLS FI0O T
O GEORGE AND BOTH EITHER EITHMER BETTY SELLS ROVER TO FRANK OR BETTY SELLS ROVER TN GE
ORGE OR EITHER BETTY SELLS FTUU TU FRARK OR BETTY SELLS FIDO TO GEORGE AND ELTHER EIT
HER CMARLES SELLS ROVER TO FRANK GR CMARLES SELLS ROVER TQ GEORGE OR EITHER CHARLES §
ELLS FIDO TU FRANK OR CHARLES SELLS FLDO TO GEORGE THEN EITHER EITHER EITHER FRANK S|
GNALS TO OONALD CR FRANK SIGNALS TO ESTELLE OR EITHER GEURGE SIGNALS TO DONALD OR GEO
RGE SIGNALS TO ESTELLE OR EITHER EITHER FRANK WAVES TG DONALD OR FRANK unves 70 ESTEL
LE CR EITHER GECRGE WAVES TO DONALD OR GEQRGE WAVES TO ESTELLE

IN PARENTHESIS NOTATION WITH ATOM OESPLAY
CCLLE ARNOLD GIVES ROVER TO FRANK ¥ ARNOLD GIVES ROVER TO GEORGE ) V { ARNOLD GIVES F
100 TU FAANK V ARNOLD GIVES FIUO YO GEORGE ) o ({( BETTY GIVES ROVER TO FRANK V BETT
Y GIVES ROVER TO GEORGE ) v ( BETTY GIVES FIDO TO FRANK V BETTY GIVES FIDO YO GEORGE
1) o 40 CHARLES GIVES RUVER TU FRANK V CHARLES GIVES ROVER TO GEQRGE ) VvV { CHARLES GI
VES FIVO 1O FRANK V CHARLES GIVES FIDO TO GEORGE )))) Vv ({( ARNOLO SELLS ROVER TO FRA
NK V ARNOLD SELLS ROVER YO GEORGE ) Vv ( ARNOLD SELLS FIDO TO FRANK V ARNOLD SELLS FID
0 TO GEURGE ) - ({1 BETTY SELLS ROVER TO FRANK V BETTY SELLS ROVER TO GEORGE ) V { B
ETTY SELLS FIDO TU FRANK . v BETTY SELLS FIDO TO GEORGE )) o (! CHARLES SELLS ROVER TU
FRANK V CHARLES SELLS ROVER TO GEORGE ) v ( CHARLES SELLS FIDO TO FRANK V CHARLES SEL
LS F100 TO GEURGE J)))) =& (C{ FRANK SIGNALS TO OONALD V FRANK SIGNALS TO ESTELLE ) V
t GEORGE SIGNALS TO DUONALO V GEORGE SIGNALS TO ESTELLE 3) V (( FRANK WAVES TO DONALD
¥ FRANK WAVES TO ESTVELLE ) v { GEORGE WAVES TO OONALD vV GEORGE WAVES TU ESTELLE 1))}
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25, DETERMINER, SIMPLE PREDICATE, RELATIVE CLAUSE.

INPUT IN ENGLISH I
EVERY MAN OR EVERY FUNAN WHO KPPLTES RECEIVES A CUUPON FROM JONES .

THE TRANSFORMED SEMTENCE

IN ENGLISH |
FOR EVERY 21 IF ZL MAN THEN FOR EVERY 22 IF BOTH Z2 APPLIES AND 12 WOMAM THEN FUR SOM
€ 23 BOTH 23 COUPON AND ETTAER II RECEIVES 23 FROM JUNES OR 22 RECEIVES I3 FROM JONES

IN PAItNYHESIS NOTATIGN WITH ATOM DISPLAY
A 2L ( ZL MAN =% A 22 (( I2 APPLIES o 22 WOMAN ) =8 E 23 ( £3 COUPON . ( 21 RECEIVES
23 FROM JONES v 12 RECEIVES 23 FRCM JONES N 1)

26. DETERMINERs CCOMPUUND FRAGMENT, RELATIVE CLAUSE.

INPLT IN ENGLISH I3
EVERY MAN OR WOMAN WHO APPLIES RECEIVES A COUPON FROUM JONES .

THE TRANSFORMED SENTENCE

IN ENGLEISH 1
FOR EVERY Z1 IF BOTH 21 APPLIES AND EITHER 21 MAN OR 2z WOMAN THEN FOR SOME 22 BOTH
2 COUPON AND 21 RECEIVES 12 FRON JONES

IN PARENTHESIS NUTATION wITH ATCM DISPLAY

A ZL (0 Z1 APPLIES o § Z1 MAN V Z1 WUMAN )) = E 22 ( 22 COUPON . 21 RECEIVES 12 FROM
JONES 3D
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27. COMPOUND RELATIVE CLAUSE.

INPUT IN ENGLISH 11
EVERY ENTREPOT WHICH IS NOT STR!KEBOUND AND FROM WHICH COFFEE 1S EXPORTED TO FINLAND

~--AND YO WHITH BEANS ARE SHIPPED FRON BRAZIL IS WATCHED BY A DETECTIVE .
‘THE TRANSFORMED SENTENCE

IN ENGLISH
FQR EVERY 21 (F BUTH BOTH NOT 21 STRIKEBOUND AND BOTH COFFEE EXPORT FROM 21 TO FINLAN

U AND BEANS SHIP FRAOM BRAZIL TOZI1 AND 21 ENYREPOT THEN FOR SOME 22 BOTH 22 DETECTIVE
AND 21 NA!CH 8y 2

IN PARENTHESIS NOTATION WITH ATCM DISPLAY
A Z1 ((( N Z) STRIKEBUUMD . ( COFFEE EXPORT FROM Z1 TO FINLAND « BEANS SHIP FROM BRAZ

1L TO Z1 1) o Z1 ENTREPUT ) =¢ E 22 ( 22 OETECTIVE . Il WATCH BY 22 )}

28.  COMPCUND RELATIVE CLAUSE.

INPUT IN ENGLISH 11 .
EVERY CARBONATOM WHICH IS PART OF A WMULECULE AND WHICH IS SINGLYBONDED TO A HYDROXYL -

IS PART OF A RING OF WHICH A MAGNESIUMATOM [S PART
THE TRANSFORMED SENTENCE |

IN ENGLISH I '
FOR EVERY Z1 [F BOTH BOTH FOR SOME 12 BOTH 22 WMOLECULE AND 21 PART OF Z2 AND FOR SOM

E 23 BOTH Z3 HMYDROXYL AND 21 SINGLYBONDED TO Z3 AND Il CARBONATOM THEN FOR SOME Z4 80
TH BOTH FOR SUHE £5 BATH IS5 MAGNESIUMATOM AND 25 PART OF Z& AND 24 RING AND 21 PARY O

F 24 _

IN PARENTHESIS NOTATION WITH ATOM DISPLAV .
A Il ((C E 22 ( L2 WMOLECULE « Z1 PART OF 22 ) o E 23 ( 13 HYDROXYL . Z1 SINGLYBONDED
TO 23 }) o Z1 CARBUNATOM ) =% E 24 (( E 25 ZS MAGNESIUMATOM . IS5 PART OF 24 ) . 24
RING ) . Z1 PART OF lﬁ n
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F)\rther Remarks on Table 1

In Table I, the entries from "Not" to "Then' are common to English I
and II, The symbolic forms shown belong either to parenthesis or Polish
notation in an obvious way,

"For every" and "For some" are peculiar to English I and their sym-
bol:lzatiohs va'ry in that "S'' is used for the existential quantifiers in the
Polish output so as not to conflict with the 'E' used for ‘eith;r', while
parenthesis notation output gives "E in its more normal usage as exis=
tential quantifier. "Is' and "was' are given the symbolic representa-
tion "is';. They, the determiners, and relative pronouns shown are

peculiar to English IL.
'Formats for Dictionary Cards

In entering non-logical words on dictionary cards as shown in Figures
1, 2, 3, in the text, the following points should be observed,

1. Colum 1 must be blank, |

2. Proper names may be listed several to a card, each followed by a
comma. Eighty columns are read but each card must have a terminal slash.
The last name card of a sequence of name cards must have a period before
the slash. All such cards may have a period before the slash.

3. Predicate cards pérmit ohlf one predicate per card

4. The words in parentheses are words which the read-in is to recog-
nize as synonymous variants. The English I output gives only the main

term. This item may be omitted.
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5. The éategory designations permitted are 'verb", 'adj", "noun'y

hey may be omitted if rejection of ill-formed strings is not required.

e

6. The number preceding the period is the degree of the predicate,
| 7. Any placers gppéaring iﬁ the :ight hand "placer pattern" of ‘a ‘
predicate card are incorporated by the program in‘I""piéEéi-'”&i'étidﬁéévy'?‘
- as a "P" foll_.owekd Ey an a.ui’gned numeral; no special cards for placeri_

‘are réqu.ired.

8. Prepobitiéns and passive voice verbs used as predicates (e. g.

A is inside of B', "A is hit by B") are regarded as adjecﬁves (becaﬁie '
v , ,
of their similar relation to the copula).

9. The ordé: and punctuation'of the sa"mple cards should be care-
fully’ followed. Whéré ’spa;cves are ahowp, they mﬁ&r be of any positivé

length.

7: As name and predicate cards are read by the program, it sets up

Ehgliah SNOBOL, SNOBOL English dictionaries, Names are repre-

vsented as"'Yl", nan, "Y~3", etc, ’ ,‘.—‘

 Predicates are represented by "H'" followed by a numeral followed
by a period followed by a second numerai. e.g. "H15,2", The first

‘numeral is assigned in order of read-in. The second numeral corresponds |

to the éategory, ‘én follows:

. Verb 1
| Adj 2
' Noun 3

~ If no category is specified, the last numeral is omitted, e.g., "H15."
e v ‘

-104-
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Card Formats in Data Input

1. It is often convenient to preface a given example by a comment, This

can be done by placing a comment card before the example., Comment

cards must not have a blank column zero. Any numeral, character
bf ijﬁ;bol ‘will do, See #sterilk eximple in Figure A4. -A ﬁomfnent
may continue for several cards provided all have non-blank zero
columnS.. Any dictionary or data cards accidentally punched in
column 1 are printed, as is, as comments and not proces sed.

2. Inpﬁt test sentences m.ay begin anywhere except 'in column 1. Commas
may immediately follow a word, or be spacé@. All input sentences
must end in a period (spaced or not), No other period may occur in
a sentence, Input sentences may run for several cards. All 80 col-
umns are read but each card must end in '/',

General Format Remarks
All input cards (dictionary, comment, sentence) must end in '/'.
When a cafd lacking a slash is encountered the run is ended. Thus
a blank card is placed at the end of a set of e:éamples to lead to the

normal SNOBOL exit,




Control of Output Variations

At the end of the program deck just before the END card, following

a card labeled FRMT= (FORMAT), come a series of three-card se-

quences each of which causes print-out of the transformed sentence in
} : a given forma.t. E. G.
“ - """”(1-)"’ SYSPOT = 'IN ENGLISH I' = —
(2) SYSPNT (ENGI(TSTRtNG=’ PNM)) /F(FOUTZ)
(3) . SYSPOT = BLNK | | |
cause.a.printo'u.t in English I, bthers give printout in p#renthesis nota~
tion, etc,, as seen in the printout‘samplés. Any combihation or ordef
of formats can be chosen for a given run by’ shifting, removing or inserta

ing these three-card sequences as wholes,

r




1.

2.
3
4.

5.

7.

8.

Notes

Developed by Farbei, Griswold, and Polonsky (1964). (Last names

with parentheliied dates refer to publications in the list of References.)
The more powerful SNOBOL3 has not apleared in publicly _-railable
form at this writing, |
See Bohnert items and Backer (1965) in References
Jésp;raen (19 7)
'Chomsky (196 Slp. 2

Postal (1964), Chomsky (1965)

Fodor and Kate (1964)
Quine (1960a and c)

Carnap (1937). The famous quote from tihe Introduction is reproduced

-
once again |

|
"The method of (logical) syntax...will not only prove useful in the
logical analysis of scientific theories - it will also help in the logi-
cal analysis of the word languages.,.. Thé direct analysis of these,

which has been prevalent hitherto, must inevitably fail, just as a

physicist would be frﬁstrated were he frc;m the outset to attempt to
relate his laws to natural things - treeﬁ, %s tones, and bo on., In

the beginning, the physicist relates his les to t.he sirx-;ple:t of
constructed forms; to a thin straight 1evefr, to a simple pendulum,
to punctiform masses, etc, Thern, with t?he help of the laws relating

{ '
to these constructed forms, he is later in a position to analyze into
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suitable elements the complicated behavior of real bodies, and thus

" to control them. One more comparison: the complicated configura-

tions of mountain chains, rivers, :‘.'rontier_s, and the like, are most
easily represented and 1nveltigated'by the help of geographical co-
ordinates - or, in other words, by constructed lines not given in

nature. In the same way, the aynta;tical properties of a particular

: v.rord-lang.uag.e, such as English, or of a particular sub-language

of a word=language, are best represented and investigated by com=
parison with a constructed language which serves as a system of

reference, "'

While this quote has received shrewd criticism from Chomsky

© (1955), the basic point that analysis of grammaticél forms may

, Cook (1965)

profit from idealization seems sound.
Reichenbach (1947), Chapter 7.
Williams (1956), Bohnert (1961), Cooper (1963),

Floyd (1963)

Originating, apparéntly, in Reed, A. and Kéllogg, B.;*Higher

Lessons in Enghlish.‘ N. Y., Clark and Maynard, 1888. We are
indebted to Professor D. W. Emery, University of Washington,

1

fo: this historical reference,

.+ =108~




References

Backer, P., and Bohnert, H. (1965) £Coﬁ£uter Analysis of Compound
Expressions. IBM (Unpublished)

Bar~Hille, Y. and Carnap, R. (1952) An Outline of a Theory of Semantic -
Information, Technical Report No. 247, Research Laboratory of
Electronics, Massachusetts Institute of Technology

Bar«Hille], Y. (1954). Logical syntax and semantics. Language, Vol,
30, pp. 230-.237 . PP .

Bar=Hille, Y., M. Perles and E. Shamir (1961). "On formul properties
of simple phrase structure grammars.'" First appeared in Zeitschrift
fur Phonetic, Sprachwissenschaft und Kommunikations foruchunjl
vol, 14, pp. 143-172. Reprinted in Yehoshua Bar-Hillel (1964).
Language and Information. .

Bar-Hillel, Y., Kasher, A. Shamir, E, (19 63) Measures of Syntactic
Complexity Technical Report No. 13 - The Hebrew University
of Jerusalem

Bloomfield, L. (1933). Language. New York: Holt.

Bohnert, H. (1961). "Project LOGOS." IBM (unpublished).

Bohnert, H. (1962a).

Bohnert, H. (1962b). '"An Englishlike extension of an applied predicate
calculus. " IBM (unpublilhed)

Bohnert, H. (1962c). "The logic of the relative pronoun 'that'."” IBM
(unpublished). ' ~

Bohnert, H, (1962d), "A System of Grouping for English-Like Languages',
IBM N8 122,

Bohnert, H. (1963). "Englishlike systems of mathematical logic éor
content retrieval." In Proceedings of American Documentation
Institute, Annual Meeting, Vol. 2, pp. 155-156.

Carnap, Rudolf (1937). The Logical Syntax of Lanﬂage. New York:
Harcourt, Brace and Company.

-109-




Carnap, Rudolf (1942). Introduction to Sema.ntics. Cambridge:
Ha.rvard University Press,

Carxia.p, Rudolf (1947). Meaning and Necessity: a Study in Semantics
and Modal Logic. Chicago.

- Carnap, Rudolf, and Yehonhﬁa BarwHillel (1952). "“An outline of a

theory of semantic information'"  Technical Report No. 247,
Research Laboratory of Electronics. Cambridge: M.l T«

“Carnap, Rudolf (1958). Introduction to Symbolic Logicka.nd its Appli=

cations., New York. Dover,

Chornsky, N. (1 955) “Logical syntax and semantics-theu- lingmstic
relevance. " Language, Vol. 3, pp. 36-45,

Chomsky, N. (1957) Syntactic Structures, The Hague, Mouton and Co.

Chomsky, N. (1961) "Some method010g1ca1 remarks on generative
_ grammar. " WOrd, VO].. 17, ppe 219-2390

Chomsky, N., and M. P. Schutzenberger (1963). 'The Algebraic Theory .
of Context-Free Languages", P. 118, Computer Programming '
and Formal Systems, Edited by P, Braﬁ'ort and D. Hurschberg,
N, Holla.nd Publishing Co, .

Chomsky, N. (1965). Aspects of the Theory of Syntax. Cambridge:
The M.1.T. Press

Church, Alonzo (1956). Review of Wundheiler, L. and A. (1955),
Journal of Symbolic Logic, Vol. 21, pp. 312-313.

- Cohen, L. J- (1963). The Diversity of Meamns_ " New York. Herder

and Herder.

Cook, S. (1965). "Algebraic Techniques and the Mechanization of Number

Theory" The Rand Corporation - RM-4319 - PR

Cooper, Willlam S, (1963). "Fact retrieval and deductive question=
answering information retrieval systems,'" Journal of the
Association for Computing Machinery, Vol. 11, No. 2,
April, 1964

Darlington, J. L. (1965). "Machine Methods for proving logical argu=-
ments expressed in English.'" Mechanical Translation, Vol, 8,
June-October, 1965, pp. 41-67.




Farber, Griswold and Polonsky (1964). "SNOBOL, a string manipulation
language." ACM Journal, vol. 11, no. 1.

Floyd, R. W. (1963) "Syntactic Analysis and Operation Precedence"
J. Assoc. for Computing Machines, 10, p. 316-333

Fodor, J. (1964), review of Cohen, L. J. (1963), Journal of Philosophy,
v°10 LXI, Nou 11: May 21

Fodor, J. A, and J. J. Katz (eds.) (1964). The Structure of Language:
Readings ir the Philosophy of Language, Englewood Cliffs, N.J.:
Prentice-Hall, : -

Geach, P. T, (1965), "Complex Terms Again.,'" The Journal of Philosophy,
Vol. LXII. No. 23;: December 2, 1965,

Gilbert, Philip (1966). "On the syntax of algorithmic languages™.
Journal of the Assoclation for Computing Machinery, vol. 13, no, 1.

Harris, Z. S. (1951). Methods of Structural Linguistics. Chicago;
University of Chicago Press.

Gorn, Saul (1962). "The treatment ¢f Ambiguity and paradox in
mechanical languages.' Reprinted from "Recursive function
theory.'" Proceedings of Symposia in Pure Mathematics,
Vol, 5. American Mathematical Society,

Jespersen, O. (1927) Analytic Syntax

Kirsch, R. (1963). "The application of automata theory to problems in
information retrleval.' National Bureau of Standards Report 7882,

" Knuth, Donald E. (1965) "On the Translation of Languages from Left to
Right", Information a.nd Control, 8, P. 607-639

Postal, P, M. (1964). "Underlying and. superficial linguistic structure."
Harvard Educational Review, Vol. 34, pp. 246-266.

Quine, W. V., (1940), Mathematical Logic. Harvard Press.

Quine, W. V. (1950). Methods of Logic. New York: Henry Holt and Company.

Quine, W. V. (1960a). “Lojyic as a source of syntactical insights",
Structure of Language and Its Mathematical Aspects, ed. by
R, Jakobson, American Mathematical Society, 1961,

-111-




Quine, W. V. (1960b). "Variables explained away." Proceedings of the
American Philosophical Society, Vol. 104, No. 3, June, 196

S Quine, W. V, (1960:).' Word and Object. Cambridge, Mass.: M. L. T.
‘ Press, and New York: Wiley! )

Reichenbach, H. (1947). Elements of Symbolic Los Chapter 7.
New York: Macmillan.

Rosenbloom, P, C. (1950) The Elements of Mathematical Log_i_g. New Yorl

Sillars, Walter (1 963) “An algorithm for representing English sentences
in a formal language.' National Bureau of Standards Report 7884..

U. s. Department of Commerce.

Tarski, A. (1956). Logic, Seman‘txcs.-Metamathematics."‘ Oxford.'

Tarski, A. (1959). "What is elementary geometry?" The Axiomaigic

‘Wang, Hao {1960). "Toward mechanical mathematics." IBM Journal
of Research and Development, Vol. 10, pp. 2-22. ‘

Williams, T. (1956). v"Translating from ordinary discourse into
symbolic logic.' ACF Industries.

Wundheiler, L. and A. (1955). "Some logical concepts for syntax."
Machine Translation of . Lang&ajes, Fourteen Essays, ed. by

"W. Locke and D. Booth, pp. 194-207, New York: John Wzley,

§ a.nd Sons. ‘ ,

-112-




Unclassified
Security Classification

DOCUMENT CONTROL DATA - R&D

(Security elasaitication of title, body of abatract and indexing annotation must be entered when the oversl! report ie classilied)

t. ORIGINATIN G ACTIVITY (Corporate author) 26. REPORY SECURMITY C LASSIFICATION
Unclassified
[BM Corp : 206 emrour
T. J. Watson Research Center

3. REPORT TITLE:

Automa:ic English to Logic Translation in a Simplified Model
A Study in the Logic of Grammar

4. ODESCARIPTIVE NOTES (Type of report and inchieive dates)

Logical - Linguistic study; Final report; 1961 - 1966

8. AUTHOR(S) (Laest name, firet neme, initial)

Bohnert, Herbert G. = (Principal In\"estigator)
Backer, Paul O.

6. REPORT DATE 76. TOTAL NO. OF PAGES 76 NO. OF REFS
March'1966 112 _ 52
88. CONTRACT OR GRANT NO. AF 49(638) 1198 D ORIGINATOR'S REPORT NUMBER(S)

& PROJECT NO.

€. Project Task No. 9769-06 . ). OINIR :JPOR? NO(S) (Any other numbers that may be sssigned

P _ AFOSR ©66-172¢

10. AVAILABILITY/LIMITATION NOTICES

11. SUPPL EMENTARY NOTES ) 12. SPONSORING MILITARY ACTIVITY

Air Force Office of Scientific Research
Washington 25, DC

13- ABSTRAST The study has been concerned with the relation between natural

Ianguage and symbolic logic. This final report describes the latest
in a series of Englishlike languages translatable into forms of first
order predicate calculus notation. The recognition and translation
‘program, written in the string mampulatmg SNOBOL 3 system, is
also described. (U) .

DD "o, 1473 Unclassified

Security Classification




~ Quantification

Unclassified
Security Classification

18 LINK A LINK B ) LINK C
. KEY WORCS noLE wT ROLE wT nOLE wT
Logic
Grammasir .
Mechanical Translation
Predication

Compounding

INSTRUCTIONS

1. ORIGINATING ACTIVITY: Eanter the name and address
of the contractor, subcontractor, grantee, Department of De-
fense activity or other organization (corporate author) issuing
the report. .

2a. REPORT SECURTY CLASSIFICATION: Enter the over-
all security classification of the report. Indicate whether
‘‘Restricted Data” is included. Marking is to be in accord-
ance with appropriate security regulations.

2b. GROUP: Automatic downgrading is specified in DoD Di- -
rective 5200. 10 and Armed Forces Industrial Manual. Enter
the group number. Also, when applicable, show that optional
markings have been used for Group 3 and Group 4 as author-
ized. ' :

3. REPORT TITLE: Enter the complete report title in all

capital letters. Titles in all cases should be unclassified.

If a meaningful title cannot be selected without classifica-

tion, show title classification in all capitals in parenthesis
immediately following the title.

4. DESCRIPTIVE NOTES: If appropriate, enter the type of
report, e.g., interim, progress, summary, annual, or final.
Give the inclusive dates when a specific reporting period is
covered.

5. AUTHOR(S): Enter the name(s) of authoi(s) as shown on
or in the report. Enter last name, first name, middle initial.
If xilitary, show rank snd branch of service. The name of
the principal author is an absolute minimum requirement.

6. REPORT DATZ. Enter the date of the report as day,
month, year; or month, year. If more than one date sppesars
on the report, use date of publication. :
7a. TOTAL NUMBER OF PAGES: The total page count

shouid follow normal pagination procedures, i.e., enter the
number of pages containing information

756. NUMBER OF REFERENCES: Enter the total number of
references cited in the report.

8a. CONTRACT OR GRANT NUMBER: If appropriate, enter
the applicable number of the contract or grant under which
the report was written.

85, &, & 8d. PROJECT NUMBER: Enter the appropriate
military department identification, such as project number,
subproject number, system numbers, task number, etc.

9a. ORIGINATOR'S REPORT NUMBER(S): Enter the offi-
cial report number by which the document will be identified
and controlled by the originating sctivity. This number must
be unique to this report.

9b. OTHER REPORT NUMBER(S): If the report has been
assigned any other report numbers (either by the originator
or by the sponsor), also enter this number(s).

10. AVAILABILITY/LIMITATION NOTICES: Eanter any lim-
itations on further dissemination of the report, other than those

imposed by security clauiﬁcition, using standard statements
such as: .

(1) ‘“‘Qualified requesters may obtain copies of this
report from DDC.”’ .

(2) “Foreign announcement and dissemination of this

, report by DDC is not authorized *’

(3) “U. S. Government agencies may obtain copies of
this report directly from DDC. Other qualified DDC
users shall request through : :

s

(4) **U. S. military agencies may obtain copies of this
report directly from DDC. Other qualified users
shall request through - S .

) .ll

(5) ‘*All distribution of this report is controlled Qual-

ified DDC users shall request through

If the report has been furnished t¢ the Office of Technical
Services, Department of Commerce, for sale to the public, indi-
cate this fact and enter the price, if known.

1. SUPPLEMENTARY NOTES:  Use for additional expiana-
tory notes.

12. SPONSORING MILITARY ACTIVITY: Enter the name of
the departmental project office or laboratory sponsoring (pay~
ing for) the research and development. Include address.

13. ABSTRACT: Enter an abstract giving a brief and factual
summary of the document indicative of the report, even though
it may also appear elsewhere in the body of the technical re-

port. If additional space is required, a continuation sheet shalt’

be attached. -

It is highly desirable that the abstract of classified reports
be unclassified. Each paragraph of the abstract shall end with
an indication of the military security classification of the in-
formation in the paragraph, represented as (TS), (S). (C), or (U).

There is no limitation cn the length of the abstract. How-
ever, the suggested length is from 150 to 225 words.

14. KEY WORDS: Key words are technically meaningful terms
or short phrases that characterize a report and may be used as
index entries for cataloging the report. Key words must be

selected so that no security classification is required. Identi-

fiers, such as :quipment model designation, trade name, military

project code name, geographic location, may be used as key
words but will be followed by an indication of technical con-
text. The assignment of links, rules, and weights is optional.

PO 886-551

Camiraibes Ml omei il maklion




