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This book contains the collected and unified material necessary
for the presentation of such branches of modern cybernetics as the
theory of electronic diglital computers, theory of discrete automata,
theory of discrete self-organizing systems, automation of thought
processes, theory of image recognition, etc. Discussions are given
of the fundamentals of the theory of boolean functions, algorithm
theory, principles of the design of electronlic digital computers and
universal algorlithmical languages, fundamentals of perceptron theory,
some theoretical questions of the theory of self-organizing systems.

Many fundamental results in mathematical logic and algorithm
theory are presented in summary form, without detailed proofs, and
in some cases without any proof.

The book 1s intended for a broad audience of mathematiclans and
sclentists of many specialties who wish to acquaint themselves with
the problems of modern cybernetics.
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FOREWORD '
The objective of the present book is to acquaint the reader with
several new scientific directions which constitute the basis of cyber-
netics in its modern concept. In the most general framework all these
trends can be subdivided into two major groups — the general theory of

information conversion, and the theory and principles of the design of :

various kinds of information converters. However, the material which

can be associated with these major trends is so extensive that it
cousd hardly be presented even in summary form in a single book.
Therefore it has been necessary to make a selection of the materlal in
accordance with some general principles.

The material for the present book has been selected 1n accordance
with two basic principles. The first principle 1s the requirement for
a sufficiently rigorous formulation of the materlal to permit present- ¥
ing it in the form of a mathematic theory (although with the bent in
the direction of practical simulation which is characteristlic of cy-
bernetics). The second principle is that the author 1limits himself, as
a rule, to the digital methods of representing information and the dig-
ital conversion of information.

As a result of the selectlon, the book contains the following

basic sections: algorithm theory (including programming for general

purpose electronic digital computers and universal algorithmic lan-

guages for programming), theory of discrete automata (including the »

theory of boolean functions and the concept of the principles of the
design of general-purpose electronic digltal computers), theory of

-2 -
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discrete self-organizing systems (1nc1ud1ng elements of the theory of

optimal decisions) and, finally, mathematical logic (propositional cal-

culus, restricted predicate calculus and formal arithmetic), consid-
ered as a basls for the automation of the process of the design of
design of deductive (based on a particular system of axioms) theories.

The degree of detall of the presentation of the material is deter-
mined first of all by the degree of 1ts novelty. The newer branches,
related to cybernetics 1itself, are discussed in greater detall, the
fundamental theorems are supplied with quite detalled proofs. At the
same time, in such branches as abstract algorithm theory and mathemat-
ical logic, which have developed within the framework of traditional
mathematics, the material 1s presented more briefly, proofs, as a rule,
are omitted.

The author has attempted, however, to give an understanding of
the basic ideas and methods which are used to establish the validity
of such fundamental, from the point of vies of mathematic loglics, prop-
ositions as the Godel theorem on the incompleteness of arithmetic or
the theorems which establish the algorithmic insoliubility of particu-
lar problems.

The book does not pretend to replace specialized mcnographs on
the individual sections which are included here. Its primary intention
is to aid a wide audience of mathematiclans and engineers to master
that minimum of knowledge which is necessary for work in the field of
the theoretical problems of modern "digital" cybernetics. It is well
known that the existence of detalled monographs on a particular theme
does not always make 1t possible for readers without specialized pre-
paration to become acqualnted with the subject. Convincing proof of
this 1s the fact that in spite of the exlistence of srecialized mono-
graphs, such a theorem as that of Godel mentioned above, which 1s of

« 5
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fundamental importance for all of mathematics, remains unknown to
large numbers of mathematiclans except for hearsay.

As for the present book, i1t presents to the reader (but only in
one chapter, the fourth), the knowledge of only those elements of math-
ematlical analysis and probability theory which are known to practical-
ly every engineer, without mentioning mathematicians. The less wldely
known mathematical results necessary for the understanding of the main
content of the book are included as supplementary material. An example
of this sort of supplementary material might be the series of proposi-
tions of probability theory presented in Chapter 4, §2.

In case the reader wishes to extend hils knowledge in a particular
area or become acqualnted with the detalled proofs of those proposi-
tions which, although included in the book, are not proved in detail,
we shall make a summary of the contents of the book with an indication
of the specialized monographs (in Russian) pertaining to the individu-
al sections. Unfortunately, this sort of monograph cannot be found per-
taining to all the sections of the book.

The first chapter presents a description of the basic theoretical
universal algorithmic systems (normal Markov algorithms, the Kolmogorov-
Uspenskly algorithmic system, recursive functions, the Post algorithms,
and the Turing machine). Also presented are the basic principles of
the proofs of the algorithmic insolubility of certain very simple mass
problems.

At the present time there is no unifying monograph available on
the intire theory of algorithms as a whole. Moreover, not all the ques-
tions mentloned above are covered in any detall in the monographic 1it-
erature. Among the principal moriographs on the individual algorithmic
systems we might mention the followlng: on the theory of normal algo-
rithms, Theory of Algorithms, A.A. Markov {Ref 53); on the theory of
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recursive functions and Turing machines, Introduction to Metamathemat-

ics, S.C. Kleene (Ref 42) and Course on Computable Functions, V.A. Us-

penskiy (Ref 76).

The theory of boolean functions and its applications to the thec-
ry of discrete automata circults are presented in the second chapter.
These questions are discussed in greater detail in the mor.ograph of

V.M. Glushkov, Synthesis of Digital Automata (Ref 26).

In addition, the second chapter covers the fundamentals of propo-

sitional theory. More detall on propositional calculus can be found,

for example, i1n the monograph of P.S. Novikova, Elements of Mathemati-

cal Logic (Ref 61).

The third chapter 1s devoted to the abstract and structural theo-
ry of discrete (finite) automata. The questions relating to this sub-
Ject are considered in more detail in the monograph of Glushkov
mentioned above. These questions are covered from somewhat diffecrent
positions in the monograph of N.Ye. Kobrinskiy and V.A. Trakhtenbrot,
Introduction to the Theory of Finite Automata (Ref 47).

The fundamentals of the theory of discrete self-organizing sys-
tems are presented in the fourth chapter. A definition 1s given of the
quantitative measure of self-organization and self-learning, a study
i1s made of the behaviour of random automata and automata operating in
conditlons of random external inputs. Speclal attention 1s devoted to
the problem of the recognition of images and the theory of one class
of devices (the so-called a-perceptron) intended for the resolution of
thic problem. Some questions of the simulation of conditioned reflexes
are conslildered, and also questions of the teaching of meanling recogni-
tion and the generation of new concepts. At the end of the chapter, in
connection with the idea of self-adjustment and extremal regulation,

descrptions are given of several general methods for the solution of




extremal problems (the method of steepest descent and 1its refinement,
the simplex method of solution of the problems of linear programming
and the so-=called method of sequential analysis of variants for the
solution of the problems of dynamic programming).
So far no unifying monograph 1s avialable on the material of the
fourth chapter. Moreover, almost all the questlons dlscussed in this
chapter (with the exception of the method of steepest descent and the 4
simplex method) have not yet been covered in the monographic litera-
ture. Several questions allied with those considered in this chapter

(but not completely identical to them) are covered in Neurodynamics,

F. Rosenblatt which has not yet been translated into Russilan. A large
number of monographs 1s devoted to the methods of solution of experi-
mental problems (with the exception of the method of sequential analy-
sis of variants). However, we shall not list them here since these
questions have no direct relation to the primary theme of the present
book.

The fifth chapter covers the basic principles of the design of
the general-purpose electronic digital computers and the programming v
for these machines. So many monographs have been devoted to this ques-
tion that it would be very difficult to list them all. In particular,
we might cite on the subject of programming the monograph of B.V.
Gnedenko, V.S. Korolyuk and Ye.L. Yushchenko, Elements of Programming

(Ref 31). As for the principles of computer design, in splte of the
exlstence of many good specialized monographs on this question, a de-
talled presentation of the material in the framework we need does not
exist; the principles of the deslgn of the electronic digital compu-
ters are presented, as a rule, in 1solation from the general theory of )

algorithms.
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In addition, the fifth chapter presents a detalled description of
the universal algorithmic language ALGOL-60 and gives examples of
ALGOL programming of various problems, primarily from the theory of
self-organizing systems. In particular, a discussion 1s given of the
question of the programming of the perceptron learning process and of
a simplified model of the process of blological evolution. Again, on
this question there 1s little information in the monographic litera-
ture: Report on the Algorithmic Language ALGOL-60 (edited by P. Naur),

published by the Computer Center of the USSR Academy of Sclences (Mos-
cow, 1960) i1s of a reference nature and not sultable for paractical in-
struction on the ALGOL language.

In the last (sixth) chapter there is given a summary exposition
of the fundamentals of the restricted predicate calculus (including
the formal system of Gentzen) and of formal arithmetic (including the
Godel theory on arithmetic incompleteness). Detalled proofs of the
propositions presented can be found in the previously cited monographs
of Kleene and Novikov. This chapter also contalns elements of the auto-
mation of proofs and formulations of theorems in deductlive theoriles.
The questions touched on here have not yet been covered in the mono-
graphic literature.

As indicated by the list of the material presented in the book,
several interesting branches of modern cybernetics are not included in
the book. Considering the criterla mentioned previously for the selec-
tion of material, we could, for example, include a presentatlion of the
fundamentals of mathematical linguistics or elements of game theory.
However, even without this, the considerable size of the book has
forced the author to refrain from attempts to include any additional
material. At the same time, the contents of the book do encompass
those questions which at the present time as usually considerecd the
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basis of theoretical cybernetics (with account for limiting ourseclves
to discretc methods). The author hopes, therefore, that the book will
be of assistance in mastering the mathematical appsratus of cybernet-
ics and preparing for work in the theoretical flelds to individuals
occupled in individual applied aspects of cybernetics and also to the
individuals interested in the theoretical problems of cybernetics.

In the present book extensive use has been made of materlal from
courses on the various branches of cybernetics and mathematical logic
presented b y the author at Klev Unlversity and at the Kiev House of
Sclentific and Technical Propaganda in 1959-1962. A part of this mate-
rial (theory of algoriths, for example) has been published previously
for service use. The present bouk can be considered to be the first
sufficlently complets textbook for students of the branches of cyber-

netics mentioned above.




Chapter 1
ABSTRACT THEORY OF AUTOMATA
§1. ALPHABETIC OPERATORS AND ALGORITHMS
In modern mathematics it i1s customary to call the structurally
specified correspondcnces between words in ~bstract alphabets algo-
rithms.
Any finite ensemble of objects, termed the letters of a given al-

phabet, 1s called an abstract alphabet. The nature of these objects 1s

a matter of complete indifference to us. For example, the letters of
the alphabet of any language (Russian, Latin, Greek, etc.), digits,
any symbols, figures, etc., can be considered to be letters of ab-
stract alphabets. If we wish to, we can 1lntroduce an abstract alphabet
whose letters wlll be consldered to be entire words of any particular
language (Russian, for example). It is important only that the alpha-
bet considered be finlte, 1.e. that 1t consist of a finite number of
letters.

Introducing the concept of an (abstract) alphabet, we define a
word 1n this alphabet as any finite ordered sequence of letters. For
example, in the alphabet A = A(x,y) consisting of the two letters x
and y we conslder any sequence X, y, XX, Xy, yX, ¥y, XXX, ... to be
words. The number of letters in a work 1s termed normally the length
of this word, so that the words we Jjust listed in the alphabet have re-
spectively the lengths 1, 1, 2, 2, 2, 2, 3,...

Along with words of positive length (consisting of no less than

one letter), in many cases it is convenient to consider also an empty

-9 -




word, not contalning even one letter. In the present chapter use is
made of the small Latin letter e to designate an empty word. Sometimes,
however, 1t 1s convenient to designate the empty word in complete ac-
cordance with its definition, not writing any letter in the place cor-
responding to thls word.

We note that, with the accepted definition, the concept of a word
in the Russian alphabet will differ from the concept of a word as ac-
cepted in ordinary language. With our definltion, words are to be con-
sidered any combination of letters, including meaningless combinations:
the combinations of letters "algorithm", "mathematics", "'klt", "dddd"
must to an equal degree be conslidered words of the Russian alphabet
(considered as an abstract alphabet).

With expansion of an alphabet, i.e., with inclusion in its compo-

sition of new letters, the concept of the word may undergo significant
changes. If, for example, we expand the Russian alphabet by the "let-
ters" (" " — parentheses) and (, — comma), then the four words
which we have Jjust written out 1in the Russlian alphabet can be consid-
ered as a single word i1n the alphabet expanded in this fashion. By com-
plementing the Russian alphabet with the punctuatlon marks and the
separation mark (empty space left between two neighboring words), we
can i1f we wish conslder entire phrases, paragraphs and even entire
books as individual words.

In Just the same way, the expression 69 + 72, which 1s two words
(69 and T72) in the alphabet A of the 10 digits (0,1,2,3,4,5,6,7,8,9),
Joined by the sum sign, can be considered as a single work in the ex-
panded alphabet A which 1s obtained as the result of joining to it the
new letter "+" (sum sign).

Alphabetlic operator or alphabetic representation is the term giv-
en to any correspondence (function) which associates words in a

- 10 -




particular alphabet to words in the same or another fixed alphabet.
The first alphabet is here termed the input, and the second the out-
put alphabet of the given operator. In the case of coinclidence of the
input and output alphabets, we say that the alphabetic operator is giv-
en in the corresponding alphabet.

Hereafter we consider primarily single-valued alphabetic opera-

tors, assoclating to each input word (word in the input alrhabet of

the operator) no mcre than one output word (word in the output alpha-

bet of the operator). If the alphabetic operator does not assoclated
with a given input word p any output word (including an empty word),
then we say that 1t 1s not defined on this word. The ensemble of all

words on which an alphabetic operaﬁor is defined 1s termed its domailn
of definition.

On the basis of the foregoing, in the future we shall always un-
derstand (if not otherwise specified) by the term "alphabetic operator"
a unique, generally speaking, partially defined mapping of a set of
words in the input alphabet of the operator into a set of words in its
output alphabet.

Thanks to the possibility of specifying the alphabetlc operators
on less than all the words, we can, without loss of generality, every
time consider that the input and output alphabets of the operator coin-
cide., For this it is sufficilent, clearly, to combine the input and out-
put alphabets of the glven operator ¢ into one common alphabet A and
to consider the opera?or @ as an operator in this combined alphabet,
speciflied only on those words which appeared in the primitive region

of definition of the operator o.
With each alphabetic operator there 1s assoclated an intuitive
concept on 1ts complexity. The simplest operators are those which per-

form letter-by-letter mapping. This mapping consists 1n each letter X%
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of the 1input word p being replaced by some letter y of the output al-
phabet operator, depending only on the letter x and not on the cholce
of the input word p. Letter-wise mapping 1s completely defined by spec-
ifying the correspondence between the letters of the input and output
alphabets.

The so-called coding transformations, which for brevity we shall

term simply codings, are of great importance for the later discussion.
In the simplest case the words in one alphabet, say in alphabet A, are
coded by words in the other alphabet, B, as follows: to each letter ay
of the alphabet A there is associated some finite sequence bil, b12,

ie oD of letters 1n the alphabet B, called the code of the correspond-

i
irg lgtter, such that to the different letters of the alphabet A there
are assoclated different codes.

For the construction of the desired coding transformation 1t is
sufficient now to replace all the letters of any word p in the alpha-
bet A by the codes corresponding to them. The word thus obtalned in
the alphabet B we term the code of the original word p. We stlpulate

that the coding transformation must necessarlly be reversible. In oth-

er words, different words in alphabet A must have different codes. The
condition of reversiblility of the coding 1is nothing other than the

condition of mutual uniqueness of the corresponding coding transforma-

tion.
It 1s easy to see that reversibllity of the coding 1s not ensured
by the single condition that the codes of the various letters (words

of length 1) be different. Actually, if to the letter a., there is as-

1
soclated the code bb, and to the letter a, the code b, then the code
bbb will clearly correspond both to the word a1a2 and to the words

aeal and aeaeae.

= 42F .
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It is not difficult to verify that the coding will be reversible
whenever the following two conditions are fulfilled:

a) the codes of the different letters of the original alphabet A
are different;

b) the code of any letter of the alphabet A cannot coincide with
any of the initial segments of the codes of the other letters of this

<

alphabet, ¥

Actually, let us assume that both of these conditions are satis-
fled and let the word q = bilbie...bin be the code of some word p =
aJlaJQ...aJm in the alphabet A. Let us show that from the code g we
can uniquely recover the word p. In view of condition b) only one ini-
tial segment of the word g can coincide with the code of any letter of
the alphabet A, It 1s clear that the code of the letter aJ] is such a
segment. Discarding this segment, we obtaln the code q of the word
Py = aJQ...aJm. Applylng to it the same reasoning, we restore uniquely
the following letter (aJQ) of the word p, and so on. Using this tech-
nlque, all the letters of the word p are restored one after the other.
’ Consequently, to any glven code there can correspond only one word 1in
the alphabet A, which proves the reversibility (mutual uniqueness) of
the coding transformation.

Condition b) is satisfied if the codes of all the letters of the
original alphabet have identical length. By conventlon we call the cod-
ing in this case normal. Use of coding permits reducing the study of
arbltrary alphabetic transformations to alphabetlc transformations in
some once-and-for-all selected standard alphabet. Most frequently, as

such a standard alphabet there 1ls chosen the so-called binary alphabet,

® consisting of two letters which are usually identified with the digits

O and 1.
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Let A be an arbitrary alphabet and B be a standard alphabet (bi-
nary, for example) consisting of more than one letter. If n is the num-
ber of letters 1n alphabet A and m is the number of letters in
alphabet B, then we can always select the number k so as to satisfy
the inequality

mt > n. (1)

Since the number of different words of length k in the m-letter
alphabet is clearly equal to mk, then inequality (1) shows that we can
code all the letﬁers in alphabet A with words of length k 1n alphabet
B so that the codes of the different letters are different. Any such
coding will be normal and will generate, in light of what was sald a-
bove, a reversible coding transformation of the words in alphabet A
into words in alphabet B. We designate this transformation by a and

use a'l

to designate the reverse transformation which transforms each
word g in the alphabet B, which 1s the code of some word p in alphabet
A, into the word p.

Now 1f ¢ is an arbiltrary alphabetic operator in alphabet A, then
the transformation y = a'lwa obtalned as the result of sequential per-
formance of the transformations a'l, ¢ and a will be, obviously, some

alphabetic operator in the standard alphabet B. We term thls operator
the alphabetlc operator in the alphabet B, conjugate (with the ald of

the a coding) with the alphabetic operator g.
The operator ¢ 1s uniquely recovered from the conjugate operator
¥ and the corresponding coding transformation a
q-a\pa". (2)
With the aild of thils equation, and also its dual equation which
was written previously

v =d 'pa (3)

- 14 -




the arbitrary alphabetic operators are reduced to alphabetic operators
in the standard alphabet. This reduction, of course, can be performed
by an infinite number of different methods, since there exist infinite-
ly many different codings of words in any gliven alphabet by words in
the standard alphabet.

The described reduction can also be accomplished in the case of
alphabetic operators for which the input and output alphabets are dif-
ferent. For example, let ¢ be an arbitrary alphabetic operator with
the input alphabet A and the output alphabet C, let B be the standard
alphabet, let a be any (reversible) coding of words in the alphabet A
by words 1in the standard alphabet, and let ¥y be an analogous coding of
the words in alphabet C.

Now it 1s easy to see that the transformation v = a~-®Y is an al-
phabetic operator in the standard alphabet B by which under the condi-
tion of knowing the coding transformations a and Yy the original trans-
formation ¢ 1s uniquely restored.

The concept of the alphabetlc operator ls extremely general. Actu-

ally any processes of information conversion reduce to it or can be in

some sense reduced to it. Here and in the future, by information we
shall understand not only intelligent communications but 1n general
any information on processes and states of any nature which can be de-
tected by the sense organs of man or by instruments.

For certaln speclalized forms of information, for example infor-
mation which is lexical or numerical, the alphabetic method of specifi-
cation is the most natural and is constantly used. The transformations
of these forms of information are reduced to the alphabetic operators
in the most indirect fashion: both the input and the output informa-
tion in any information converter in this case can be represented in
the form of words, and the conversion of the information reduces to

-15 =



the establishment of some correspondence between the words. We recall
that with rational expunsion of the alphabet with words, account can
be taken 1n the lexical information not onliy of ordinary words, but
also entire sentences and even any sequences of sentences.

One of the characteristic tasks of the conversion of lexical in-
formation is the translation of texts from one language to another, It
1s well known that the translation problem does not reduce to Rhe prob-
lem of cstablishing the éorreépondence between the words of the lan-
guages which are involved in the translétion. If, however, we consider
as words the entire books or at least individual sections of the book,
then the problem of translation completely reduces to the problem of
establishing correspondence between such generalized words. Thus, the
problem of translation from one language to another can be treated as
the process of the realization of some alphabetic operator.

It 1s worthy of note, moreover, that quite high-quallty and gram-
maticél translation permits, as is known, the possibility of known mod-
ifications of the translated text. Therefowe the process of transla-

tion is described, not by the usual single-valued alphabetic operator,

but by a multi-valued, or so-called probabilistic, alphabetic operator.

Such an operator assoclates with each input word from the region of
its definition not a single output word, but a whole ensemble of out-
put words. In the specific application of thls operator to a particu-

lar input word p there 1s a random selectlon of the output word from

the ensemble of output words corresponding to the word p.

Ip addition to the a;phabetic operators for the translation from
one language to another, we can construct alphabetic operators which
resolve other problems of the conversion of lexlical information, for
example the problem of editing texts in a particular language, the

problem of composing abstracts of articles, etc. It is n~t difficult
- 16 -
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to expand the field of application of the alphabetic operators, using
the alphabetic representation not only for lexlcal information but al-
so for other forms of information. For example, using the known tech=-
nlques of chess notation, we can write chess positions in the form of
words consisting of the letters of the Russlan and Latin alphabets,
digits, and punctuation marks (comma). In this case the process of the
chess game can be interpreted as the process of establishing the cor-
respondence between any glven position and the position resulting from
it after performing the next move. Thus, agaln 1In thils case we arc
dealing with an alphabetic operator (probabilistic, generally speaking).

Similarly, it 1s not difficult to represent in the form of proces-
ses or realization of the alphabetic operators many other processeg of
informatlion conversion, for example the orchestration of melodles, the
solution of mathematlcal problems, the problem of production planning,
etc.

It may seem at flrst that for the characterization of the conver-
sion of continuous information (for example, visual or random auditory
vensations) the concept of the a;phabetic operator is insufficilent.
However this is not so, or more precisely, not entlrely so.

The reception and converslion of continuous informatlion is always
accomplished with the ald of nonldeal instruments which do not react
to extremely small variations of the characteristics of the informa-
tion being converted. In real instruments, detecting and converting
continuous information, there always exist several limitations which
make 1t possible to consider this information as alphabetic informa-
tion, For greater clarity, let us consider visual information (the

same phenomena occur with the other forms of specifylng continuous in-

formation).
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The first limitation is that of the resolving power of the instru-

ment which receives the information. This limitation leads to the situ-
ation where sufficlently closely spaced points of the portlion of space
on which the information in question is distributed (for example, a
picture or drawing) is sensed by the instrument (say, the human eye)
as a single point. This lmplies the possibility of considering this in-
formation as information given, not at an infinite number of points,
but only at a finite number of polints.

The second limitation 1s assoclated with the limited sensitivity

of the instrument receiving the information. This limitation leads to
the instrument being able to dlstinguish only a finlite number of lev-
els of the quantity carrying the information (for example, the bright-
ness of individual points of a drawing).

On the basis of the described limitations we come to the conclu-
sion that the instrument, as a result of 1ts nonldeal nature, can at
each glven instant sense only one pattern of a finite (and not infin-
ite as it might seem without account for the limitations indicated)
number of different patterns of the instantaneous spatial distribution
of the information in question.

Introducing for each such pattern a speclal literal notation, we

come to the finite alphabet A which with account for the indicated 1lim-

ltations 1s completely adequate for the characterization of the infor-
mation arriving at the input of the instrument (nonideal) which we are
conslidering at every given instant of time. If we denote by the letter
r. the number of spatial polnts sensed by the instrument as individual
points, and by the letter m the number of levels of the physical quan-
tity carrying the information which are distinguished by the instru-
ment, then the number of letters 1n the alphabet A will be equal, it
is easy to see, to m" (for simplicity we assume the number of levels
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which are distinguishable by the instrument to be identical for all
points of the space).

Of course, the number of letters in the alphabet A which we have
Just estimated may be found to be excessively lérge (in the case of
the reception of visual information by the human eye 1t may be esti-
mated as a one with several thousand zeros following it). Nevertheless
it is still finite, and from the abstract theoretical point of view
the essential thing 1s only whether the alphabet A is finite or infin-
ite.

Continuing our lnvestigation, we note that every real instrument
which receives and converts information has, along with the two limita-
tions indicated, a third limitation. Here we are dealing with the 1im-
ited passband of the Ilnstrument, which does not permit it to differen-
tiate excessively rapid changes of the received quantities. In view of
the familiar Kotel'nikov principle (Ref 46), the limitation of the
pass band 1s equlvalent to the introduction during the information

transmisslion 1n place of the usual continuous time a conditional dis-

crete time, neighboring instants of which differ from one another by

quite definite (although usually very small) segments of time. Roughly
speakling, as such an elementary segment of time we select the maximal
segment in the course of which the instrument 1n question 1s incapable
of differentlating the variations of the quantility carrylng the Informa-
tion.

After the introductlion of this descrete time, the information re-
ceilved by our instrument after any finite segment of time t naturally
is represented in the form of a word in the previously introduced al-
phabet A. The number of letters in thils word is equal to the number of
instants Tysere s Ty of the discrete time located in the given time seg-
ment t, and its 1-th letter (1 = 1,2,...,k) is the information
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received by the instrument at the instant of time Ty expressed 1n the
form of a letter of the alphabet A.

Since analogous conslderations are applicable not only to the in-
put lnformation but also to the output information, any real informa-
tion converter must be considered (with account for the limitations
indicated above) as an instrument realizing some alphabetic operator.

The alphabetic operator realized by the instrument completely (with

an accuracy to the information coding) determines the informational es-

sence of this 1lnstrument, in other words the information conversion

performed by this instrument.
Thus, we have established the extremely great generallty of the

concept of the alphabetic operator. Actually the theory of any informa-
tion converter was found to reduce to the study of the alphabetlc oper-
ators. And man encounters information converters literally at every
step of hils practical existence. The various instruments and devices
for automatlic control are informatlion converters. Finally, one of the
most lmportant and essential aspects of the study of the activity of
man himself 1s the aspect assoclated with consideration of man as a
very complex and highly-perfected lnformation converter. All this

makes it possible to consider the theory of the alphabetic operators
one of the most important component parts of cybernetics.

The basis of the theory of the alphabetic operators are the meth-
ods of representing them. In the case when the region of definition of
definition of the alphabetic operator is finite the question of its
representation, at least in the theoretical sense, 1s resolved very

simply: the operator can be represented by a simple correspondence ta-

ble. In the left side of such a table we write out all the words ap-
pearing in the reglon of definltlon of the operator in question, and

in the right side we wrlte the output words obtained as the result of
- 20 -




the application of the operator to each word from the left side of the
table.

Of course, if the reglon of the definition of the alphabetlic oper-
ator 1s sufficiently large, this method of representation can become
excesslvely cumbersome and therefore not applicable in practice. How-
ever, for the moment we shall not take such considerations into acount,
limiting ourselves to the establishment only of the theoretical possi-
bility of representing particular alphabetic operators.

In the case of an infinite region of definition of the alphabetic
operator, its representation with the ald of a simple correspondence
table becomes impossible in principle, since man does not have at his
disposal the means to permit him to actually write out or perceive an
infinite set of words. However, it is well known that man long ago
learned to represent operators on infinite sets of words without writ-
ing out the entlre correspondence tables. For this purpose it is suf-
ficient to consider, for example, the alphabetic operator represented
by the formula

xx...x>yy...y (n=12,...) (4)

N g?

n times n+l times

This formula defines the correspondence on an infinite set of
words, achieved without actually writing out the entire correspondence
table (which, of course, in this case cannot be done). In place of the
correspondence table itself, this formula glves a rule with the aild of
which, after a finlte number of steps, there can be established the
output word corresponding to any prescribed input word from the re-
gelon of definition of the alphabetic operator bei