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Preface 

This report represents my attempt Co provide the AFIT 

Resident School of Engineering with a facility to measure 

heat transfer in quasi-steady shock tube flow. To this end 

thin-film heat transfer gages were designed, constructed, 

installed, and tested in the AFIT 4 by 8 in. shock tube. 

In the analysis of the heat transfer data (obtained 

using the thin-film gages) an assumption was made regarding 

the theoretical data given by Weatherston, et al.  (Ref.- 32). 

The assumption involved dividing the quantity B^ (laminar 
JL 

boundary layer heat transfer parameter) by P"2 (pressure be- 

hind the shock wave) and thereby obtaining a parameter that 

plots as a single curve for all pressures.  Without more ac- 

curate B^ data, I cannot be sure that my assumption is com- 

pletely valid, even though the existing evidence is over- 

whelmingly in favor of this procedure.  In any case, I 

accept full responsibility for all the results due to this 

assumption, and all the other results of this study. 

I would like to take this opportunity to express my ap- 

preciation to the following people:  Professor Milton Franke, 

my thesis advisor, for his assistance, guidance, and encour- 

agement; Dr. Müller and Dr. Grimm, ARL, and Capt. Robert 

bowman. Professor, for their guidance and counsel on thin- 

film gages; Capt (Dr.) Donald Merklj ASD, for his friendship 

and assistance in the electric circuit analysis; Mr. Wyson, 

ARL Ceramics Lab., for his time and assistance with the 

Cavitron drill; Mr. Richard Brown, M.E. Lab., for his patient 
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assistance wich the shock tube apparatus; and lastly my wife, 

who not only tolerated me during this undertaking, but who 

inspired me to do the very best I could. 
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Abstract 

An extensive literature survey on thin-film heat trans- 

fer gages was accomplished and pertinent references are 

listed.  Methods and techniques for fabricating, calibrat- 

ing, and using thin-film gages are discussed.  Thin-film 

gages were fabricated using liquid platinum paint applied to 

a quartz backing material, and were calibrated using the e- 

lectriOal single pulse method.  Rates of heat transfer were 

determined for a station on the wall of a shock tube for the 

laminar boundary layer flow condition immediately after 

shock wave passage for shock Mach numbers between 1,15 and 

2.50. The variation of the wall surface temperature with 

time associated with shock wave passage was also determined. 

The results were correlated with theoretically predicted 

values and with the experimental results given by Hartunian 

and Weatherston. 

The thin-film gages constructed for this study had de- 

termined values of i^TTPkc)^ of 0.067 + 0.005 B/ft2F sec% and 

measured values for sensitivity of resistance to temperature 

ranging from 0.000905 to 0.0013 75 ohm/ohm F. 
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Thin-Film Heat Transfer Gages 

I.  Introduction 

Purpose 

The purpose of this study was fourfold:  Survey the 

literature on thin-film heat transfer gages; design, fab- 

ricate and calibrate a set of these gages; design and fabri- 

cate the electric circuits required to calibrate and operate 

the gages; and demonstrate the use of the gages by making 

representative heat-transfer measurements. 

Background 

Although the shock tube has been in existence for about 

sixty-seven years, it has been since World War II that wide- 

spread use of the shock tube has become commonplace at uni- 

versities and in industry. The use of the shock tube grew 

slowly at first, and the slow growth was due (at least in 

part) to the lack of adequate instrumentation.  Instruments 

normally considered ideal for steady-state gasdynamic stu- 

dies were found to be grossly inadequate for use in shock 

tubes. This inadequacy was due to the response times of 

the instruments which were relatively long when compared 

with the shock tube flow time.  The advancements of piezo- 

electric pressure gages and high speed photography during 

World War II greatly accelerated the development of fast 

response shock tube instrumentation. The advances in fast 

response instruments, combined with increased research into 

supersonic flow phenomenon following World War II, promoted 

fc  /.■' -w-■ - 
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a surge of studies using the shock tube.  In more recent 

years the shock tube has been established as a research 

tool for studies in high-temperature kinetics (Ref. 3:8) 

and heat transfer phenomenon (Ref. 14:1). 

In 1956, Vidal (Ref, 30) investigated and developed a 

new type of rapid response gage: the thin-film resistance 

thermometer. This new gage made heat-transfer measurements 

in shock tubes both possible and practical. The gages in- 

vestigated by Vidal were very sensitive to temperature 

changes and had response times down to 0.05 /isec, making 

them especially applicable for temperature change measure- 

ments in shock tubes.  Due to the extremely fast response 

time, the gages were also well suited for use in the deter- 

mination of shock wave velocity.  Shock wave passage over 

the gages would generate a pulse due to the temperature 

change across the shock wave.  By recording the time between 

two pulses, and knowing the distance involved, the velocity 

of the shock wave could be determined very accurately.  In 

fact, some authors feel that the thin-film gage is the most 

accurate instrument available for determining shock wave 

velocities in shock tubes (Ref. 12:224). The use of the 

thin-film gage was effectively extended into the realm of 

ionized flows in 1959 by Marrone and Hartunian (Ref. 18). 

They electrically insulated the gage to prevent shorting by 

the ionized gas without appreciably affecting the gage sen- 

sitivity or response time. 

Of all of the references found, not one author gave a 

complete detailed description of how to make a thin-film 



.._ X. -d. .__ 

GAM/ME/66A-3 

gage (except Ref. 20, which described the sputter method). 

Perhaps the details were omitted because of the outward sim- 

plicity of the process.  In any case, the simplicity of the 

process is misleading because the successful and accurate 

fabrication of a thin-film gage requires patience, practice, 

and strict adherence to a few simple, but required, proce- 

dural steps.  For this reason, a detailed description of the 

process used to fabricate the thin-film gages used in this 

study is included as Appendix A. 

^2j*^r^?Z~i?~ ^"^^■-y^-^teujupatt^^'j^. 
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II.    Theory 

The purpose of the first part of this section is to 

outline the heat conduction theory applicable to the thin- 

film gage, and to outline the equations required to reduce 

the experimental data of this study to h  form suitable for 

presentation and correlation.  The second part of this sec- 

tion outlines the equations that were used to calculate theo^ 

retical values to correlate with the experimental results. 

Heat Conduction in the Gage 

A heat conduction model of the thin-film gage is shown 

in Fig. 1.  The one-dimensional model is justified by the 

£WiW/y///////i 

Figure 1 Heat Conduction Model 

following reasons: a typical platinum film (Fig. 1, region 

I) is less than 10 ^in. thick, while it is 1/16 in. wide and 

5/16 in. long.  Therefore, roughly 10,000 times as much area 

is exposed by the surface perpendicular to the heat flow as 

sagg: - '•«t«!ur>^r' 
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is exposed by the edges.  Consequently, the heat flow per- 

pendicular to the film should be at least 3 orders of magni- 

tude greater than the lateral heat flow through the film. 

In addition, the only lateral temperature gradients that ex- 

ist are extremely small, being caused by the finite traverse 

time of the shock wave across the gage surface. Therefore, 

the lateral heat flow will be neglected.  The quartz backing 

(Fig. 1, region 2) is treated as an infinitely thick slab. 

This assumption is justified by the very short test times 

associated with shock tubes. Vidal (Ref, 30:7) justifies 

using the infinite slab assumption for region 2 based on a 

1/16 in. thick slab; for this study the material in region 

2 was quartz, 1/8 in. thick. 

The basic equation governing unsteady heat conduction 

in region 1 is 

öTi      a Tl 
— = K,  -Y- (1) 
at      9y

z 

And the similar equation for region 2 is 

2 
aT9     

a T2 
— = K2 —r- (2) 
at      dyz 

The exact solution to the above system of equations, with 

appropriate boundary conditions, involves the use of Laplace 

transforms and error functions and is given by Vidal (Ref. 

30:7). The exact two-body solution is a very complicated 
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function and is not suitable for manual calculations.  How- 

ever, by making further assumptions the solution to Eqs. 1 

and 2 is greatly simplified:  first, the thermal conductivity 

of region 1 is taken to be very much greater than region 2, 

which is justified since region 1 is platinum, and region 2 

is quartz.  Secondly, the time interval of interest is large 

compared to L /K-^.  These two assumptions, combined with the 

previous 1-D assumption, show that the surface temperature 

and the mean temperature of the thin film are essentially 

the same.  The exact solution for the surface temperature of 

a homogeneous body composed only of material 2 is 

T(t) =  r \ r dx (Ref. 30:20) (3) 
(TTkPcP  (t-x) 

0 

For the simple case of a constant rate of heat transfer Eq. 

3 integrates to 

t^ 
T(t) = 2q  r + T(o) (4) 

(nkpc)^ 

Vidal rigorously developed and compared the results of the 

homogeneous body solution, a first order approximation so- 

lution, and the exact two-body solution (Ref, 30:14). The 

homogeneous body solution differs by less than 3 percent 

from the exact solution if the time duration is greater than 

100 jusec and the thickness of the film is less than 10 ^iin. 

The thicknesses of the gages constructed for this study were 
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assumed to be less than 7 ^in. based on information given 

by Vidal (Ref. 30:30) and Weatherston, et al. (Ref. 32:49). 

The test times for this study were all in excess of 100 psec, 

Therefore, rewriting Eq. 4 in terms of q and AT yields 

q(const) = 
(nkPc)' AT(t) 

(5) 

If q is not constant Eq. 3 can be inverted and integrated by 

parts to yield:  (Ref. 31:10) 

q(t) = 
(rrkPc)^ AT(t)    1 ^AT(t)-AT(x) 

TTt (t-x) 372 
dx 

(Ref. 31:10) (6) 

Data Reduction Equations 

Referring to the gage operating circuit (Fig. 2) and 

considering that AR/R and Al/I are on the order of 1 per- 

cent or less, the change in voltage across the bridge is 

very closely approximated by 

AE = 
AR R2Vb 

(R0^2)
2 

(7) 

Again referring to Fig, 2, the steady state current through 

the gage is 

V, 
I    =  ii_ 
0  R + R. 

(8) 

--f-V •*m. 
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(THIN FILM) 

Figure 2    Gage Operating Circuit 

To relate AR with AT, the resistance of each gage was meas- 

ured at 32F and at room temperature, and a linear relation- 

ship  between resistance and temperature was assumed: 

AR = ocATR. (9) 

To assume that a linear relationship holds over the limited 

range of gage temperatures encountered in this study (80+10 

F), agrees with all of the references listed in the Biblio- 

graphy that treat this subject. To relate the gage tempera- 

ture change to the change in voltage across the bridge, Eqs. 

7, 8 and 9 are combined to yield 

Ro+R2 
AT = ~ =- AE 

aR2R0I0 
(10) 

8 
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Rewriting Eq.  4  in terms  of AT yields 

t^ 
AT  = 2q  r 

(nkPcP 
(U) 

An expression relating the voltage change across the bridge 

to a constant heat flux through the thin-film gage is ob- 

tained by equating Eqs. 10 and 11 and rearranging: 

r 

q(const) = 
(TTICPC)' 

Wo 
AE(t) 

(12) 

Notice that the only difference between Eqs. 5 and 12 is the 

insertion of a constant and the substitution of AE for AT. 

If the heat flux is not a constant, the relationship between 

q and AE is obtained by combining Eqs. 6 and 10: 

q(t) = 
(TTkPc)' 

2a 

AE(t)   1 
  +  

x^AE(t)-t^AE(x) 

TTt (t-x) 3/2 
dx 

(13) 
Heat Transfer to the Shock Tube Side Wall 

The theoretical rate of heat transfer from the quasi- 

steady gas flow behind a moving shock wave to the shock tube 

side wall is given by Weatherston (Ref. 32:40) and by 

Hartunian (Ref. 14:14). The theoretical values for the rate 

of heat transfer through a laminar boundary layer were com- 

puted for this study using the relation 

%  = BL ^ (Ref. 32:44) (14) 

-.pm 
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Similarily, the theoretical heat transfer rate through a 

turbulent boundary layer was shown to be 

qT = BTt 
-0.2 

(Ref. 32:48) (15) 

The terms B    and  B    are functions  of the initial shock tube 

conditions and  the shock wave strength.     BL and BT were 

developed,  computed,  and plotted by Weatherston,  et  al.   (Ref. 

32:118).    Although the values  for BL used in this  study were 

taken directly from Weatherston,  et al. ,  the complete equa- 

tion for B,   is  repeated here for reference: 

V<VVJ (kVwg (16) 

(Ref.   32:118) 

10 
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III.  Equipment 

All of the equipment used in this study is commercially 

available, except the thin-film gages and the related gagfe 

electrical circuits.  The major specifications for the com- 

mercial equipment are given in Appendix F and will not be 

described in detail. 

Thin-Film Gages 

A photograph of a typical gage and gage holder is shown 

in Fig. 3. The gage itself consists of a thin film of plat- 

inum fired on a 1/2-in. diameter disk of polished quartz. 

Figure 3 A Typical Thin-Film Gage 

(Mounted on Holder) 

11 
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Details of the materials and the method used to fabricate 

these gages are given in Appendix A. A drawing of the gage 

holder is given in Appendix G. The typical gage resistance 

was about 40 ohms. The dimensions of a typical film were 

approximately 0.04 in. wide and 0.3 in. long. Although the 

film thickness was not measured, Vidal (Ref. 30:30) states 

that the film thickness for the 05-X platinum is on the or- 

der of 10"  in. when painted and fixed on glass. A complete 

list of the gages with their respective characteristics is 

given in Table 1 of Section V.  Gages #5 and #7 were used to 

generate the start and stop pulses for the shock wave timer, 

and gage #4 was used to obtain th^ temperature change and 

heat transfer data. The side-wall gage installation used 

for this study is illustrated in Fig. 4. 

1 Heat Transfer Gage 
2 Timer Trigger Gages 
3 1000X Amplifier 

Figure 4 Side-Wall Gage Installation 

12 
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Shock Tube 

The AFIT shock tube is described in detail by £gan and 

Foster (Ref. 8:2) and will be only briefly described here. 

The basic shock tube has a constant 4x8 in. rectangular 

cross section.  The length of the shock tube, and test sec- 

tion configuration are variable.  For this study the con- 

stant area test section was used and the shock tube length 

was set at 20 ft.  The data for heat transfer through the 

boundary layer was taken at a station approximately 12,3 ft. 

from the shock tube diaphragm (Fig. 4), 

A change was also made in the shock tube firing ap- 

paratus. An electrical valve in the firing mechanism was 

replaced by a manual valve because the electrical valve 

generated an excessive amount of electrical noise in the ga- 

ge output. This change as well as a few other simple modi- 

fications are described in Appendix E. 

Instrumentation 

An overall view of the recording instrumentation is 

shown in Fig. 5. The heat transfer data and the shock wave 

speed data were simultaneously recorded using this apparatus. 

The same instrumentation was used to record the data for heat 

transfer, gage calibration, and shock wave velocity. 

The control panel (Fig. 5) served to house the opera- 

ting circuit and the calibration circuit, and to provide a 

centralized location for cable connections. An enlarged 

view of the control panel is given in Appendix G. 

A time interval meter (Fig. 5) was used to record the 

13 
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elapsed time between the pulses generated by two thin-film 

gages mounted one ft apart on the shock tube wall (Fig. 4). 

1- Voltmeter 

2- Control Panel 

3- Timer 

4- Amplifier 

5- Oscilloscope 

Figure 5  Instrumentation 

An oscilloscope (Fig. 5) was used to display the un- 

balance of the operating bridge (Fig. 2), or the unbalance 

of the calibrating bridge (Fig. 7). This instrument com- 

bined with a Polaroid camera provided a record of the ap- 

plicable circuit response.  A voltmeter (Fig. 5) was used to 

measure all steady state voltages. 

14 
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The thin-film gage triggering pulses were considerably 

amplified to achieve reliable operation of the time interval 

meter. The voltage change generated by the gages upon shock 

wave passage were amplified 1000X by a solid state, locally 

fabricated, 22 volt, pulse amplifier (Fig. 4).  This ampli- 

fied pulse was then passed through a second amplifier (Fig. 

5) and amplified by an additional 20X, The heat transfer 

signals were not amplified. 

A resistance bridge coupled with a galvanometer was used 

to measure all resistances. 

15 
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IV.  Procedure 

The procedure can logically be divided into three di- 

stinct parts: the procedure that was used in the construc- 

tion of the thin-film gages, the procedure that was used to 

calibrate the gages, and the procedure that was used in the 

experimental application of the gages. 

3age Construction 

A thin film of platinum paint was deposited, using a 

drawing pen, on a 1/2-in.-diameter quartz disk (Figs. 3 and 

G-2).  The film was then baked on the quartz at 1300F for 

about 5 hrs. Copper lead wires were attached to the quartz 

and film using conducting epoxy to complete the electrical 

connection (Fig. 6), Although the success to failure ratio 

improved considerably with increased experience, the over- 

all attrition rate (including practice gages, rejectc, and 

accidental or intentional destruction) was approximately 80 

percent. For a detailed description and analysis of each 

step in the gage construction process see Appendix A. 

Gage Calibration 

Currently there are two mr-hods available for cali- 

brating thin-film gages electrically.  Both of these meth- 

ods are appropriate and directly applicable to the gages 

used in this study.  The double pulse method is the most 

accurate and is clearly described in the literature (Refs. 

1, 16, and 25).  However, the single pulse method offers the 

advantage of "in use" calibration.  This feature permits 

16 
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gage calibration without disturbing the gage or the experi- 

mental apparatus.  The single pulse method also requires 

less calibration data.  In any case, the single pulse meth- 

od was used and yielded an accuracy and repeatibility con- 

sistent with the other measured variables in this study. 

A-Platinum Film 

B-Quartz Disk 

C-Silver Epoxy 

D-Copper Wire 

Figure 6 Schematic of the Gage Lead Attachment 

Using the instrumentation (Fig. 5) and the calibration 

circuit (Fig. 7), a known electric charge was pulsed through 

the gage. The ohmic heating of the thin film caused the 

film to change resistance, which changed the balance of the 

bridge. The bridge unbalance, in turn, was presented on the 

oscilloscope and recorded on film. The film record was then 

evaluated using a traveling microscope. The bulk heat trans- 

fer parameter (ß) of t;he gage was then computed from the 

known ohmic input and the gage response using Eq. B-4. A 
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more detailed analysis of the calibration circuit and tech- 

nique is given in Appendix B. 

0-2000 Hg  Switch 
■^r 

~   22V       I000|JLFD 

o< 22 

(THIN FILM) 

Figure 7 Gage Calibration Circuit 

Gage Experimental Procedure 

The objective of this portion of this study was to de- 

monstrate the use of thin-film gages.  To this end, the gages 

were used to determine shock wave velocities and wall heat 

transfer rates in a shock tube. 

The shock wave velocity was determined by measuring the 

time required for the shock wave to travel across a known 

distance. The transit time was directly indicated in jasec 

on a timer, which was started and stopped by two thin-film 

gages.  The timing gages were mounted 1 ft apart in the 

shock tube side wall, and were located as close as possible 

to the heat transfer gage (Fig. 4). 
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A ühin-filiT ga^e was used to incireccly measure the 

heat flux to the shock tube walls.  The gage was mounted 

flush with the shock wall and downstream of the velocity 

ga^es.  The heat transfer from the shock heated gas to the 

gage caused the gage to change temperature.  The change in 

gage temperature caused a change in the gage resistance 

which, in turn, caused a change in the balance of the opera- 

ting bridge (Fig. 2).  The unbalance of the operating bridge 

was presented in millivolts on the oscillscope and recorded 

on film (Fig. 8). 

1 mv/cm nrora svsn trsffira 

200 usec/cm 

Figure 8 

A Typical Oscilloscope Trace Generated by a Thin-Film Gage 

The photographs were evaluated using a traveling microscope. 

Using the gage response (as indicated on the photograph) and 

the known heat transfer coefficient of the gage, the rate of 
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heac transfer to the shock tube wall was calculated using 

the equations of Section II. 
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V.  Results and Discussion 

Thin-Film Gage Construction 

Characteristics of the gages constructed for this study 

are described in Table 1. Gage III-4 was used in the exper- 

imental determination of surface temperature change and the 

rate of heat transfer.  Gages III-5 and III-7 were used to 

determine the shock wave velocity. 

TABLE 1 

Thin-Film Gage Set III 

GAGE Ro a ß AREA 

# ohms ohm/ohm F B/ft2sec^ ft2 x I04 

1 63.76 0.000987 68.1 0.591 

2 32.90 0.001758 39.2 0.834 

3 47.69 0.000905 73.0 0.568 

4 49.73 0.001065 66.3 0.663 

5 35.52 0.001375 48.1 0.754 

6 51.25 0.000927 71.3 0.702 

7 33.45 0.000965 68.6 0.656 

R 
o depends on room temperature. 

ß = '■  (TTkPc^/2a 

Vidal (Ref. 31:14), and all other reporting authors, 

give values of ßoc within 5 percent of 0.067 B/ft F sec^. 
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It is  interesting to note that  the handbook value for glass 

is   ßoc = 0.066 B/ft2 F sec^  (Ref.   31:14).     Gage  III-4,  the 

gage used to take heat  transfer data for this  study,  had a 

ßoc value of  0.0705 B/ft2 F sec^.    This value  for  ßa deviates 

from Vidal's  value by 5.23  percent.    However,  some  loss of 

calibration accuracy was  expected since the single pulse 

calibration method was used.     The values of  a compare favor- 

ably with the values given  in numerous  references;   the val- 

ue of a ranges  from 0.0008 to 0.0020 ohms/ohm F,  depending 

on the film width and  thickness. 

Velocity Measurements 

The rise time for a thin-film gage is  essentially the 

time it  takes  the shock wave to cross  the gage.    This  being 

the case,   it would be advantageous to construct very narrow 

gages  for use  in velocity detection circuits.     The use of a 

special gage would be especially desirable if  the detection 

probes were mounted close together.    The gages used in the 

velocity circuit for this  study were relatively wide (ap- 

proximately 1/16 in.);  however,  they were selected to have 

similar widths  to equalize their respective rise times.     In 

any case,  the probe distance involved (1 ft) was  extremely 

large compared with the gage width, and the measured traverse 

time is  believed to be accurate within 1 percent. 

The theoretical curve for M    vs P,,  given by Egan and 

Foster (Ref.   8:Fig.  29)  is  shown with the experimental data 

taken in this  study (Fig.   9).     The deviation of  the experi- 

mental data  from the theoretical curve is attributed to the 
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fact that air is not a perfect gas.  Specifically, a shock 

wave in a non-ideal gas produces a higher pressure and par- 

ticle velocity ratio (across the wave) than it would in an 

ideal gas. This effect should become progressively worse at 

higher Mach numbers.  In fact, Glass (Ref. 11:91) states 

that this effect will necessitate a 30 percent increase in 

P,-, at M = 4.3 above the value predicted by the theoretical 

curve. 

Heat Transfer Measurements 

The surface temperature history was recorded in the 

form of a voltage/time trace. As was shown by Eq. 6, the 

surface temperature is directly related to the rate of heat 

transfer through the surface. The temperature histories on 

the shock tube side wall were recorded for shock wave Mach 

numbers between 1.16 and 2.50. 

The side wall data not only demonstrates the capability 

of the gage to detect heat transfer through boundary layer 

flow, but illustrates the potential of the gage to indicate 

boundary layer transition. The development of the boundary 

layer in a shock tube is shown (in shock wave coordinates) by 

Fig. 10a. 

All side wall data taken for this study had the charac- 

teristics shown in Fig. 10b except the very weak shock waves 

(less than Ms« 1.25). The very weak shocks simply caused a 

small step in the trace at shock wave passage (temperature 

steps as low as 0.24 F were recorded), but, for these low 

Mach numbers, the transition from laminar to turbulent 
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Shock- 
transition 

turbulent 

Figure 10a 

Boundary Layer Development in Shock Coordinates 

(A gage which moves with the wall senses the 
teaperature history shown in Fig. 10b) 

50 jusec     -•- Time 

Figure 10b 

Typical Temperature History of a Point on the Wall 

Air to Air 

Gage III-4 

M * 1.77 

P1« 4.45  in.   Hg. 

Tj^ 542 R 

Z5 
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boundary layer was not distinguishable. 

To achieve an overall impression of the laminar heat 

transfer data the value q t2 was determined for all the 

side wall runs, and compared with B. (Eq. 14). The para- 

meter B, is presented in graphical form by Weatherston, et 

al. (Ref. 32:114).  An overall comparison of q t^ with BL 

proved to be very difficult because each run occurred at a 

different pressure which caused each experimental point to 

fall on a different curve. By analyzing the graphs given 

by Weatherston, et al. (Ref, 32:114), it was determined that 

all the curves of B^ could be reduced to a single curve. 

This was accomplished by dividing B by the root of the re- 
Li 

spective run pressure.  The maximum distortion introduced 

by this manipulation was 10 percent.  However, the deviation 

of 10 percent was found only at a few isolated points as 

compared to the majority of the points which (within the 

reading limits of the curves) agreed exactly. Therefore, a 

new parameter was  defined as 

BL = BL/P^ = q (t/P)^ 

or, in the complete form of Ref. 32: 

BT = (T -T ) <  —(kPC ) r w rr p'wg 1-(2^1) 
U2 1 

(17) 

(18) 
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i 

The curve for B^ using the graphs given by Weathers ton, et 

al. (Ref. 32:113) is shown in Fig. 11 with all of the lami- 

nar boundary layer experimental data taken for this study. 

The fact that the experimental values are larger than the 

theoretical values is generally supported by the experiment- 

al data presented by Friedman and Fay (Ref. 10:1973), 

Scagnetti and Crabol (Ref. 22:29), and Taylor (Ref. 27:Fig. 

7).  Theoretically, the rate of heat transfer through a lami- 

nar boundary layer is a function of t'2; likewise, the one 

dimensional heat transfer rate to a body from a suddenly 

applied hot body is a function of t^.  Ideally, the tempera- 

ture at the interface should jump to some intermediate 

temperature and remain constant as long as the boundary lay- 

er is laminar (Refs. 21:23, 30:37, 32:42).  This is exactly 

the condition behind the shock wave in a shock tube, and is 

what the experimental data indicates (Fig. 10b). 

The temperature change at the wall surface, as computed 

from experimental data using Eq. 10 (and again dividing by 

P^ to eliminate the pressure dependence), is shown in Fig, 

12 with the theoretical curve of Mirels (Ref. 32:117). This 

second comparison was made in order to introduce other ex- 

perimental data that was available. As can be seen the 

experimental data tends to be less than the theoretical pre- 

diction by approximately 30 percent.  However, the other 

experimental data, shown as a shaded area to avoid clutter, 

agrees fairly well with the data of this report. 

The wall surface temperature, instead of being constant 

as it was for laminar boundary layer flow, increases with 
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M        — theory (Eq. 18) 
a        o experimental 

Figure 11 

The Effect of Shock Mach Number 

on 

Laminar Boundary Layer Heat Transfer 
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(T2-TL>„ 

F/atm ̂  

0 

17 points becween 

M = 2.25 and 3.00 s 
averaging 0.3 

below the curve 

~:i (Refs. 13 and 31) 

M — theory (Ref.31:117) 
o experimental 

Figure 12 

The Effect of Shock Mach Number 

on 

The Step in Wall Temperature Behind a Moving Sh^ck Wave 
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time with turbulent boundary layer flow.  Specifically, the 

wall surface temperature should rise initially as the three 

tenths power of time (Ref. 32:48). Also, there is a cor- 

responding increase in heat transfer rate as shown by Eq. 

15.  The data of this study definitely agree qualitatively 

with these theoretical predictions.  No attempt was made 

in this study to quantatively reduce the turbulent boundary 

layer data which would require the evaluation of the inte- 

gral in Eq. 13.  A method that could be used to manually 

evaluate Eq. 13 for varying temperature at a given time is 

given in detail by Taylor (Ref. 27:16). 
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VIt  Conclusions 

1. With a reasonable amount of practice, thin-film heat 

transfer gages can be manually constructed using liquid 

platinum paint.  Such gages appear to have a reasonably 

long life, depending on the nature of the application. 

After more than 100 runs, no detectable film errosion or 

property changes were noticed. 

2. The thin-film gages, are relatively inexpensive when 

compared with piezoelectric gages. 

3. Thin-film gages, with the appropriate circuit (here- 

after the proper circuit will be implied), have a sensitiv- 

ity to temperature of approximately 500 JJV/F. This is ap- 

proximately 1 order of magnitude larger than the sensitiv- 

ity of thermocouples, which is approximately lOjiv/F, 

4. Thin-film gages are exceptionally effective as pulse- 

signal generators for: 

(a) Applications involving sudden temperature changes, 
as with shock waves. 

(b) Applications requiring a very fast instrument re- 
sponse, i.e. a few microseconds. 

5. Compared to piezoelectric gages the thin-film gages ap- 

pear to be insensitive to vibration and mechanical shock. 

They are, however, good antennas and would probably not be 

suitable for use near large pieces of unshielded electrical 

equipment. 

6. Thin-film gages will indirectly detect the relative 
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growth of  the boundary  layer and  the  subsequent  transition 

from  laminar flow to  turbulent  flow.     With the equipment 

specifically set up  for  this  purpose,   one  should  be able  to 

record  the transition  behavior with much more detail  than 

that   shown in Fig.   10b. 

7. Thin-film gages  will  produce heat   transfer data  that   is 

consistantly higher  than  that  predicted   by Eq.   16,  between 

M    =  1 and M    = 2.5.     The difference appears   to increase s s rr 

with shock Mach number,   ranging from agreement near M    = 1 

to approximately  50  percent higher at M    = 2.5   (Fig.   11). 

According to theory,   however,   the curve  should have an  in- 

flection point around M    = 4  (Ref.   32:118).     Friedman and 

Fay   (Ref:10),  using an  entirely different measuring system, 

and  Argon and Xenon,   also recorded much higher experimental 

heat   transfer rates  than was  predicted by  their respective 

theoretical equations.     It  is concluded  that  thin-film gages, 

as  calibrated and used  in this  study,  will detect heat  trans- 

fer  rates within the accuracy  limits  described  in Appendix 

D. 

8. Thin-film gages will  indicate surface  temperature his- 

tories  for flow over a  surface,  that  agree very well with 

theoretically predicted histories.    The  experimental data 

of   this  study also agrees  well with experimental data from 

other sources  (Ref.   14:29 and 3 2:117). 
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VII.  Recommendations 

Apparatus Improvements 

The present heat transfer circuit picks up approximate- 

ly 0.1 mv of stray electrical noise.  By fabricating indivi- 

dual shielded circuits and locating the circuits virtually 

on top of the gages in small metal boxes, a large reduction 

in the reception of stray electrical noise should be. a- 

chieved.  This would allow applification of the circuit out- 

put signal, without causing a corresponding increase in 

width of the oscilloscope trace.  As is pointed out in 

Appendix D, reading the oscilloscope trace is one of the 

main sources for error associated with the present system. 

With this modification, the error magnitude associated with 

reading AE values from the oscilloscope trace should be re- 

duced by a factor equal to the amplification factor. 

Applications 

The thin-film gage has numerous potential applications. 

It can be used as a device to determine surface tempera- 

ture histories and heat transfer rates, or more simply as 

a pulse-signal generator in a velocity detection circuit. 

The thin-film heat transfer gage is especially applicable 

for use in shock tubes and tunnels. An application of the 

gages that has recently received actention, involves the 

study of thermal conductivity in the extreme high tempera- 

ture gas behind a reflected shock wave.  In fact, one of 

the most recent references found involving the use of thin- 

film gages was in this area (Ref. 6). 
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Appendix A 

Gage Construction 

The purpose of this appendix is to provide a detailed 

description of the procedure used to construct the thin- 

film gages used in this study.  The process described herein 

reflects the influence of references and the influence of 

personal correspondence and discussions with others who have 

fabricated and used these gages.  Over 100 gages were made 

before sufficient experience was accumulated to permit rapid, 

reliable gage construction.  The gages were always made in 

sets of five or more, and required approximately two days 

per finished set (including oven time).  There are four main 

steps in this process: 

1) Procuring and preparing the materials 

2) Applying the film to the backing material 

3) Firing the film onto the backing material 

4) Attaching the electrical leads to the film 

Procuring and Preparing the Materials 

Several special items and pieces of equipment were used 

in this process: 

1) An oven capable of sustaining temperatures of 700F 

with the door opened slightly to provide ventilation, 

and 1300F with the door closed. The oven should 

have a volume capacity sufficient to accomodate at 

least a dozen prospective gage blanks, so that sev- 

eral gages may be made at one time. 

37 



r 

GAM/ME/66A-3 

2) A quantity of Liquid Bright Platinum #05-X, (Hanovia 

Chemical and Manufacturing Company of East Newark, 

New Jersey).  One fluid ounce is enough for approx- 

imately 1000 gage films 1/2 in. long and 1/16 in. 

wide. 

3) A set (body and hardener) of E-Solder #3021, Silver 

Epoxy (Epoxy Products Inc., Irvington, New Jersey). 

One set of 1 oz tubes is enough for approximately 

100 gages. 

4) A quantity of quartz gage blanks.  These blanks will 

act as backing material for the platinum film and 

are cut, drilled, and polished to their final di- 

mensions prior to having the film applied.  The 

holes in the blanks were drilled using a Cavitron 

(ultrasonic vibration drill). To prevent the drill 

from breaking out on the back surface of the blank, 

the blanks were fastened to a sheet of soda glass 

with high temperature wax prior to drilling. Once 

the blanks were completely formed, they were thor- 

oughly washed in commercial acetone, and then 

••burned" (just short of melting) with an oxygen 

rich torch to remove all surface residues. The 

blanks were then handled with tweezers until after 

the film was applied.  The quartz blanks are il- 

lustrated in Fig. 3 and Appendix G, 

Applying the Film to the Backing Material 

The desired resistance of the gages was approximately 
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50 ohms. The gage resistance is controlled by the length 

and cross-sectional area (perpendicular to the direction of 

current flow) of the film. Since the length is fixed by the 

geometry of Che gage blank, the gage width and thickness must 

be controlled.  Also, regardless of the dimensions, the film 

must be as uniform as possible.  Several methods of film 

application were attempted, but the simplest, quickest, and 

most easily duplicated method was to draw the film on the 

gage blank using an old-fashioned dip point (size 1) pen. 

The natural line formed by the pen was found to yield a uni- 

form film with approximately the desired resistance. 

The pen was dipped in the liquid platinum and all pos- 

sible liquid was rubbed off on the bottle lip.  The film was 

then drawn, with the aid of a straight edge, across the gage 

blank beginning and terminating at the lead attachment holes. 

A generous coat of the liquid platinum was then applied a- 

round (inside and outside) the lead attachment holes. 

Firing the Film onto the Backing Material 

The freshly painted gages were then placed in the un- 

heated oven and raised in temperature to 700F with the door 

open approximacely 1/2 in. to provide ventilation (the rate 

of change of temperature was roughly 10F/min). After the 

oven had stablized at 700F, the oven door was closed and the 

temperature was raised to 1300F for 4 to 5 hours. The closed 

oven was then allowed to cool slowly to room temperature. 

This procedure was 100 percent successful in achieving a 

good bond between the film and the quartz. 
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Attaching the Electrical Leads to the Film 

Several methods were successfully used to attach leads 

to the gage film.  Although the most popular method in the 

literature consisted of baking a layer of Liquid Silver 

(Hanovia #467) over the ends of the platinum film and then 

soldering lead wires directly to the cured silver using low 

temperature solder (Tektronix #251-0514-00 solder).  How- 

ever, the slightest overheating during the soldering opera- 

tion would oxidize the silver and ruin the gage. For use 

in applications involving gage temperatures up to 300F the 

epoxy method seemed to be definitely superior for the fol- 

lowing reasons: 

1) The epoxy firmly anchored the lead wires in the 

holes independent of any electrical consideration. 

2) The cured epoxy demonstrated a stable, but negli- 

gible resistance. 

3) The application of epoxy did not involve any cri- 

tical steps, and mistakes could be washed off with 

acetone (prior to curing). 

Lead wires were then prepared as for conventional soldering. 

Solid copper wire was found to make better lead material 

than stranded wire, because the solid wire was easier to 

prepare and handle. The two parts of the epoxy were mixed 

on a glass dish as directed by the instructions. The dressed 

end of each wire was individually dipped into the epoxy; 

then, using the wires as applicators, both holes in the 

quartz were generously coated with epoxy. A sufficient a- 

mount of epoxy was used to form a "bead" on the thin film 
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side of the hole, thus insuring a good contact with the 

platinum film (Fig. 6).  Due to difficulty in handling the 

gages in the soft epoxy condition, the epoxy was allowed to 

room harden until firm (approximately two hours depending 

on the room temperature). After the epoxy had solidified 

the gages were placed in the oven and the temperature was 

raised to approximately 200F for 3 or 4 hours.  This second 

baking promoted the hardening of the epoxy and acted as a 

stress reliever for the thin film. The closed oven was 

then allowed to cool to room temperature before removing the 

gages.  If desired, the epoxy "beads" were removed by pres- 

sing a piece of masking tape over the finished gage, and 

then filing the "beads" down flush with the tape.  The tape 

protected the thin film and at the same time assured a thin, 

but finite epoxy coating. 
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Appendix B 

Gage Calibration 

Calibration data for the thin-film gages were obtained 

by pulsing a known, and essentially constant, electrical 

charge through the gages, and recording on film the AE vs t 

displayed on an oscilloscope. 

The gage calibration circuit is shown in Fig. 7.  With 

the bridge minutely (but intentionally) out of balance 

(*".0002 volts), and a fixed resistor in place of the gage, 

the steady-state oscilloscope response to the circuit was 

photographed.  Then, without disturbing the circuit, the 

mercury switch was turned off and the capacitor was allowed 

to charge. The mercury switch was then closed and the re- 

sulting oscilloscope response was recorded on the same pho- 

tograph with the steady state response, A typical result 

of this action is shown in Fig. B-l. As can be seen, the 

discharge voltage is well described by a step function for 

the first 1000jusec. 

Replacing the fixed resistor with a thin-film gage and 

duplicating the above procedure, the circuit response was 

again recorded (Fig. B-2). An analysis of Fig. 6-2 reveals 

that the AE(t) trace is well described by a parabolic equa- 

tion for the first lOOOjjsec. The surface temperature so- 

lution of the classical one-dimensional heat conduction 

equation was shown to be a parabolic function of time for a 

constant heat transfer rate (Eq. 4), and the film temperature 

(which is almost literally the surface temperature) was shown 

to be directly related to AE (Eq. 10). 

42 

"MMNIi '"  . 0ifiiu*imW rrm 4 -=.—fr»i'»' <r55i?^ -rsgfe---^-*«8"^*»^- 



Ji4>i<* '--—**»- 0tm 

GAM/ME/66A-3 

20 mv/cm 

Transient 

Steady State 

200 ^isec/cm 

Figure B-l 

A Typical Calibration Response Using a 

Fixed Carbon Resistor in Place of the Gage 

20 mv/cm 

Transient 

Steady State 

200 psec/cm 

Figure B-2 

A Typical Calibration Response Using 

A Thin-Film Gage 
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With the ammeter in the circuit, a slight hook was re- 

corded in the calibration trace near t = 0 (Fig. B-2).  With 

the ammeter switched out of the circuit this hook could not 

be recorded.  The hook in the trace was therefore attributed 

to the inductive property of the meter.  In any case the 
i, 

quantity AE/t2 is essentially a constant for values of t be- 

tween 100 and 1000 ^isec.  This would, according to theory, 

indicate a constant heat transfer rate.  fhe equation re- 

lating AE of the bridge circuit to a constant rate of heat 

transfer through the gage was shown to be (Eq. 12). 

(TTkPc)' 
q = 

2a 

Ro ^R2 

Wo 
AE 

(B-l) 

The heat transfer rate to the gage is given by 

l2Ro q =  2 (B_2) 
Area 

For q to be a true step function the thin-film must be uni- 

form in thickness and in width, and AR/R must be small. 

The thickness and width are controlled during gage construc- 

tion, and AR/R0 is controlled by the voltage on the capaci- 

tor.  For this study AR/R maximum was approximately 0.5 

percent of R .  The current through the gage at any time is 

given by 

Vb lo=  7- CB-3) 
Ro + R2 
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As can be seen from the calibration circuit (Fig. 7) and 

from the calibration response using a fixed resistor (Fig. 

B-l), V, exactly equals the source voltage the instant the 

Hg. switch is closed and is essentially constant for the 

first lOOOjasec. 

An equation relating known or measureable quantities to 

the bulk heat transfer parameter of the gage was obtained by 

combining Eqs. (B-l), (B-2) and (B-3): 

(rrkPc)^   RoR^V,3     t^ 

2a     A(Ro + R2r AE 

The value of AE/t^ is constant for a constant rate of heat 

transfer and is illustrated for a typical gage in Fig, B-3. 

As time increases the curve begins to deviate significantly 

from a straight line, as expected, due to the decay in the 

pulse voltage from the capacitor. Notice that the absolute 

magnitude of AE is not required. Fcir this reason no effort 

was made to balance the bridge closer than +0.0002 v. 
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(Data from gage III-4 calibration photograph 21Dec65-l) 

Figure B-3 

Converted Calibration Curve 

(AE vs.t  to AE vs.t^) 
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Appendix C 

Sample Calculations 

Typical Calibration Data 

As was described in Appendix B, the calibration oscil- 

loscope trace (AE VS. t) was converted to a straight line by 

rep lotting coordinates AE and t"2. The slope of this line 

and other recorded data,, for the calibration of gage III-4, 

21 Dec. 1965 was 

,AE/t^ = 3.43 (From Fig. B-3) 

V = 23.59 volts (across the capacitor, Fig. 7) 

R0  ,= 51.617 ohms 2 cal 

Rrt = 49.73 ohms 
4 

A = 66.3 x 10"6ft2 

Conversion factor:  1000 watts ~  0.9478 B/sec 

Calculation of the Gage Coefficient ^ 

The value of the bulk heat transfer parameter for the 

gage was computed using Eq. B-4: 

(rrkPc)^   R2R2 V^    t^ 

2a     A(Ro+ R2)^ AE 

(51.617)(49.73)2(23.59)3(.948)(103) 
ß =  7 7  

(66.25)(10-6)(101.347r(3.43) 
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ß = 66.3 B/fC2 sec^ 

Typical Run Data 

The following data was recorded for run 20,  22 Dec. 

1965;  using gage III-4 mounted flush in the shock tube side 

wall. 

AE    =    0.2339 x 10"    volts  (from photograph) 

R2    =    928.418 ohms 
op 

I0    =    10 raa 

R0 = 0.001065 ohms/ohm F 

1/Vs= 456 ^sec/ft (from timer) 

T.     = 82 F 

Pl    = 0.84 in. Hg 

P^ = 29.28 in. Hg a 

P4/P1= 34.9 

P2/P1= 4.18 (from Ref. ll:Fig. 2,2.10a) 

Note: Sufficient variation was noted in the photographs to 

require the following conversion procedure for each photo- 

graph: 

(Trace step measurement) 
AE =  (vertical grid scale) 

(The local 1 cm grid measurement) 
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Galculacion of the Shock Mach Number 

The shock mach number was computed using V and T, 

(converted to V ): 

V    877 
Me = -^ =   = 1.925 (C-2) 

Vs   456 

Calculation of the Pressure Behind the Shock Wave 

The pressure behind the moving shock wave was computed 

in the following manner: 

P9 Pl p
a P, = -^ ~ -^ P0              (C-3) 

Pi Pa P^ i a. o 

P2 = (4.18)(.0287)(.980)(1 atm) 

P2 = 0.1175 atm 

P| = 0.343 atm^ 

Calculation of the Wall Surface Temperature Change 

The magnitude of the step in AE immediately after shock 

wave passage was obtained directly from the recorded oscil- 

loscope trace. This value for AE was then reduced to AT 

using Eq. 10: 

R+ Rn 
AT = -2 — ^E (C-4) 

z o o 
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AT = 
(978.168) AE 

(.001065)(928.42)(49.75)(L0 x 10"3) 

■ AT = 1985 AE 

AT = 0.4635 F 

This AT represents the step in wall surface temperature for 

the laminar boundary layer flow condition immediately after 

passage of the shock wave. To simplify data presentation, 

AT was divided by ?J: 

AT  0.4635 

3 6.343 
=1.35 F/atm^ (C-5) 

Calculation of the Heat Transfer Rate 

If the rate of heat transfer is n^t a constant, it may 

be computed from measured data using Eqs. 6 or 13.  Both of 

these equations are difficult to evaluate manually when AT 

(or AE) is not constant.  (A manual integration method for 

computing q, using a nearly identical equation, is given by 

Taylor) (Ref. 27:17).  However, when AT is constant the com- 

putation of the heat transfer rate is much less complicated. 

A typical example of the calculation for a variable q and a 

constant AT would be (Eq. 13) 

R -R0 
= ß   0 2 

O 2 O 

AE(t) 

(t)% 
- (0) (C-6) 
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q = 66.3 
(978.168) AE 

(928.42)(49.75)(10 x 10"3)t^ 

AE 
q = 140.3 -r- B/ft; sec 

0.0328 
q ~  T.— B/ft2  sec 

th 

For purposes of comparison and plotting, the heat transfer 

rate was multiplied by t^ and divided by P|: 

t-5    0.0328 
q -r- s   

Pi    0.343 
(G-7) 

X = 0.0957 B/ft
2 sec^atm^ 
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Appendix D 

Accuracy Analysis 

The Accuracy of Recorded Values 

Tible D-l lists the various variables that were re- 

corded, the tolerance of the recording instruments, and the 

assumed variation involved with reading the instruments. 

Table D also gives representative values for the. variables, 

and a computed quantity which represents the (possible) com- 

bined deviation from the reference value. 

Accuracy of Computations 

All calculations in this study were made using a con- 

ventional slide rule.  Because any such estimate would be 

highly subjective, no attempt was made to estimate the error 

potential from this source. 

Gage Calibration 

Gage calibration Involves three potential sources of 

error.  Errors arising from theoretical assumptions, errors 

steming from variations In data recording, and errors intro- 

duced by computations. The limitations and assumptions in- 

volved with the theoretical analysis are discussed In 

Appendix B.  The errors introduced In this realm are assumed 

to be at least an order of magnitude smaller than those as- 

sociated with data recording and will be neglected. 

The essence of gage calibration Is the determination of 

the bulk heat transfer parameter ^.  It would, therefore, 

be meaningful to Investigate the potential error In ß due to 

cumulative deviation in the data. 
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ß = 
R2R0 ?   V3_  t^ 

A(Ro
+  R2)^  AE 

(D-l) 

taking values from Table D-l; 

(50)(50)2(24)3(80,000)^       wact sec'' 
ß  = .  = 1088  r- 

(.009)(100)4(500) in. 
(D-2) 

The maximum deviation of &  occurs when the numerator is 

maximum and the denominator is minimum: 

ß 
(R2rAR)(Ro* AR0)

2(V0^ AV0)
3(t^t)^ 

maX (A-AA)(R0+ R2- AR0-AR2)
4(AE- AAE) 

(D-3) 

(50.OOl)(5O.0Ol)2(24.O553)3(80,022)^       watt sec' 
i3_____s  .  = 1300  r- 
max (.0078)(99.998)4(485) 

(D-4) 

Converting to a percentage basis, and calling the result the 

ß deviation limit: 

ßdev Ums ~:-^100> Ä 19-5% (D-5) 

It is most unlikely that this cumulative error would be a- 

chieved in practice, but the computation does reveal the re- 

lative influence. cf the variables.  By comparing Sq. D-2 and 

D-4 it can be seen that A a and A contribute the bulk of this 

potential error, and that terms raised to powers have rel- 

atively little effect, which was unexpected.  Obviously the 
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area and voltage change should be measured and recorded as 

accurately as possible.  In actual practices, ß is believed 

to be accurate to approximately 5 percent. This opinion is 

supported by comparing the results shown in Table 1 with 

numerous other sources. 

The value for a was computed directly from the definition: 

AR 
a =  (D-6) 

AT R 
o 

(2) ohms 
a =  «= 0.000802 

(50)(50) ohm F 

AR+AAR 
a        =:   (D-7) 

inaX       (AT-AAT)(R -AR} o      o 

2.001 ohms 
W = TTTTZTTTTZTs = 0M08075 

(49.8)(49.999) ohm F 

Converting to a percentage basis and calling the result the 

a deviation limit: 

a  -a 
adev lim ^ "^  100 !S 0-686%        (D-8) 

Temperature Change Measurements 

Only the recording of the experimental data will be 

investigated here. The assumptions involved in the 
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theoretical analysis, and the degree to which they were a- 

chieved,  Is  covered in Section II. 

K+ R9 
AT  = -2 ±~ AE (D-9) 

aR R0I 
O   2  O 

Using values  from Table D-l and  the solution of  Eq.  D-6: 

1050 
AT  =   (.5)  = 1.30 F        (D-10) 

(.O008075)(50)(1000)(10) 

The AT corresponding to the maximum deviation was  computed 

using 

(R+ AR  + R  + AR0)(AE-AAE) 
AT       =  2 2 2 2  (D-ll) 

rnax    (a-Aa)(R0-AR0)(R2-AR2)(I0-Al0) 

Using values  from Table D-l and Eq.  D-7; 

(1050.002)(.5525) 
AT      =  (D-12) 

inax    (.0007965)(49.998)(999.998)(9.4) 

AT av= 1.55 F max 

ATrnpv-AT 
Therefore:    ATdev Um= -2ä*    (100) , 19t24% (l)_l3) 

AT 
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The computation reveals that the values for AE and I0 should 

be measured and recorded as accurately as possible, as they 

clearly contribute the bulk of the potential error. At 

first glance, one might inquire as to why E/R was not used 

in lieu of I, since it apparently can be measured and re- 

corded with much greater accuracy. This apparent alterna- 

tive could not be used because the voltage across the oper- 

ating circuit bridge (Fig. 2) was unknown. A variable re- 

sistor, which is located between the bridge and the voltage 

source causes the bridge voltage to be a variable. The de- 

viation limit of 19.24 percent is not likely to be achieved. 

A conservative, but realistic, estimate for the accuracy 

limits of AT using the apparatus of this study is + 10 

percent. 

Heat Transfer Measurements 

The theoretical analysis, with the assumptions and the 

degree to which they were met, is covered in Section II. As 

above, only the recording of the experimental data will be 

covered here. The equation used to calculate the heat 

transfer rate was Eq. 13. However, it was simplified some- 

what, since the integral had a value of zero for all the da- 

ta reduced for this study. 

R+ R9  AE 
q = ß ~  -T: (D-14) 

Wo   ** 
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Equation D-14 was modified slightly to cause the plotted 

values to take a more desirable curve shape. This resulted 

in an equation of the form 

(D-15) 

atm 

r a 

!Ro 

AE 

pi 
atm 

Pv «2 
ÄE ■■ = »a. AT but, ß-^ ^AE = ßaAT (D-16) 

I R R, o o ^ 

q  t^          ßa AT 
therefore: -r—   =  -r  (D-17) 

atm atm 

because P?tm appears on both sides of the equation and is 

equal to itself,  it will not be considered in the remaining 

discussion.    Therefore,   it remains only to determine the er- 

ror associated with t%AT.    Taking the results of Eqs.  D-2, 

D-6,  and D-10 

fttAT = (1088)(.000802)(1.30) (D-18) 

ftiAT = 1.135 
watt sec    ohms 

in.     ohm 

The value corresponding to the maximum deviation of  %AT was 

computed using 

(ßaAT)      = (ß      )(a      )(AT      ) (D-19) N 'max    N  max/v max/v    max v ' 
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Using values from Eqs. D-4, D-7, and D-12 

(ßaAT) v= (1300)(.0008075)(1.55) 

(ßaAT) v= 0.491 
watt sec* ohms 

max  •■'■'■   #  2 u 
in. ohm 

0.491 
therefore:  (ßaAT)dev lim=  (100) = 43.3%     (D-20) 

This error in actual practice would be totally unacceptable. 

Even as a potential error this value is excessive.  What is 

believed to be a more realistic value is obtained if the ap- 

parent accuracy of ß is used (approximately 5 percent), and 

a value of 10 percent is assumed for AT. These estimated 

values, along with a, yield a more realistic maximum error 

(rme). 

(1.05)(1088)(110)(1.30)(.008075)-1.135 
(fkAT)  =  (100) 

™ 1.135 

0.184 
(ftxAT)r =   (100) = 16.22% 

rme 1.135 

(D-21) 

To avoid achieving these large potential errors it is essen- 

tial thac care be exercised when taking and recording data. 

This is especially true when items being measured and re- 

corded are:  The current, oscilloscope trace values, and 

the area of the thin film. 
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Appendix E 

Shock Tube Modifications 

Modifications of the Shock Tube Firing Mechanism 

A large electrical noise which prematurely triggered 

the oscilloscope or counter apparatus was noted every time 

the shock tube was fired. The noise level was not precisely 

measured, but was at least 3 orders of magnitude greater 

than the pulse signals being used to trigger the electric 

timer (Fig. 5).  Investigation revealed the electric sole- 

noid valve in the diaphragm rupturing system (Fig. E-l) as 

the noise source. This electric valve controlled the air 

pressure which actuated the diaphragm rupture plunger.  (For 

more details on the diaphragm rupture mechanism see Ref. 8: 

14). The electric valve, and the pressure gage for the rup- 

ture system (which is hidden behind the shock tube in Fig. 

E-l), were both removed. The pressure gage was relocated, 

and the electric valve was replaced with a manually operated 

(but fast acting) valve and is shown along with the relo- 

cated gage in Fig. E-2. 

Relocation of the Low Pressure Manometer Valve 

The low pressure manometer valve (which must be closed 

prior to firing the shock tube to prevent violent fluctua- 

tions of the liquid mercury) is shown in Fig. E-l. This 

faucet type valve was replaced with an easily operated lev- 

er valve; and was relocated next to the mercury manometer 

(within easy reach of the shock tube operator), as shown in 

Fig. E-2. 
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1- Manual Diaphragm Rupture Valve 

2- Rupture Mechanism Pressure Gage 

3- Low Pressure Manometer Valve 

Figure E-2 

The Modified Shock Tube Control 

 Console . 
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Appendix F 

Commercial Apparatus 

Amplifier; Type 1121 Amplifier;  Tektronix,  Inc.; 

Portland, Oregon. 

Bridge;  Resistance Bridge Catalogue No.  4725;   Leeds 

and  Northrup Co.;   Philadelphia,  Pa. 

Camera;  Polaroid  (with Fairchild Type F-296 Oscillo- 

scope) Cambridge, Massachusetts. 

Galvanometer;  Catalogue No.   2430-C;   Leeds and Northrup 

Co.;  Philadelphia,  Pa. 

Microscope: Traveling Microscope, No.  2776P; Gaertner 

Scientific Corporation;  Chicago,  III. 

Oscilloscope; Type 531; Tektronix,  Inc.;  Portland, 

Oregon. 

Oven; Type 1300 Furnace, Model #FA1315M;  Thermolyne 

Corporation;  Dubuque,   Iowa. 

Preamplifier; Type 53/54 plug-in unit; Tektronix,  Inc.; 

Portland, Oregon. 

Thermocouple Bridge;  No.  42738;  Rubicon Co.; 

Philadelphia,  Pa. 

Timer;  Berkeley Time Interval Meter Model 5120; 

Beckman Instruments,   Inc.;  Richmond, California. 

63 



_^ 

GAM/ME/66A-3 

Voltmeter; Model 901, Weston Electrical Instrument 

Corporation; Benton Harbor, Mich. 
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Appendix G 

Control Panel Layout 

and 

Drawings of the Gage Mounting Components 
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LLU.  

1- Current Set Knobs (2) 
2- Ammeter Switch 
3- Operate Circuit Switches (2) 
4- Mercury Switch 
5- Calibrate Circuit Switches (2) 
6- Velocity Circuit Switches <2) 
7- Gage Terminals, Common (2) 
8° Battery 
9- Power Switch 

10- Operate Circuit Bridge Balance 
11- Calibrate Circuit Bridge Balance 
12- Oscilloscope, Calibrate Circuit 
13- Velocity Circuit Amplifier Switch 
14- Oscilloscope, Operate Circuit 

Figure G-l 

Heat Transfer Gage Control Panel 
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GAGE HOLDER 

(Lucice) 0.041 D,-2ea. 
NO. 5xl/4"-32NC-3 

AN   6227 
'0' RING GROVE 

GAGE BLANK 

(Quartz) 
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U23i:B8§ 

-l ■ < .1251-004 
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Figure G-2 

Gage Holder and Gage Blank 
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--—»■—■-■"-- ■ - 

DRILL 8 THREAD 
TO MATCH SET SCREW 

I.OOOt.OOS 

EEKHp A 

4.1 

42 

.43 

.976 

.974 

974 

1.000 

\.0OO     \ 

5.1 

52 

DEEP 

(O-RING GROVE) 

-j-HOLE (4) 

Figure G-3 

Adaptor, Brass 

(Gage Holder to Shock Tube) 
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Vita 

John William Frye,   Jr.  was  born  

 

    After graduating from  

  in 1953,  he enrolled at  North Carolina State College 

of Agriculture and Engineering,  Raleigh,  North Carolina.   In 

May  1958 he graduated with honors,  receiving a degree of 

Bachelor of Mechanical  Engineering, Aeronautical Option. 

A Distinguished Military Graduate of  the Air Force R.O.T.C. 

program,  he was  commissioned a Second  Lieutenant  in the USAF 

Reserves.     From college he went  to work as  an apprentice en- 

gineer  for Lockheed Aircraft Corporation,  Marietta,  Georgia. 

He was  subsequently called to active duty in March 1959. 

Since coming on active duty,  he has attended pilots  school, 

Instructor Pilots School,   Instrument  Instructor Pilots 

School,   Navy  Instructor Pilots  School,  Academic  Instructors 

School,  and Programmed  Instruction School.     When at  his  as- 

signed base,  Laredo AFB,  Texas,  Capt.   Frye performed  in- 

structor pilot duties;   taught Aerodynamics  and Flight  In- 

struments  in the classroom;  and wrote a text  book on flight 

instrumencs  for the Air Training Command.     Capt.   Frye also 

participated as a crew member in a fourteen day simulated 

Gemini  flight conducted at Brooks Aerospace Medical Center, 

San Antonio, Texas.     Capt.   Frye was assigned  to the Air 

Force  Institute of Technology in June  1964. 
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