3

~f

» 6

Bt ANNUAL REPORT: AUTOMATIC
N INDEXING AND ABSTRACTING

,@ PART I

ENGLISH INDEXING OF RUSSIAN
§ TECHNICAL TEXT
f’:k M-21-66-2 March 1966

Annual Progress Report
Office of Naval Research
Contract Nonr 4440(00)

Reproduction in whole or in part is
permitted for any purpose of the
United States Government

Electronic Sciences Laboratory
Lockheed Palo Alto Research Laboratory
LOCKHEED MISSILES & SPACE COMPANY
A Group Division of Lockheed Aircraft Corporation
Palo Alto, California



PRECIS
RESEARCH PROGRESS REPORT

Title: "Annual Progress Report: Automatic Indexing and Abstracting, Part II. English
Indexing of Russian Technical Text," H. R. Robison, Annual Progress Report, Part II,
Office of Naval Research, Contract Nonr 4440(00)

Background: This investigation is concerned with the development of automatic indexing,
abstracting, and extracting systems. Basic investigations in English morphology,

phonetics, and syntax are pursued as necessary means to this end.

Condensed Report Contents: The following report describes a computer system for

the IBM 7094 which produces English indexes of technical Russian text.

Part of the indexing system produces a machine dictionary on magnetic tape. This
dictionary is a computer representation of standard English-Russian phrase technical

dictionaries. A machine dictionary must exist for the same field as the text being

indexed.

The indexing portion of the system operates upon the machine dictionary. Russian
text phrases are matched against Russian dictionary phrases. When a match is found,
the English translation is extracted from the dictionary. The fir»! index is constructed

from the set of such English translations.

The Russian dictionary entries are in canonical form. The indexing system contains

reverse infiection algorithms which transform text phrases to their canonical forms.

For Further Information: The complete rep:rt is available in the major Navy technical

libraries and can be obtained from the Defensc Documentation Center. A few copics

are available for distribution by the author.
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FOREWORD

This report is Part II of the Annual Progress Report: Automatic
Indexing and Abstracting submitted to the Office of Naval Research
under Contract Nonr 4440(00). The work was jointly supported by
the Independent Research Program of Lockheed Missiles & Space
Company, and the Office of Naval Research.
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ABSTRACT

The following report describes a computer system for the IBM 7094
which produces English indexes of techaical Russian text.

Part of the indexing system produces a machine dictionary on magnetic
tape. This dictionary is a computer representation of standard English-

Russian technical phrase diction:ries.

The indexing portion of the system matches Russian text phrases against
Russian dictionary phrases. Dictionary phrases are in canonical form;
reverse inflection algorithms transform text phrases to their canonical
form. When a match is found, the English translation of the match is
extracted from the dictionary. The final index is constructed from the

set of such English translations.
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Section 1
INTRODUCTION

1.1 GENERAL DISCUSSION

This report describes a computer system for the IBM 7094 which produces a decp
English index of untranslated scientific Russian text. The index is prirted in a back-
of-the-book -type format. Though verbs may appear in a human-produced index of this
type, such an index consists, for the most part, of an alphabeticaiiy arranged collection
of nouns and their modifiers. The computcr-produced index described here indexes
nouns znd their modifiers with great accuracy. If desired. the system will also per-

form cross indexing.

In the analysis and programming of the indexing system. the most attention was devoted
to nouns and adjectives. However. the system will index verbs if desived. Only a
certain noun cohﬁguration will not. at present. be indexed. This will be discussed in
the body of the report. ‘

This report has been written for readers having little. if any, knowledge of the Russian
language. This fact has led to a somewhat lengthy report as Russian examples have

becn used widely.

Section 2 discussces the inflectional nature of Russian. and the concepts of paradigm

and reverse intlection. Those familiar with Russian. ¢ven on geaeral terms. can

ignore this section.

Scction 3 extends the meanings of paradigm and réverse inflection to phrases.

Sections 4 and 5 describe the construction of the machine dictionary and the Raw Index .

respeclively.

1-1
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Section 6 describes the rules whereby the Final Index is formed from the Raw Index.

Section 7 describes possible uses to which the Indexing System may be put.

Appendix D uses a formal, compact notation to describe the formation of the Dictionary
Creation Program and the Raw Index. The verbal description of the Indexer, which

F
f-

i
¥
,
i

oczupies most of the report. can be read independently of this section. On the other
hand, an understanding of this section will in itself give a complete understanding of
the formation of the Raw Index.

1.2 TRANSLATION OF PHRASES

€ i e

It should be stressed that this system produces English indexes of untranslated Russian
texts. It does so by recourse to a computer-implemented technical phrase dictionary.
Such dictionaries, both Russian-English and English-Russian. are commercially
available for a wide variety of technical fields. Part of the indexing system will con-
vert any such dictionary to a machine dictionary on magnetic tape. A machine

dictionary must be available for the same technical field as the corpus being indexed.

The necessity for using such dictionaries can be stated briefly: the translation of a
technical phrase is a function of all the words within it taken together. Only occasionally

is the translation of a phrase equal to the translation of the words ccmposing it.

Figure 1-1 lists five Russian phrases. The word-for-word translations of the five

phrases are:

Automatic telephone system

Cathode with open upper end

°
°
® Contact combs for recalculation
e Equally accessible bunches

)

Clearance with released anchor

1-2
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l. ABTOMATHYECKASA TEJJEGQOHHA A CHCTEMA
AUTOMATIC. TELEPHONE SYSTEM

2, KATOAN C OTKPbLITHiM BEPXHAM KOHUOM
OPEN CATHODE

3, KOHTAKTHbBIE TPEBEHKHU AJIA NEPECHYETA

TRANSLATION FIELD

4, PABHOLOCTYIIHbLIE INIY4YKH
EQUALLY ACCESSIBLE TRUNK GROUPS

5. 3A30P IPU OTNIYW EHHOM AKOPE
RELEASED GAP

Fig. 1-1 Phrase Translations

~4
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L)
Below each Russian phrase in Fig. 1-1 appears the English translation selected from

an electronics phrase dictionary. Only in the first phrase are the two translations
the same.

1.3 INDEX ENTRIES: AN EXAMPLE

Before proceeding to the body of the report, a brief example of the formation of an
index will be demonstrated. Figure 1-2 illustrates a sentence in which six single
words and three phrases are contained in a phrase dictionary on nuclear physics.

It frequently happens that a text phrase does not have a translation in the dictionary.
while the elements composing it do have dictionary translations. In such a case. all
elements which are contained in the dictionary are translated and the resulting com-

bination forms an entry for the index.*

. KAMEPY BUJ'LCOHA B MATHHUTHOM IOIJE....
CLOUD CHAMBER =~ MAGNETIC FIELD

[—

CLOUD CHAMBER IN MAGNETIC FIELD

e

Sometimes elements of text phrases are high frequency words -~ such as some. though
not most. prepositions. The translations of such words will be incorporated into the

index where possible.

Figure 1-2 shows the sentence to be indexed. The phrases occurring in the nuclear

dictionary are underlined.

The index contains the following items:

e Cloud chamber in magnetic field
e Detector of particles
“Ii will be necessary in the report to discuss text phrases and dictionary phrages. To

avoid confusion text phrases will appear with a string of dots which vepresent the
sentence in which the phrase appears., \
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® Energy loss after passage through lecad absorbers
® Lead absorbers, energy loss after passage through
@ Magnetic field, cloud chamber in

1.4 THE INDEXING SYSTEM

The indexing system consists of two main parts. the Dictionary Creation Program

(DCP), and the Indexer.
1.4.1 Dictionary Creation Program

The DCP creates a machine dictionary which is used by the Indexer. Creation of the
machine dictionary takes place prior to and independently of the Indexer's operation.
The dictionary itself is stored on magnetic tape. Once a dictionary for a given field
or subfield of science has been created. it is used by the Indexer to index all texts in

the same field.
1.4.2 The Indexer

The operation of the Indexer proceeds in two steps: creation of a Raw Index. and

creation, from the Raw Index. of the Final Index.

® Raw Index
Phrases in the Russian text which is being indexed are matched against
Russiin phrases in the machine dictionary.  When a mateh is found. the
English translation of the Russian phrese is retrieved from the dictionary
and placed in the Raw Index. along with information regarding the position
and length ol the phrase on the page. and the part-of-speech of the mam word
in the phrase,

® Fival Index
The Raw halex as examined and. using the information contained in it o Fionas

Inden is constructed.

LOCKHEED MISSILES & SPACE CGOGMPANY
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Section 2
INFLECTIONAL NATURE OF THE RUSSIAN LANGUAGE

2.1 INFLECTION DEFINED

Before discussing the indexing system in detail, it is essential to understand something

of the inflection problem in Russian.

Inflection is that property of a Janguage by which a particular relationship beiween two
words. usually nouns or pronouns. is expressed by a change in form of one of the

words. This type of relationship is usually referred to as case.

English was once a more highly inflected language than at present. but there still
remains a residue of the old case structure. Thus, the pronoun 1 inflexts to me when
it becomes the direct object of a verb or the object of a preposition, as who changes

to whom in the same circumstances.

In Russian there are six cases, and two numbers — singular and plural. In Russian.
therefore. a noun may have as many as twelve forms. Figures 2-1 and 2-2 show the
case forms for the three genders of Russian nouns — masculine. feminine. and neuter.
The names of the six cases are nominative. genitive. dative. accusative. instrument:l

and prepositional.
Russian adjectives also inflect according to the case of the noun they modify (Fig. 2-:).

Figures 2-1 through 2-3 illustrate the declensions ol vegular nouns and adjectives.
The set of all inflected forms of a given word is called the paradigm of the wownd.
Generally. some of the members of the paradigm coincide.  The set which contains

only distinct entries is called the reduced paradigm.

tv
]
—
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Singular

Mazculine Neuler
Hard Soft Soft Hard Soft Soft
Nom. cToa My3¢d  poxab |MécTo noae 3Adune
Gen. cTond  My3és  Jmoxkafi  |[mécta  noad 3fanus
Dat. cToay  My3€l0  A0kA0  |[MécTy  noTio 31110
Ace  cTON MyacH  pomab  [MEcro noae 31aune
Instr. CTOAOM  MVI'CM 10U I8M | MCCTOM  N01€M 313HHeM
Prep. c1oaé  Mysce  Ho%kAé | méctre  noae 3AA1HH
Plural
Nom. CToall  MV3CH  AOKAN Mecta  moast 3adnmnf
Gen. C10.10B MyaleB  pomAaelt | mect noaélt  31auufi
Dat. CTO1aM MV3CAM  ROACIAM  |MECTAM  NTOJIAM  313HUAM
Ace. CTOIBI  MYy3¢éH  JNOKIR mecta  roast  31dnua

Instr. CTONAMH MY3CAMH JOAKIAMH | MCCTAMM N0IAMH 313HHAMN
Prep. CTOAAX My3¢AX  ROKAAX |vecTdx  nmoasix  31dunfx

Fig. 2-1 Masculine and Neuter Genders

Singular
Hard Saft Soft Soft

Nom. KoOmuara Heacan Aueph davisina
Gen.  KOMmuatht Heém ARCOH dranirin
Dat.  KoOsate Heé.1¢ AncpH dravitn
Acc.  KOMHaTy HCAé.110 anchb GrasiTinn
Instr kOsuatoft (010) Hexdaef{ew) anepbio  Javatincii(cw)
Prep.  kOMHarte Heacae ABCPH amitm

Plural
Nom.. KOMH2TH HeadIH ARGH Pasutaun
Gen. KOMHAT He1cah Juepelt dasitani
Dat.  KOMHATAM Heac.anm Qi iAM PaMIL LA
Ace. KOMHATH He1can aneH chavitai
Instr.  KOMHaTaAMM HEICIAMM A oM asLTHRME
Prep. KOMuatax HeEaRX AvyAx GaviLinx

o — e =

Fig. 2-2 Feminine Gerder
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Hard: -'miit (-uil); -oil

Plural
Masculine Neuter Feminine All Genders
Nom. HOBbIf noés0e nopan HOBNIC
Gen. HOBOTO nbeoro HOBOM HOBMX
Dat. HOBOMY HOBOMY HOBOI HOBHIM
Ace. Hophifi(oro)  HoBOe HOBY10 HOBMC (hIX)
Instr. HOBbIM HOBbIM HOBO# (010)  HOBULIMM
Prep. HOBOM HOBOM HOBOI HOBHIX
Soft: -'uit
Plural
Masculine Neuter Feminine All Genders ’
Nom. cHHui CHHee CHHAR CHHMe
Gen. chlxero chHero cruedt CHHHX
Dat. CHHeMY caHemy ciued CHHHM
Acc. cinuA(ero) cHHee CHHIOI0 ciune (nx)
Instr. CHHHM CHHHM cHuelt (ew)  ciunMH
Prep. CHHeM CHHOM chueft CHHHX

Fig. 2-3 Declension of Adjectives

There are. in addition. & great number of irregular nouns and adjectives whose
inflections differ in varying degree from those shown. We are not concerned at present.
however. with details of the inflectional structure but rather with its size and nature.
The important tact shown in Figs. 2-1 through 2-3 is that. despite the coincidence of
awo or more elements of a paradigm, there remains an overpowering multiplicity of

possible forms.
(This veport is concerned mainly with adjectives and nouns.  Nevertheless. sinee verbs
will he indexed if desired they will be discussed where it seems pertinent to do so,

Appendix A\ contains o listing of verbal forms for the first and sceond conjugations, )

2.2 INFLECTION AND REVERSE INFLECTION

in manual dictionaries the paradigm of a word is represented by o single clemaent ol e ]
paradigm.  This clement is called the canonical torm ol the paradigm.  In an Engiisn i
2-3
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dictionary cathode is the canonical form of the paradigm {cathode, cathodes}.
Dictionary makers assume the ability on the user's part to transform an inflected form
of the word to its canonical form.

It goes without saying that there exist in both English and Russian many "irregular”
words, 8o called because the "regular" transformations will not suffice to transform
the canonical form into elements of its paradigm and vice-versa. Nevertheless. the
very existence of canonical dictionaries implies that the great majority of words in

them are susceptible to "regular” transicrmations.

The process of transforming a canonical form into one or more clements of its
paradigm will be called inflection. The inverse transformation. deriving the canonical

form from an clement of the reduced paradigm. will be called reverse inflection.
2.3 TYPES OF RUSSIAN MACHINE DICTIONARIES

There are two extreme forms which an automatic dictionary may take:

® An inflected or paradigm dictionary in which cach element of each
paradigm is represented by a distinct entry
® A canonical dictionary in which a paradigm is represented by a single

entry - its canonicad form

‘The parvadigm dictionary operates with a simple table-look-up program. but it has. of

course. the disadvantage of great size.
A canonical dictionary imphies the existence of an algorithm - ot some complexity

which can pertorm the reverse inflection transformation on words encounteraed in text.

Hybruds of these two oxtremes are. of course. possible.

LOCKHEED MISSILES & SPACE COMPANY




2.4 THE REVERSE INFLECTION ALGORITHM

Several years ago a reverse inflection algorithm was developed and programmed for
use in a Russian parsing program Leing developed at Lockheed. The algorithm itself
is the subject of a forthcoming report. but it is discussed in general terms in
Appendix B.

The dictionary which is used in conjunction with the reverse inflection algorithm is a
dictionary of canonical forms; the canonical forms are the classically accepted ones —
nominative singular for nouns, nominative singular masculine gender for adjectives.

and the infinitive for verbs and participles.

The principle of the algorithm can be siaied briefly: potential canonical forms of a
given text word are constructed by removing certain terminal strings of letters and
then adding new terminal strings. After each potential canonical form is constructed.
an attempt is made to find it in the dictionary. If the potential canonical form has no
match in the dictionary. a new pot ntial form is constructed and so on, until a true
canonical form is constructed or until all possible constructions for the word in

guestion have been exhausted,

At the time. then. that the indexing program was written. there existed a veverse
inflection algorithm designed to operate on a canonical dictionary whose entrics are
classically defined canonical forms. The dictionary entries are single words. and
the reverse intlection algorithm operates on a single text word at a time.  Let us
define such a dictionary as Ds and the reverse inflection algorithm as R‘; . We will

By

now extend the definitions of this section to a phrase dictionary.

[ )

LOCKHEED MISSILES & SPACE COMPANY

e ——EEE A A ——— P —— g~ < e .
P2 r




e AR T = -
1 vt

Section 3
PHRASE DICTIONARIES; PHRASES

3.1 PHRASE I' _TIONARIES

In the Introduct. it was stated that the Indexer uses a dictionary of technical phrases
to compute the index. These dictionaries cover the terminology of a given field or

subficld of science and thus provide a list of phrase descriptors for the field in question.

This is a different type of dictionary than the ordinury dictionary whose entries are

single “vords. We are dealing now with a dictionary whose entries are phrases.
3.2 COMMERCLALLY AVAILABLE PHRASE DICTIONARIES

English-Russian technical phrase dictionaries are lists of English phrases and their
Russian translations. Single words may occur, but, in general. these dictionarics

arc phrase dictionarics.

A [ew dictionaries of this type have been published in the United States (wherc. of
course. the format is usually Russian-English), but for the most part they have been

compiled in the Soviet Union. (References 1 through 6.)

Most Soviet dictionaries, having been prepared for translation of English to Russian.

arc arranged alphabetically according tc the English alphabet.

B




3.3 EXAMPLES OF SOME TYPICAL PHRASES

The following is a list of phrases taken from a nuclear physics dictionary

NOJHAA MOWHOCTbL PEAKUHH HA EAMHHUY OBLEMA
TOTAL REACTION POWER DENSITY

OPBHTAJIbHASA NAOCKOCTbDb

ORBITAL PLANE

®OTOPOXAEHHE
PHOTOPRODUCTION

JGGEKTUBHOE CEYEHHE ANA ULJNEHHS YPAHA
CROSS SECTION FOR URANIUM FISSION

3¢0EKT NEPEHOCA
TRANSFER EFFECT

KOCMHUYLCKHH
COSMIC

MHOYKTHPOBATS
INDUCE

JHWOGCEPEHUMPY OUWAR CXEMA
DIFFERENTIATING NETWORK

HAHOCHTb B 3ABHCHMOCTH OT

PLOT AGAINST

LOCKHEED MSSILES & SPACE COMPANY
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3.4 PHRASE PARADIGMS, CANONICAL FORMS, REVERSE INFLECTION

The definitions of Section 2 can easily be extended to include phrases. Consider, for

example, the first phrase in the above set of examples. Its paradigm is:
Nom. [1OJIHAA MOBMHOCTH PEAKLHH HA EAHHHLUY OB LEMA
Gen. MOJHOA MOMHOCTH PEAKLHH HA EIKHHLY Ob bEMA
Dat. [MOJHOH MOWHOCTH PEAKUHMH HA EJHHHLY OBLEMA
Acc. TIOJNHYIO MOMHOCTb PEAKLHH HA EAHHHUY OFbEMA
Instr. MOJNHOWX MOMHOCTbHI0 PEAKUHM HA EAHHHLY OBLEMA
Prep. NMOAHOA MOWHOCTH PEAKUHH HA ENHHHIY OBBEMA

Nom. [MOJHLE MOWHOCTH PEAKLUHUH HA EAJUHULY OBbLEMA
Gen. TOJHMX MOBHOCTEHW PEAKUHH HA EJHHHULY OBLEMA
Plural

Singular

Dat. TMMOJHMM MOWMHOCTAM PEAKUHH HA EJHHHLY OBbLEMA
Acc. MNOJHbME MOBHOCTH PEAKUHH HA EAHHHLY OBLEMA
Instr. MOJHBMH MOBMHOCTAMH PEAKUHH HA EAHHHLY OLBEMA
Prep. IMOJIHBX MOWMHOCTAX PEAKUHH HA EJHHHLY OFBHEMA

The reduced paradigm is:

om. [IOJIHAA MOWHOCTDL PEAKLHHK HA EAKRHHLY ObbLEMA
en. .

Dat.. NOJHOA MOMHOCTH PEAKUUH HA EAHHHLY OBLEMA
Singular € Prep.

Acc.  TMOJHYI MORIHOCTDb PEAKLHH HA EAHUHHLY OB LEMA
Instr. MOJHOA MOWHOCTHI PEAKUMH HA EAHHHLY ObLEMA

N
G

Gen. MOJMHMX MOWHOCTER PEAKUHWH HA EJLHHHUY OBBLEMA
Dat. NOJHMM MOBRHOCTAM PEAKUHH HA EAHHHUY OBbLEMA

i:’.ﬂ“ MONHME MOWHOCTH PEAKUHH HA EJHHUUY OBLEMA
Plural

Inste. MOJNHBMH MOMHOCTAMH PEAKUKH HA EAHHULY OBBEMA
i

rep. NMOJHMX MOWHOCTAX PEAKUHH HA EAHMHHUY OBbEMA

3-3
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The cases listed on the left refer o the casc of the leftmost noun, We will define
the canonical form of the phrase as the form whose leftmost noun is in the nominative
singular case. Thus in this example

MOJIHAA MONMHOCTDH PEAKLUHH HA ENHHHLY OFBLEMA

is the canonical form of the phrase paradigm. The process of transforming the

and. as before, the inverse transformation deriving the canonical form ot a phrase

from an element of the paradigm is called reverse inflection. We will denote by Dp
a dictionary whose entries are canonical phrases. Rp is the reverse inflection

algorithm that transforms members of the phrase prradigm to canonical form.

J

-t
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Section 4
THE DICTIONARY CREATION PROGRAM

4.1 GENERAL DISCUSSION

An examination of the Russian phrases of a phrase dictionary indicates that each phrase
has within it 2 main or pivotal word upon which the rest of the phrase. so to speak.
depends. Usually this word is the leftmost noun or verb of the phrase. (If the phrase
consists of a single word, then obviously this is the pivotal word.) This pivotal word
occurs in the canonical form —infinitive of verbs, nominative singular for nouns.

We will see that this word may automatically be identified with great accuracy. This

main or pivotal word will be referred to frem now on as the representative word.

The position of the representative word within the dictionary phrase is defined as the
left and right limits of the phrase with respect to the representative word. These left

and right limits are called coordinates.

The DCP selects a sct of representative words from the phrases of the phrase
dictionary. If i word of this set or an element of the paradigms of this sct occurs

an entire text phrase. the equivalent of which is contained in the machine dictionavy.

Next. the Indexer retrieves the coordinates of the representative word and usces these
coordinates to examine the text environment of that word which was originally trans-

formed into the representative word.

In short. the construction of the set of representative words is equivalent to the estiab-

lishment of a sct of signals to inform the Indexer that the cavironment of a given text

LOCKHEED MISSILES & SPACE COMPANY
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word must be examined in detail because it may contain a phrase whose equivalent
ozcurs in the machine dictionary. In addition to the set of representative words. the
DCP creatos a set of Russian phrases and a set of English translations of these phrases.
Links between these three sets are also, of course, established so that the Indexer

may thread its way from representative word to Russian phrase represented by that
word to English translation of the phrase.

4.2 SELECTION OF REPRESENTATIVE WORDS AND THEIR COORDINATES

The dictionary creation program examines the string of Russian words making up the
Russian portion of a dictionary entry and

Selects the representative word of the phrase
Assigns a part-of-speech category of noun. verd. or adjective* to the
representative word

@ Determines the coordinates of the representative word within the phrasc

The representative word is defined as follows:

® The leftmost noun or verb in the phrase
¢ If there is no noun or verb in the phrase. the phrasc is an adjective (or
a string of adjectives); the rightmost adjective is selected as the

representative word

These rvules imply an ability to distinguish between adjectives. nouns, and verbs.

Since the Dictionary Creation program does not have recourse to o dictionary, is in

*Participles in phrase dictionanies generally behave syatactically as though they were
attributive adjectives (Appendix Ay The canonieal torm of a participle is generally
considered the infinitive trom which the participle derives. We will see that adjectives
which Lie to the lett of vepresentative words or are representative words themscelves
are listed in the machine dictionacy by their stems.  This s true ol participles as
well, the form bemng the word minus its adjectivad ending. It =CR or -Cb  had to
be removed from the participle to get to its adjectival ending then *CH or <C L

is restored to the participle stem.  In stummary, participies behave like atvibutne
adjectives and are handied as such by the indexing system. Each time the wond
“wdjective’ occurs in the report it can be read as Cadjective and/sor participle.”

1-2
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fact actually making the dictionary, it is evident that the separati~a must be made on
the basis of the actual words occurring in the phrases. Table 4-1 shcws the endings
uscd to partition canonical forms into their part-of-speech categories.

Table 4-1

ENDINGS USED TO PARTITION CANONICAL FORMS INTO
THEIR PART-OF-SPEECH CATEGORIES

verb-Part®  Ady Noun  Adj-Noun  Verb

-CA *XHA cOCThHh HHWA “Th
*Chb “YHA -0O4Yb -0 *TH
“BHA “EYpb “EE
-BHA
-THA
-KHA
“XHA
-MA
AR
AR
*OE
-XHE
*YHE
-BHE
*BHE
*THE
*KHE
*XKRE
*ME

) If these endings occui. remove them before searching
for other endings. Restorve them after suffix examination.

The word endings are examined in conjuiction with each other. Thus the word
HEPHOAKMHHOCTD is not a verb but a noun because the verbal (< Th) ending is

contiuned in a larger noun (*OCT b) ending. The larger ending takes precedence.

I 2 word has none of the above endings it is called anoun. Thus CEMEHHE isa

noun because it has no ending in the above categories. The endings O4b ami =EM L

4-3
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are verbal en'dings as well as noun endings, but the verbs form such a small class of
technica; words that it was decided to designate wbrds with such endings as nouns.
HAHOCHTD is called a verb only after determining that its verbal (=Tb) ending
is not contained in the longer (=OCTB) noun ending. MPAMOM s called both a
noun and an adjective because its ending is ambiguous. ' |

4.3 FINDING THE REPRESENTATIVE WORD

The separation is made on the basis 'of‘endings. The method is quite accurate though
not 100 percent accurate. It must also be kept in mind that the method described
below applies to Russian dictionary phrases in canonical form. not to other members

of the canonical form's paradigm.

Definition: A terminator is an unambiguous noun or verb.

Rule 1: Scan Russian phrase from left to right. The scan halts at the fivst

terminator. This terminator is the representative word.

Rule 2: The Russian phrase begins with an ambiguous word or a string of

ambiguous words. Three possibilities arise and arc handled as follows:

(a) Call the first word a noun and apply Rule 1.
(b) The ambiguous string has k words. Call cach of the Ik words

adjectives. If there is a k + 1 word call it a noun and apply

"Rule 1. If therc isno k + 1 word apply Rule 3.

Rule 3: No terminator is encountered and no ambiguous words are encountered,
The phrase consists of an adjective or a string of adjectives. The scan
is terminated by the last word. Call the last word the representative

word.

The practical result of Rule 2 s that two representative words are sclected, two
phrascs, and two linkages to the Ynglish translation. Thus. a word ending in ~OH
is listed two times as a representative word. onee ay a noun. once as an adjective.

(Examples are shown in subsection 4.4.)
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In summary then, the representative word is defined by means of the three rules as:

® The first noun or verb encountered
e If no noun and no verb encountered, then the representative word is

the last adjective of the leading adjective string

The phrases previously listed arc repeated below with the representative words
underlined. The coordinates of the representative word are easily computed once the
representative word itself has been deterryined. The coordinates are listed in the
right hand column. Coordinates of (0.0) indicate that the phrase consists of a single

word. namely the representative word itself.

NONHAA MOWHOCTH PEAKUHHA HA EJAHHHLY OBBEMA (1. 4)
OPBHTANIBHAA NIOCKOCTb (1.0)
®OTOPOXAEHHE (0. 0)
3¢GEKTHBHOE CEYEHHME AMf AEJEHHA YPAHA (1.3)
30QOEKT MEPEHOCA (0.1)
KOC MHYECKH# (0.0)
MHAYKTHPOBATSH (0. 0)
AHGEEPEHLUNPY DMAA CXEMA (1.0)
HAHOCHTb B 3ABHCHMOCTH OT (0.3)

4.4 AMBIGUOUS ENDINGS

Phrases containing *OR , HHA and EE arc handled differently. as has been

stated bafore.

-
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nrPAMOA NOTOK 1

NPAMOA NOTOK ‘ NOUN
STRAIGHT-THROUGH FLOW
nPaAMOR NOTOK

ADJ NOUN

(£

\

BUXPEBOW TOK 3

BUXPEBOA TOK { NOUN
EDDY CURRENT

BUXPEBOR TOK 4
L ADJ NOUN
i
MOJAOHHA 5
NOJACHHA { NOUN
POLONIUM
NOJNOHHA 6

ADJ
But

KAHAJL AKTHBHORA 30HM

KAHAJ AKTHBHO# 30
CORE CHANNEF.I, KAHAJ AKTH JOHM

hecause the program recognizes KAHAJL  as a noun. hence the representative word
before it encounters AKTHBHOM | The assignment of the correct part-of-speech
to the representative word is important; the indexing program usces this svatactic intor -
nmation in constructing the final index. The representative words in items 1. 3. and 6
it showd be noted. have been assigaed the incorreet part-ot-speech. It will be shown
i subsection 3.3 how this errov is handled by the system. Lot us simply note tor now
that the error is unavoidable because the program cannet determine if an Ot , HHHA
or EE word is a noun or an adjective: therelore it regavds these endings s ambiguous

.o A WORD ABOUT ADJECTIVES

Unlihe nouns and verbs. an agjective. it it is o pepresentative word, as careviedan the
dictionary not inats classical canenteal toem . but by ats stem. In addition, it
vepresentiative word of a phrase is a noun. then adjectives to the ettt of the repre-
~entative wonrd have had themnr endings removed, The reason o thas is discus~ad

subsection 3. 203 where the discession avises natuvally as part of the mddexing proceduar,
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4.6 REPRESENTATIVE WORDS, THEIR COORDINATES AND PARTS-OF-SPEECH
AS AN ARGUMENT/FUNCTICN TABLE

After the DCP has determined for each entry the representative word and the part-of-
speech and coordinates of the representative word, it then proceeds to construct an
argument/function table where representative words make up the argument portion of
the table and coordinates and parts-of-speech the tunction portion.

The argument table, of course. can contain only distinct entries. Now if a particular
representative word occurs more than once, Rules 1, 2, and 3 will assure that the word
in each occurrence has the same part-of-speech. The coordinates of each worcd. how-
ever, may differ. Therefore, all sets of coordinates belonging to identical repres-
sentative words must be examined so that only the largest coordinates wiil be entered
in the function portion of the table.

Now when the Indexer finds a representative word in text and retrieves its function, it
knows not only the representative word's part-of-speech. but also the size (i.e.. the
anumber of words. expressed by the coordinate values) of the longest phrases which it

represents.

In text. of course, phrases smaller than the maximum may occur. Thus. the Indexer
must construct and seck. for any given representative word. all possible text pnrases
that surround it up to the maximum size permitted by the function coordinates.

Example 1: The following phrases, having thc same representative word. occur

in a dictionary.

(1) mcthod/ METOA (V. v)

(2) curve fitting method/ METOA NOATOHKH KPHBOR (0.

(3) activation method/AKTHBALHOHHMA METOA (1.m

(4) radiation prospecting method/ PARKALUKOHHMA METOA NOUCKOB (i.1)
Argument Function

METON noun. (1.2)
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The coordinates (1,2) are the left and right limits of the largest possible phrases
whose representative word is MBTOA .

If, in the following text sequence, wg is the representative word with coordinates,
say, (1,2)

wlwz_w—sw 4WsWg ¢ - -
then the possible sets of text phrases based on Wa and coordinates (1.2) are

s WoWaW,We ... (1,.2)
e WoWaW, oo (1, 1)
e WaW We ooo. (0.2)

- WoWg oue (1.0)

. WoW

gWq 1o
- Wg oo (0.0)

0.1

In the first two phrases the representative word. Wa . is embedded in the phr.se

while in the remaining four phrases Wa is the left or right limit of the nhrase.

Operationally it is useful to distinguish these two types of coordinates - those repre-
scnting an embuedded representative word and those representing a representative word
it the phrase's limits. The reasca for this distinction will be made cle:.r by the next
example.  Suppose the following two dictionary phrases have the same representative

word.

Example 2:

(1) powder-diffraction method/ METOA AHOPAKUHH HA NOPON KL
0. 43)

i2) radiation prospecting method/ PAARAUHOHHMA METOJ NOHCKOB
(.1

q-s
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If we do not distinguish between the two kinds of coordinates we get, as before

Argument Function
METOA noun, (1,3)

and again if Wy = METOJ in the sequence W WoWaW, . ... the possible text phrases
are T

. w2w3w4w5w6 cees (1.3)
wgwaw‘lw5 (1.2)
wzwaw4 (1.1)
...wzwa.... (1.0)

L WaW W We oo (0.3)

P WaW W oo (0. 2)

.w3w4.... (0.1)

P Wg enn (0.0)

The first two phrases [coordinates (1.3) and (1. 2)] are combinations which do not occur
in the dictionary and which need never be formed by the Indexer if the functions (0. 3)
and (1. 1) are kept separate.

‘Therefore, the argument/function pairs are

Argument Function
METOA ncun, (0.3). (1.1)

leading to the following text phrasces - three less than in the previous case where

courdinates were simply merged.
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cor WoWaW, ... 1,1
oo WaW, WeWe oo (0,3)
ver WaW,We ooo. (0.2)
cr WaW,y oo (0,1)

c Wg oo (0,0)

The Indexer forms, and searches the dictionary for, the largest phrases first. When

a text phrase is found to have a match in the dictionary, the Indexer terminates potential

phrase construction based on the particular representative word it is operating with.
Since the largest phrases are found first, this procedure ensures against the double
indexing of nested phrases. Thus, 'curve fitting method" is the indexed item. not

"method.”

4.7 REPRESENTATION OF PHRASES

We have discussed selection of the representative word. We huve also discussed
coordinates and have shown how coordinates of different phrases having the same
representative word are merged. Now we will show how the Russian phrase itsclf is

represented in the machine dictionary.

I would be extremely cumbersome to work with an actual list of Russian phrases.

{*ving to match elements of such a list with another list computed frown the text. The

Russian phrase as a phrase — as a string. that is, o: words — does not occur in the
machine dictionary. It is represented instead by its logical sum. This means of
argument compression vepresents the phrasz2 as a binary number occupying one

machine word.  Appendix C shows how logical sums are formed.

4.3 LOGICAL SUMS OF RUSSIAN PHRASES AND ENGLISH TRANSLATIONS AS AN
ARGUMENT/FUNCTION TABLE

arpument pertion and the locations of the English translations in the function portion.

——

4-10
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The sums are arranged in ascending order so that they are susceptible to a binary

search,

It is possible, though certainly not probable, that two distinct phrases could produce
identical logical sums. A test case of 8,500 English words and phrases produced oniy
50 duplicates ard most of these were caused by two-word phrases in inverse order.

For example, index arithmetic and arithmetic index produced the same logical sum.

It is not known whether such a compression device has ever been used with Russian

phrases.
4.9 FORMAT OF THE COMPUTER DICTIONARY
We are now in a position to describe the structure of the machine dictionary.

First, for each letter of the English alphabet occurring in the manual dictionary,

three files of information are created as follows:

FILE A
An argument/function table. The arguments are representative words. The functions

are the parts-of-speech and the coordinates of the representative words.

FILE B
Also an argument/function table. The arguments are the logical suins of Russian
phrases. The functions are the location in FILE C of the English translations of those

Russian phrases whose logical sums are contained in the argument portion of this file.

FILE C

Not an argument/function table. Simply a list of English phrases. the Russian equiv-
alents of which have been logically summed and stored in the argument portion of
FILE B.

This threefold structure exists for each letter of the English alphabet which occurred

in the phrase dictionary. If 25 letters appeared there will be 75 files.

4-11
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A schematic picture of “he dictionary is as follows where FILE A (A) means the A file
for the English letter A.

FILE A (A)
FILE B (A)
FILE A (B)
FILE B (B)
FILE A {(C)
FILE B (C)

FILE A (Z)
FILE B (Z)
FILE C (A)
FILE C (B)
FILE C (C)

FILE C (Z)

Except for a coming discussion in s*ibsection 5. 2.3, where the reasons for carrying
certain adjectives in a stem form are discussed, the dictionary systera used by the

Indexer has now been completely described.

In summary. the dictionary system is actually composed of two distinct types of
dictivnary (Files A and B) and an English buffer (File C). RS . the reverse inflection
algorithm for words. and Rp . the reverse inflection algorithm for phrases. operate
in conjunction with Files A and B. respcectively. because the argument portions oi
Iiles A and B correspond to DS (canonical dictionary of words) and I)p (canonical

dictionary of phrases). respectively.

4-12
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Section 5
THE RAW INDEX

5.1 THE ALGORITHM

The algorithm which produces English translations for intervals of ordered Russian

words (i.c., the Raw Index) is described in Appendix D by means of a mathematical

notation which can be read as a flow chart. The algortihm will now be described

verbally in conjunction with an example.

A page of text is read into the computer's core.

A text word W, is successfully transformed by Rs into its canonical form (i
is the position of the word on the page). This can only happen if the canonical
form of LA w . is a representative word (i.e. . if it is in the set of A files).
The Indexer retrieves w's coordinates ({£.r) and part-of-speech. With the
coordinates the Indexer computes the set of phrases Wik w Wiapr e

Wiy {=k=0.0=m=r). Note that w's canonical form. not w itsell
oczurs in each element of the phrase set.

For each phrase in the set of phrases, a logical sum is computed (Appendix C).
Then for each sum (starting with the one representing the longest word-string).
the Indexer seeks a match in that B file corresponding to the A file where w
was located.

If 2a match is fecund. the Indexer has in fact transformed a text phrase to its
canonical form. (See subsection 5. 2 for details of this transformation.) Now
the logical sum is simply a Russian phrase in a compressed form. The
English equivalent of this Russian phrase is now retrieved from FILE C

corresponding to FILE B where the sum match was found.

ol
1
ot
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® The English translation, the part-of-speech of the Russian representative
word, and the left and right sentence limits of the successfully transformed
Russian phrase are now stored in a Raw Index Matrix in a row corresponding
to the position of w on the original page. In addition, Russian prepositions,
conjunctions, and other high-frequency words are stored in the Raw Index
Matrix in rows corresponding to their positions on the page.

® The Final Index (Section 6) is constructed from clements of the Raw Index

Matrix.
5.2 TRANSFORMATION OF TEXT PHRASE TO CANONICAL FORM

The selection of a representative word from a phrase and the computing of its coordi-
natcs can be considered a device for determining phrase limits in text, for determining.

that is. text phrases to be used as input to Rp

Now we will discuss the transformation of the text phrase to its canonical form. We

will discuss, that is. the reverse inflection algorithm for phrasecs, Rp

First. let us assume that the text phrase which has been isolated is a member of some
paradigm whose cancnical form is contained in the dictionary. (If this is not the case,

then R) will fail and the Indexer will pass on tc the next potential text phrase.)

The text phrase and the dictionary phrasc contain, at most, three components:

e The representative word
® The word string following the representative word

e The word string preceding the representative word
Either word string may be empty, but, in the general form considered here, both

exist.  The transformation of the text phrase (o its canonical form can be considered

as the transformation of each text component to its dictionary component.

LOCKHEED MISSILES & SPACE COMPANY
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5.2.1 Transformation of Representative Word

The text representative word has already been transformed to its canonical form by
Rs . This was necessary to obtain the phrase coordinates in the first place.

5.2.2 Words Following Representative Word

These words do not have to be transformed. An examination of the list on page 3-2
shows that the configuration of these words with respect to each other and with respect
to the representative word is fixed. Further. these words are contiguous (as are all
the words in the phrase, for that matter). Finally, the cases of these words are fixed.
Thus, the words following the representative word occur in text exactly as they occur

in the canonical form of the phrase.
3.2.3 Words Preceding Representative Word

The only portion of a phrase which may inflect according to its use within the sentence

ix the representative word and words preceding it.

The representative word has been transformed hy RS . Now we will examine the

preceding words,

We stated in Section 2 that the inverse inflection algorvithm. RS . transformed verbs
to the infinitive. nouns to the nominative singular, ard adjectives to the masculine
nominative singular,

We will now show that transforming text adjectives to the masculine nominative
~upndar will not necessarily lead to the proper dictiorary phrase. and that, conse-
guendy. the adjective-transforming routine of Rq must be slightly altered.

Suppose the following phrase is in the computer dictionary.

(1) JCOGEKTHBHOE CEMEHHE /EVFECTIVE CROSS-SECTION

H-3
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CEUYEHME , the representative word, is underlined. Now suppose the following
phrase occurs in text in the instrumental case

(2) «.JOCOEKTHBHMM CEYEHHEM....

which the reverse inflection algorithm, Rs , operating on each word transforms* to

(3) +.3®OEKTHBHMA CEYEHHE....

Phrase 3 is not the same as phrase 1, the dictionary phrase. (In fact. phrase 3 is
grammatically incorrect — a masculine adjective modifying a neuter noun.) In any
event, thc English translation "effective cross-section' wowld not be regarded as a
potential indexable phrase because the Russian equivalent is being incorrectly con-

structed from text.

The difficulty here arises because adjectives agree in case, number, and gender with
the nouns they modify. In a dictionary entry an adjective modifying a neuter or
feminine noun is itself in the neuter or feminine nominative form:. But the rcverse
inflection algorithm, RS , operating on text words transforms all adjectives to the
masculine singular nominative form. The result is that the Indexcr constructs an
incorrect hybrid noun unit — the adjective in the masculine singular nominative and the
noun in the feminine or neuter singular nominative. A correct match wita the noun
phrase contained in the dictionary cannot. of course, be made. This difficulty has
been resolved by aitering the procedure doscribed in subsccetion 4. 3. Under this
alteration, adjectives preceding a representative word which is a noun have their
adjectival endings removed. If the phrase consists of an adjective or a string ot
adjectives. then the adjectival endings are removed from cach word, This means
that by the time the Dictionary Creation Program has found tae representative word.
*We must assume for this example that IOCEKTHBHB A is in the dictionary. It

it were not, then Ry could not transform the instrumental text torm to the nomini-
tive (dictionary) torm.
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any adjectives preceding it have had their endings removed. If the representative
word is itself an adjective, then its ending also is removed. Thus the phrase
JOOEKTHBHOE CEUYEHHE is contained in the dictionary as

J®CEKTHBH CEYEHHE

The Indexer, when it creates phrases from text,removes the same endings from the

proper adjectives.

The reverse inflection algorithm (Appendix B) is so structured that when it correctly
creates a canonical form it knows the part-of-speech of that form. Now. if the Indexer
transforms a text word to a canonical form. and that form is a noun. and its coordi-
nates indicate a left limit other than zero, then the Indexer, when scanning left in text
to form the text phrase, must remove adjectival endings from words lying to the left

of the text representative word. Thus

. JOOEKTHBHbBIM CEYEHHEM....

becomes

«..JPOEKTHBH CEUYEHHE....

which is precisely the way the phrase occurs in the dictionay.  Note that 9¢®EKTHBH
need not appear in the dicuonary as a representative word, because it is contained in

the dictionary in the legical sum representing the phrase I®OEKTHBH CEHEHHE |
The assumption here. of course. is that an adjective string lying to the lett of a noun

and contiguous with (it modifies the noun - a dangerous assumption in literary Russian.

but safe enough tor scientilice text.
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5.3 COMPUTER REPRESENTATION OF ADJECTIVES

The phrases of page 3-2 are repeated below. Adjectival endings have been removed
from ndjectives preceding the representative word.

NOAH MOEHOCTb PEAKLHH HA EJAHHHLY OFBEMA
OPEHTAJNLH NAOCKOCTD
®OTOPOXAEHHE
90CEKTHBH CEYEHHE AAA AEAEHHA YPAHA
300EKT NEPEHOCA
KOC MHUYEC
; HHAYKTHPOBATD
AHOGEPEHUHPY M CXEMA
HAHOCHTb B 3ABHCHMOCTH OT

Double dictionary entries are constructed for phrases beginning with a string of

ambiguous words:

(IPAMON NOTOK

DPAMOR NOTOK NOUN
STRAIGHT-THROUGH FLOW 1
NPAM NOTOK

| ADJ NOUN

([ BUXPEBON TOK

BUAPEBOM TOK T NOUN
EDDY CURRENT 1

BHXPEB TOK
ADJ  NOUN

)
NONOHHH
[IONOHUHR NOUN
POLONIUM
noao
AN

a-h
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We can now see¢ more clearly the reason for creating double entries for O# , EE ,
and HHHA phrases. One of the two representative words — the form with the
adjectival ending — will never be located in the dictionary because if it or a member
of its paradigm occurs in text, the adjectival endiag will be removed prior to the
dictionary search. And removing the adjectival ending leads to the correct (i.e.. the
dictionary) representation of the adjective. The incorrect representative word is thus

a "wasted" entry, the price paid for making the DCP automatic.
5.4 INDEXING FAILURES: HOW THEY CAN BE CORRECTED

Certain configurations of text words will not be indexed properly. It is not belicved
that these types of configuration occur often enough to be considered a serious problem
but they must be mentioned for completeness. In nny case, they can be corrected by

making the DCP semi-automatic instead of fully automatic.

5.4.1 Representative Word a Plural Noun

The reverse inflection algorithm, Rs ., transtorms text nouns to the nominative
singular and attempts to find a match in the dictionary set of representative wonrds.
Now if a noun in the set of representative words is in the nominative plural. e.g..

JYYH in KOCMHUYECKHE JYUYH/COSMIC RAYS

a member of the noun's paradigm occurring in text will be transformed to the singular

form which does not vccur in the dictionary, hence no match can be made.

This error can be corrected by altering the reverse inflection algorithm so that it

torms. for nouns. both the nominative singular and nominative plural forms.

Untortunately. such a change will also increase the processing time. It should be
pointed out that the great majority of nouns in a picce of text will not be clements of
the paradign of any representative word.  Nevertheless. each noun must be processod

by Rq to establish that it is or is not a member of a representative word paradigm.
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Changing the algorithm R g 89 that it forms the nominative plural would require the
reprocessing of a given word in its plural forms, if processing of the singular forms
fails.

5.4.2 Representative Word a Noun in Adjectival Form
Some Russian nouns are. morphologicélly, adjectives

(CTONOBAA/LIVING ROOM . AAHHME /DATA)

If such a form is a representative word, it will have its adjectival ending removed
(subsection 5.2.3). A member of its paradigm occurring in text will have its ending
removed. A match will be made, and the English translation will be storced in the
Index Matrix. But it will have the wrong part-of-specch - adjective instead of noun,
The English translation will thus appear correctly in the simple index. but quite likely
will appear incorrectly (if it appears at all) in the complex index. (The rules for
forming the complex index could undoubtedly be altered to satisfactorily handle such
nouns. This report, however, describes the system as it now stands. )

o.+.3 Miscellaneous Forms

Oceasionally. though not often, miscellancous forms occur in the shetionary such s a
preposition followed by o noun, adjective foliowed by prepositional phrase, or a verb
preceded by an adverb. Their occurrence is sutficiently vare that as vet no special

prnvision has been made for handling them by DCP.

.0 SEMI-AUTOMATIC DICTIONARY

The errors described in the Indexing system can all be tracaed to the desire to moaks:
the Dictionary Creation Program fudly automatic.  Relaxing this requirement adowng

the DCP to work in tandem with someonce possessiig a small hnowiedge of Russuin.

vowld we behieve, ohimiinate the erroes discussed,
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DCP would, in this version, be a two-pass system. The first pass would create the
type of dictionary that has been described. Suspicious entries — those, for example,
whose representative words are potential plural nouns — would be printed out with
their English translations. A human being would then examine the print-out and make
nccessary changes. (Thus, a plural noun would be changed by the human to the
singular form so that RS would successfully operate upon a member of its paradigm
occurring in text.)

The second pass would simply merge the corrected entries with the dictionary created

on the first pass.

5.6 EXAMPLE OF ENTRY SELECTION FOR THE RAW INDEX

. 3 YACTHU BBJH3K PALNHOAKTHBHMNX HCTOYHHKOB NPEANOCNOXHIA.. ..

-4 Q-3 i-2 i-1 / i i+1
{HCTOYHHK . i} FILE A

HCTOYHHK

noun, (1.0)

{i . noun . (1.0) . HCTOYHHK]}

/

{+. noun . HCTOYHHK . PALHOAKTHBHBX HCTOYHHKOB . HCTOYHHKOB;

|

'\ noun . PAAHOAKTHBH HCTOUYHHK . HCTOUHY X}

‘U onour . TT3LIGHITET L 632463460445}
/ FILE B
S noun . Radioactive souree | i-1 i} GA246346 0440
Saurce
TI3HI6S 16T
Finally Irdioactin e Sourve
Fti-1.1) i Radioactive source . noun)

-4
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Section 6
FINAL INDEX

3.1 GENERAL DISCUSSION

After preliminary processing, the Indexer is ready to construct the index items from
the Raw Index. The Raw Index can be viewed as a matrix, M. M, at this point. is
a blend of Russian high-frequency words, English phrases constructed from certain
Russian words in the original sentence, and the parts of speech of those Russian
words. The positions of the Russian words and of the English phrases with respect

to each other in the original sentence are preserved in M .

The Indexer can produce two types of Final Index: a Simple Index and a Complex Index.

6.2 SIMPLE INDEX

This is a simple listing. alphabetically arranged and with duplicate entries eliminated.
of the English phrases in the raw index and the page numbers on which they occur.

There is no cross indexing.

6.3 COMPLEX INDEX

The Complex Index is also formed from the Raw Index. The infoomation contained in
the Raw Index - parts of speech of Russian representative words. sentence limits of
the originid Russian phrase. and English translation of Russian phrase -- allow index
cntries to be constructed using syrtactic information. The Complex Index is also cross-
relerenced.  Index items are selected by examining the first column of the Raw Index
Muatrix. This column contains part-ot-speech information and original sentence limits

ol Russian phrascs.

6-1
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Index items are constructed using the syntactic building blocks of noun, adjective,
preposition, and verb. Index items are defined below in terms of this syntactic
information. To avoid cluttering up the notation, the abbreviations used will be taken
to mean the English translation of the part of speech indicated. Thus n does not
mean a noun, but a particular English phrase behaving as a noun. Similarly

aj = English phrase behaving as an adjective
v = English phrase behaving as a verb
pr = English word behaving as a preposition
but
pr* = a Russian preposition

pr* is a Russian preposition which cannot be translated with a high degree of accuracy.
Some prepositions can be translated with a reasonable degree of accuracy. Their

translation is denoted by pr .

The following prepositions are being translated.

Russian Preposition Pr
B in
AN for
A0 to
K to
MEXLY between
0 about
C with
NMOCIJIE after

We adso deline a noun unit (nut) as tollows:

n

nut 3

aj.aj., ... ajpn
R Jk

~
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PP = G = Y T R ———- T ‘-.*-—

In the descriptions to follow it must be remembered that aj , v, n, pr, and nut

represent English words and phrases, and pr* represents a Russian word.

The structure of the index items can be shown conveniently by a tree structure. A
noun unit appears at the top of the tree. Nodes of the tree below the top node represent
English phrases lying to the right of the leading phrase. Adjacent nodes on the tree
represent contiguous phrases in the sentence. A branch at a given node indicates that
the possibilities indicated may follow the phrase represented by the branch node. A
continuous line drawn from the top node through lower nodes gives the structure of an
index item except that if pr* occurs in a node the index item terminates at the
previous node. If two connected nodes are each a nut, then the English preposition
"of'" appears on the connecting line to indicate that it is to be inserted between the two

noun units.

Example.
scattering cross=-section
for of
photons mesons

of in from of

high energy dense air

deuterium
N\
/ \
/ \
6-3
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Index items for rightmost branch are:

® scattering cross section of mesons of high mass from deuterium

e deuterium, scattering cross section of mesons of high mass from

Index items for sub-branch of rightmost branch are:

® scattering cross section of mesons from light nuclei
® light nuclei, scattering cross section of mesons {rom

Index items for leftmost branch are:

® scattering cross section for photons of high energy

® high energy. scattering cross section for photons of

Index items for subranch of leftmost branch are:

® scattering cross section for photons in dense air

® dense air, scattering cross section for photons in

The second index item in each case is the cross-indexed entry, the leading noun unit

representing the terminal node.

If the leading noun unit contains adjectives as in this example, then deeper cross

indexing is possible, leading wo the following additional entries:

¢ cross section, scattering, of mesons of high mass from deuterium
® cross section, scattering. of mesons from light nuclei

® cross secction, scattering, for photons of high energy
L 4

cross section, scattering, for photons in dense air
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Section 7
CONCLUSIONS

The algorithm which produces English translations for sequences of Russian text words
can be viewed as the basic algorithm which. in the system described here, is being

used to produce an index.

This basic algorithm has several other possible uses.

7.1 EXTRACTING

Phrases occurring in a technical phrase dictionary are, by definition, descriptors
critical to an understanding of a given scientific field. Since it isolates such phrases
in text, the basic algorithm can be used to extract Russian sentences, paragraphs, or

even pages from a larger body of technical text.

7.2 TRANSLATION

The basic algorithm and the dictionary upon which it operates could be used as a closed
subroutine within a larger Russian-English translation system. Such a subroutine
would produce translations of a sequence of Russian words which occur in a piece of
text. The English translation itself would, of course. have to be inflected to conform

to the syntactic use of the phrase within the sentence.
7.3 RETRIEVAL
The basic algorithm gives the capability of creating a unique information retrieval

system -- onc which accepts English queries and addresses these queries to files of

Russian articles. or more accurately. to files of indexes of Russian articles.

LOCKHEED MISSILES & SPACE COMPANY
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The Russian Retrieval Program follows directly in conception from the Russian-
English Indexing System described in this report and will, in fact, use most of the
computer programs used by the Iadexing System.

Retrieval of ariinies processed by the Indexing System appears to be simple. Russian
articles so processed have been deeply indexed in English. If a user seeking infor-
mation from a file of such deep indexes uses the same terminology (i.e., the manual
version of the computer dictionary) as was used to create the index, then a matching
process — user's phrases versus index — in cuinbination with the logical AND and OR
operations will enable the user to address long English queries to the file. In effect

this will lead to reirieval by English queries of Russian technical material.

The Indexing and Retrieval applications have been discussed with the intention of
deriving English information from Russian text. The logic involved, however, applies
t~ English as weli. Thus the Russian-English programs with minor alterations may

be used to index (Ref. 7),extract, and retrieve English tochnical material.

i
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Appendix A
THE FIRST AND SECOND VERB CONJUGATIONS

First Conjugation
Imperfective Perfective
1. Infinitive:
YHTATh NPOYHTATD to have read

to read, be reading

II. Indicative:
Present Tense

I read, am reading

f YHTAWO
TH YHTACIID
OH, OHA, OHO uHTAeT None

MEI YHTieM
EB YyHTaLTE
OHH YHTAWT

Past Tense
I read. was reading I have, had read
A 4HTIA, Aa, A0 f1 NPOUHTAN, AQ, RO
T YKTAA, AQ, RO Th NDGHHTAA, Aa, AO
OH 4HTAN OH MPOUHTAA
OHA unTina OHd NpOLHTAAA
OHO UHTAI0 OHO NPUUHTANO
Mbl, BLI OHH MHTaAN MI{, BH, OHIt NPOYHTIAN

Future Tense

1 shall read, be reading [ shall have read
# 6yay wittirh f NPOUKTIIO
Tl Oynewn unTaTh Thl NpoyKTICUIb
OH, OHA, OHO OyaeT uHTaTh OH, OHA. 0iO NpouHTaer
MHN Bynem uHTaTh M NPOuHTICM -
s Gyaere untarp BW npounTaere
onit Oyayr unrars OHH NPONHTANOT
j
A-]
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Imperfective » Perfective

III. Subjunctive (conditional):

Conjugated exactly like the past tense of the indicative mood
with the addition of particles 61t or 6:

f unTaA, Aa, a0 6m (6) etc. f npountasn, aa, Ao 6ut (6) cte.

I should read, be reading, I should have read
should have been reading

IV. Imperative:

yyTai! read! npounTtait! read! read (it)
yutaitre! €8¢ npounTafire! through, com-
pletely

V. Adverbial participles:

Present Tense

YHTAR reading, while
- None
reading
Past Tense
untasuin  while (I, ete.) NPOuNHTABWI .
. ) . p having read
YHTAR was reading npounTas

V1. Participles:
s, Active:
Present Tense

ynraowui one who is

. J
reading None
Past Tense
YHTARUIMA one who was NPOUHTABIUHI  one who has,
- reading had read

A=

s
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Imperfective ' Perfective

b. Passive:

Present Tense

Long form: untracMmil None
Short form: unriem :

which is being read
Past Tense

Long form: witrannniit npowittadumft  which has, had
Short formn: usitan npouiiTan been read

which was read

(Other past passive parliciple endings are: long ~Toifl, short -1.)

- VII. Passive:

The passive is constructed by means of the skort passive parti-
ciple forms, present or past (see directly above); also by means
of the reflexive form‘ ‘

d
i

s %’I?ﬁu.ymnd\;.‘m, N L TR
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Second Conjugation

o,

R

T

IIT.

Imperfective Perfective
1. Infinitive:
KypiTb BEIKYPHTb to have smoked
to smoke, be smoking
II. Indicative:

Present Tense

1 smoke, am smoking

fi Kyplo
Thl KypHWb
OH, OHA, OHO KYPHT

Mbl KypPHM
BHI KypHTe
OHH KypAaT

None

Past Tense

I smoked. was smoking

f Kypia, aa, ao
Tl Kypia, Aa, 10
OH Kypliin

OHA Kypina

oHO KypHao

MbI, BH, OHH KypiaH

I have, had smoked

A BLIKYPHA, A4, 10
TLI BHIKVPHA, Aa, 10
OH BHIKVPita

OHA BHIKYPHIA

OHO BRIKYPHIO

Mtl, BHI, OHM BEIKYPHAH

Future Tense

I shall smoke, be smoking

s 6yay KVpATb

T Gyaeub KypitTb

oH, OHA, OHO BGyaeT KypITh
Mbl GyeM KypHTb

Bb Bynete KypitTh

oHn 6ynyT KypiTh

Subjunctive (cenditional):

Conjugated exactly like the past tense of

I sha!l have smoked

A BLIKYPIO

Tbl BRIKYPHILIb

OH, OH, OHO BLIKYPHT
MEL BLIKYPHM

BLI BhIKypHTE

OHIt BLIK PAT

indicative mood

with the addition of parricles 6m (0):

f Kypita, na, Ao 6bt (6) ete.

I should smoke, be smoking,
should have been smoking

A BLIKYDILA, 1, 10 611 (6) ete

I should bave smoked




Perfective

Imperfective
IV. Imperative: :
Kypit! BLIKY ! smoke! finish
oy smoke! . ! Kine!
Kypure! BbIKYpUTC smoking!

V. Adverbial participles:
Present Tense

1 ding, while
Kypfl smoLmO: hile None
smoking

Past Tense

ssui while (T, ete.)  BEIKYypHBIUN .
Kyp ( : ) . ’)'p having smoked
KypHR was smoking  BBIKYpHB _

V1. Participles:

a. Active: .
Present Tense
A » ie
Kypautit  one who i None
smoking
Past Tense

sBhikvpusunit  one who has,

KypriBUuiHit one who was
~ had smoked

smoking
b. Passive:
Present Tense

Long form: KypiMmbi

Short form: Kypim None

which is being smoked

Pasl Tense

Long form: wypennniit  Brikypennbili  which has, had
Short form: Kyvpen BHIKYPEH been smoked

which was smoked
(Other past passive participle endings are long -Tblfl, short -T.)

VII. Passive:
The passive is constructed by means of the short passive parti-
ciple forms, present or past (sce directly above) ; also by means

of the reflexive form.
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Appendix B
REVERSE INFLECTION ALGORITHM

The algorithm operates on a dictionary which contains classically defined canonical
forms: nominative singular of nouns, nominative singular masculine gender for

adjectives, and the infinitive for verbs and participles.

A word encountered in text has a terminal string of letters removed by the algorithm
and a new terminal string added to form a "pseudo-word." The pseudo-word is an
attempt on the part of the algorithm to construct the text word's canonical form. If

the pscudoword does in fact exist in the dictionary, the algorithm proceeds to examine

the next word.

If the pseudo-word does not exist in the dictionary, a new pseudo-word is constructed
(tecrminal string removed. new terminal string added). The process continucs for a
given word until a true canonical form is constructed or until all of the text word's

possible constructions have been exhausted.

Pscuido-word construction takes place for all of a word's potential parts-of-specch.
Thus, the algorithm assumeces a word is a verb, noun, adjective. participle, in that

order. and constructs. it possible. a set of pseudo-words for each part-of-speech,

The algorithm operates upon a table which has a 3-level structure. The levels are as

follows:

(1) Terminal letter for a given part of speech
(2) Possible suffixes ending in the terminal letter for this part of specch
(3) Canonical suffixes to be added to the stem after suffixes of level 2 have

been removed




‘
j
!

Example: This example shows the 3-level structure for verbs ending in 10,

(1) 0
%
(2) 0 _-Elo -JI K0 -0l0 YO b0 010 waw

(3) *Th *8Tb *KTb -ATb ETb *HTb -OBATb ¥'Th -EBATb -CHAThH
“ETb “HTb “HTh ETb -EBATH
“OTb ¥Th
BATH

Now suppose MMOJAYYAW occurs in text. The algorithm assumes first it is a verb.
It examines the terminal letter, finds that it is 0 and that 0 has eight possible
verbal suffixes. In this case, only a single suffix. 0 | is contained in the word.

10 is removed from the text word and the seven canonical suffixes are added to the
stem to lorm seven pseudo-words. The suffix («Tb) gives a true canonical lorm,

H. now (IMMOJAYYATH) is in the dictionary. a match will be made.

text remove 10 add suffixcs

MNONYYA ———=TIOJIYUYA|BATD
YTh
CTb
HTb
EThb
true form Tb

[NIOJNIYYA N

L may be objected that the algorithm simulates too closely human processes. that it is
logical - inclegant. even - to remove strings of letters only to add new strings. Why
not. for exampie. restrict the algorithm to the vremoval operation? That is. make the
canonical entries in the dictionary be some stripped form of the real word,  ‘Then the
adgorithm need only reriove endings and compare the stripped word to canonical entries

which have also been stripped.
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At the time the algorithm was developed, it was considered desirable to put as much
of the translation burden as possible on the computer. If a stripped form of a word is
used as the canonical entry, how is the stripped form arrived at? It must be decided
by human analysis or by some computer algorithm. Either way, additionnl labor.
human or machine, is necessary. It is not, then, a question of two operations versus
one — removal and addition versus removal — but of two operations versus two
operations — removal and addition versus removal and removal. In the first case,
removal and addition occur in the same algorithm. In the second case, the first
removal operation is performed by a human or a computer, but in either case it takes
place independently and prior to the second removal operation.

Further. the algorithm was designed for use with a parsing program and it was felt
that there was important syntactic information which was characteristic of classically
defined words that would disappear if a true word were reduced, in effect, to a
"non-word." (We are thinking here of the phenomena of syntactic and semantic

goverument, )
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Appendix C
COMPRESSION OF PHRASES INTO A LOGICAL SUM

The phrase to be compressed is

PACCTOSAHUE MEXAY YACTHUAMH
interparticle distance

The IBM 7094 allows six alphanumeric characters to be stored in a single machine

word.

r > m » =
= O = >
e = =1 & O
S X « m N
o F o o =
o » £ £ O

Note that blanks have been replaced by zeros and that the final machine word has also

been padded out with zeros.

The logical sum can now be calewlated.  (The actual numbers shown below are the

numericid representition in core of the corresponding Russian lotiers above )

ot g 62 62 613 d6
13 45 1) 25 M 41

2 53 M4 64 w0 0y

4 31 00 0w g0 pu

T\ T H K2 | 29 07 K

Final Sum w36 M4 AN TN | i1
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Appendix D
CONCEPTUAL DESCRIPTION OF RUSSIAN TEXT PHRASE TRANSLATOR

D. 1 INTRODUCTION

The Russian text phrase translator consists of two operationally distinct parts: the
first being a computer-generated phrase dictionary. the sccond a computer-generated
textual analysis which assigns to cvery text interval an English phrase and grammatical
function. The English phrase is either a translation of the text interval or a statement
to the effect that the text interval is neither a dictionary phrase nor an inflected form

of a dictionary phrasec.

In this description of the Translator, the following notations will be adhercd to.
Collections of phrases will be denoted by capital script letters: R.E.,... Ra ,
Rh , ..., will denote the subfamily of R all of whose translations begin with the
letter a, b,.... Phrases will be denoted by capital Roman letters: R, E. ....
The English translation of a Russian phrase R will be denoted by E{(R) . Words will
be denoted by small Greek letters: w , u,.... Small Roman letters will denote
numbers or themselves. To any Russian word ¢ [phrase R ] is associated its

canonical form o IR} and its numerical logical sum g . [g(R)] .
D.2 THE PHRASE DICTIONARY

Let £ be a tamaly of Russian phrases in which the left most noun or verb occurs in

canomcal lorm. Lot £ Lo the family of English translations.  For each R« R

@ representative word o in canonical form is algorithnucdly determined (@ oo R o

well as ats part of specch (POS) and its imbedding coordinates N 0 L v(w . R)

veliative to RRothatis. if R <o ¢, . .0 )0, ...0 . then x(;:« 1) R
R R i i-l i (

vie Y O Let now R,‘L:)Cﬂ_\ be that subfamily ot k,\ whose canonical vopee-

sentative word 1x o . The 2-maxamad coordinates of o are defined as




e R e - o .
A o o L2005t i 1 B rren

x@ =  max_ x@R) y@ =  max_ y@R)
Re KR, () : Re R (v)

Conceptunlly, a typical entry in the phrase dictionary is
(g(R), E(R}, w, POS,x(-),¥("))
‘The a-section of the dictionary may be written as

U (s(R), E(R),w, POS,x(a),y(n))

Rea

and the entire phrasec dictionary is

, | o |
U U (s(R),E(R),w, POS,x(-),y(*))
(-)=a Re )

D.3 THE TEXT ANALYSIS

A prescribed Russian text will be regarded as an ordered set of n words. Each and
every word interval (a,b) a =D will be regavded as a text phrase. Denote by O the
sct of text phrases, by E£(K) the sct of English phrases in the phrasc dictionary.

Conceptually the textual analysis may be signified as
r. 0 — (C(R),grnmmnticul l'unction)

Operationally only the dictionavy significant phrases in & are analyzed, the others

being assigned an English phrasc by fiat.

The analysis, interpretation, and production of data by the textual analysis algorithm
are perhaps most succinctly described in the lollowing conceptual {low chart. The

nolations arc as described in the introduction. Let .Du =i PR (g(l{), E(R), «. POS, x(2). .\'(:nfz_;\

be the a-section of the phrasc dictionary. Let W be the i-th word in the ordered text;

D-2
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STEP 1: Canonical form
(W, 1) = (w,1)
STEP 2. Look up w in ‘Da (if not successful go to 'bb’ .. ..bz . Failing, go to <)
(w, 1) = (w.1i, PO, x(), y(a))
STEP 3. Formation of phrases in which « is imbedded
(w1, POS, x(a), y(a)) = { (2,1, POS,T)} , w « TC (i - x@), i+ yv@)

STEP 4: Canonical form

{{2,i, POS, T)} — {(i, POS, T)}
STEP §: Logical sum

{4, POS, T)} — ‘(i.mm.gd‘))}
STEP 6: Phrase dictionary look up over {g(T)}
The set of x@) - yeo triples (: POS,;:(T‘)) are ordered according to the fength of the

phrase T ,» the ordering amongs  equal length phrases pemng inditferent.  The ordered

logical sums {1} are then matched agamst the set Tadd! appearing 0 B, ot
N €

Assunung the Lirst agreement occurs for gl .D{ ) the diporrhm then produees

the information vector

{(:. ms.gc“n)} -~ (i. PO, 08 B, .\u.S\.)u..\‘»)

Fopr-xe 8- )z‘...\'), - (r\.*»_l&:s)




STEP 8: After an agreernent has occurred [if no agreement occurs in STEP 6], the
textual analysis algorithm is repeated for w, +y(@, S)+1 [(...)i +1] provided the indicated
subscript is =< n . Otherwise the text phrase translation is terminated by assigning

to all non determined text interval phrases T ¢ O the English phrase '""not significant,"
and grammatical function '"none."

D-4
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Appendix E
OUTPUT OF THE INDEXING SYSTEM

The first few paragraphs of a geological article entitled '"Phase Transformations in
the Interior of the Earth," by S. M. Stishov. Nature. Sep 1962 were used as input to
the Indexer (Fig. E-1). The simple and complex indexcs are listed in Figs. E-2 and
E-3. Single words have been eliminated from the complex index. though not from the

simple. The computer dictionary is based on Sofiano's geological dictionary (Ref. 1).

E-1
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<~ IBIOT LOCTH

LDABOBLIE HPEBPAMEIII/IH
B I‘JIYBI/IHAX SEMJIN

Joctickennn  mexanuxit . QGuUINKH B
XVII—-XVIII nn. noanomiiur onpenesinTh mac-
cy 1 cpejuioio naothocts 3emat. Ilocaeqiia

- orasaiach pannoit 5,5 o/ca®. A rar xan naor-

HOCTL 1:100JICe THNICALIX II0POJL Ha MOBEPX1I0-
erit 3eaint we npennumaer 3,3 o/ca®, To,
CCTCCTRONIO,” DOJHIIUIO  HpejCcTanIelie, uTo
dexan  ynemunnaeress ¢ rayou-
aoit.

(MaKTil CYMCCTBOBANNA  JHCACIUNIX  MCTCO-
pHTON, a TAIGKE B IPOUUIOM HONYIAPHAS TCOPST
HPOHCXOIACHILT 3CAUII N3 TOPAMOro BOMERETNA
Comtuga npipBede MIoruX yuUeHux K MMcmro
ROMIENTPATUIN Jkeaean B enrpe oo, Hpi-
MCUATEALUO, MTO YIRO BHOKHO OUDPCCACHIINIO
BuckanBanist pannyscroro reoxora A, l{o0-
potn 1866 r. o seacanoy sipo 3eadnr neropo
HOAY UL HOJUICPIKKY €O CTOPOLN ceilcModIoron,

roropna B komo XNXIX n mauane XX n,
yaaioch  yETauosurh  nasinuuo v 3emiao
aapa.

B 20-x rojax Tewymero crogerns I3, M.

Postuinauar (Hopnerua) 1w wemenrnit Quusnio-
xivian I Tassane passian upeacrawicuite o
TOM, MTO B LCPBOMAMAALIO pachHanicioil
Sese  nponexouiiio  pasxestenne  (Jundpeper-
TELLE) BOUECTR 110 IX IJIOTHOCTIL, 1adoruy-
1O CTOMY, 'ITO MIE LiMQCM, HANDPHMED, BPI IIan-
Ke cyendanmx pys. Hpi orom upoinecce no-
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