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OMEGA 

A  WORLD-WIDE  NAVIGATIONAL SYSTEM 

PART I.    THE SYSTEM 

1.0 Introduction 

This report presents a design plan for a radio-locating facility 

providing world-wide position fixing of moderate (one-mile) accuracy by 

phase comparison of VLF (10 - 14 kc) continuous wave radio signals from 

only eight strategically located transmitting stations usable by aircraft, 

ships, and land vehicles,  and by submarines at moderate (40 - 50 feet) 

antenna depths. 

1.1 Purpose of the System 

Through all recorded history such proponents of navigation as 

Prince Henry of Portugal in the Fifteenth Century,  the British Board of 

Longitude in the early Eighteenth Century and the modern Radio Technical 

Commission for Aeronautics and International Civil Aviation Organization 

have emphasized the requirement for navigation all over the globe.    This 

need has increased with the expansion of commerce and the advent of 

aircraft,   submarines,  and other more exotic vehicles until there is now an 

urgent requirement for accurate all-weather global navigation on the surface, 

in the air,  and under water. 

These requirements have never been satisfied fully - celestial 

navigation is not all-weather; present electronic systems do not give giobal 

coverage; inertial systems are expensive    limited in accuracy,  and degrade 

with time. 

The purpose of tne Omega system is to fulfill this chronic require- 

ment for global all-weather navigation at an acceptable cost by the establish- 

ment of a world-wide radio locating systcm:   making optimum use of recently 

uncovered facts regarding the propagation of VLF radio signals over sub- 

stantial distances. 
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1.2 Background 

Extensive and accurate measurements of the phase stability of very 

low frequency (VLF) radio waves have been made throughout the last decade. 

These studies show that (in addition to conventional world-wide communications) 

such signals can provide global position-fixing of good accuracy and high 

reliability.    Such a system can be used by ships, aircraft, and submarines to 

moderate depths. 

Taking advantage of the high phase stability and low attenuation rates 

of VLF radio signals» Omega can provide this world-wide service with only 

eight transmitting stations.   A new and useful degree of redundancy can be 

attained in this hyperbolic navigation system» which has many similarities 

to loran but which achieves vastly greater coverage per station. 

Omega is particularly useful for ships because positions can be fixed 

to within one mile during the day and two or three miles at night,  even in the 

center of the largest expanses of the oceans.    For station-keeping or rendezvous, 

the relative accuracy will be about one-quarter mile.    Submarines can obtain 

the same fix accuracies for antenna depths as great as 40 - 50 feet.   Aircraft 

can use Omega for navigation by employing relatively simple rate control or 

approximate course and speed compensation circuitry in their receivers. 

1.3 History 

Omega was developed and has been extensively tested at the U. S. 

Naval Electronics Laboratory, with assistance from several other organi- 

zations.    The Naval Research Laboratory has been responsible for the de- 

velopment of an airborne receiver and has played an important role in the 

observing program.    The development at NEL has been in the hands of the 

group initially responsible for work on Radux, a low-frequency aid to navi- 

gation that did not reach implementation.    Omega is,  therefore,  based upon 

some 15 years experience in the characteristics and navigational utility of 

the low radio frequencies.    Experimental Omega transmitters have been 

operated in California,  Hawaii,  New York,  the Panama Canal Zone, and 
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recently in Wales,    These sites were chosen only because of the availability 

^ of existing antennas.    The geographic configuration of the experimental \ 

system could easily be better, and the radiated powers approach a satis- 

factory operational level only at the station in Hawaii. 

These five transmitting stations have been grouped» at various 

times, to form six different pairs, and transmissions have been measured 

at several dozen locations distributed over a wide area. 

Many of these monitoring points have been occupied only briefly, 

but at some,  observations have been made for several years.    In addition, ,- 

there have been many months of observations on ships in transit or on 

station, and scattered observations from aircraft, as well as experimental 

observations in submarines. 

As a result of these efforts,  it is now possible to predict readings 

to be expected; that is, to plot Omega charts -- and to establish the range, 

accuracy, and reliability to be expected with an operational system. 

*• * General System Description 

In Omega,  eight VLF Transmitting stations will be distributed 

around the globe.    Each station will transmit for about one second in turn, 

at precisely the same radio frequency.    Position of a receiver will be es- 

tablished by intersection of hyperbolic contours defined by the relative 

radio-frequency phase of the transmissions of suitably chosen pairs of the 

eight stations.    The stations in the network will have average separations 

of about 5, 000 nautical miles.    With minor exceptions,  caused by high 

attenuation in transmission over the polar ice-caps and permafrost, all 

eight stations will be observable at any receiving point; five or six of the 

stations will ordinarily supply signals fully satisfying the system standards 

of fix accuracy and reliability. 

The navigator can determine a line of position generated by any 

convenient pair of these stations,  and can cross it with one or more other 
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lines derived from another pair or pairs.    Thus the navigator will choose 

position lines by Omega much as he chooses celestial lines of position -- 

for good accuracy and for large crossing angles -- and there is a satis- 

factory degree of redundancy to protect him in case of transmitter failure. 

He may make readings on four or five lines of position,  but usually he will 

choose the two pairs that jointly give the greatest precision at his location. 

The Omega receiver measures the relative phase of the signals 

from at least two pairs.    This receiver may be manual or partly or fully 

automatic.    To obtain a fix,  the operator adjusts the receiver to read the 

lines of position he has chosen.    Thereafter an automatic receiver will track 

the signals until the operator modifies his choice of pairs,  or until arrival 

at his destination.    The indication of position lines is explicit and continuous, 

and may be recorded for the convenience of the navigator. 

Charts,  tables,  or both will be provided that relate the daytime 

Omega readings to geographic position,  as in loran.    Because there are 

minor diurnal and annual changes in the velocity of propagation,  the navi- 

gator will also be given compensation graphs or tables that permit him to 

reduce his observed readings to equivalent daytime readings before consulting 

the main chart or table.    All of this information can,  of course,  be stored in 

a computer (if desired) or computed as required rather than in advance. 

1. 5   Differential Omega 

Over any more or less restricted area,  the accuracy of Omega can 

be improved by perhaps an order of magnitude by a technique called Differ- 

ential Omega in which the separation of two or more receivers is determined 

by the differences of their indications,  with all propagation disturbances can- 

celled to the extent they are correlated at the receivers.    One receiver might 

be a fixed monitor broadcasting or telemetering its readings to vehicles 

navigating in the vicinity,  as in a terminal area or tactical theatre;   or two 

or more vehicles may converge to previously agreed upon Omega coordinates 

in a rendezvous. 

In a rendezvous,  where the receivers are brought to the same 

coordinates,  the correlation would be perfect,  and the final accuracy would 
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be determined purely by the resolution and accuracy of the receivers under 

the existing signal and noise environment.    In a terminal area,  the accuracy 

^ would be determined by the extent propagation fluctuations correlate over 

the area.    Correlation would be substantially perfect at distances of a few 

miles,  and useful out to at least several hundred miles. 

Another form of Differential Omega is the use of a monitor indica- 

tion to adjust the diurnal compensation for the fluctuation of the particular 

moment. 

In intercontinental air navigation,  for example,  it may be feasible 

to interpolate deviation from the daytime value observed at each end of the 

path for the diurnal compensation at the immediate position.    Other proce- 

dures can use the difference between the actual reading of the monitor and 

its predicted value to correct diurnal compensation at the position of the 

vehicle. 

1. 6   Anticipated Performance 

^ As suggested above, distance from the transmitting stations has 

been substantially  :v;minated as a major problem in Omega.    The use of 

very long base lines -- several of them actually connecting stations dia- 

metrically opposite to each other -- results in position lines that diverge 

only a little and that cross each other at nearly right angles.    This geo- 

metrical excellence,  together with the range of choices available to the 

navigator,   results in a system whose absolute accuracy varies little with 

geographical position.    This uniformity of accuracy is itself a great con- 

venience and comfort to the navigator. 

The accuracy of Omega can conveniently be considered in two parts. 

First,  and most important,  is the effect of natural random fluctuations in 

the times of propagation of the radio signals.    This uncertainty can be roughly 

summarized as producing,  in an Omega line of position,  a standard deviation 

of about three-tenths of a mile in the daytime,  and about twice that at night. 

These are average values; they may increase somewhat if operation should 

be required at extreme distances.    This kind of error cannot be reduced by 

any known method,  because it is a fact of rature. 
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As contrasted with this,  the second kind of error is the result of 

a defect in our present knowledge of the actual average velocity of propa- 

gation.    This uncertainty is reflected in our inability to draw position lines 

on a chart in exactly the right place.    This charting error is obviously un- 

important,  if it is small as compared to the natural fluctuation.    The 

velocity is a function of soil    conductivity as well as time,  and is also affected 

to a minor degree by the direction of transmission with respect to the earth's 

magnetic field.    At the present time,  the velocity is fairly well known, 

and the charting error seems to average no more than half of the fluctuation 

error.    As more measurements are made,  our knowledge of these factors 

is increasing rapidly.    We feel no doubt that the charting error will decrease 

to relative unimportance as more analyses are made and as more data are 

taken,  especially as future Omega experiments will be designed primarily 

to that end.    By the time the Omega system can become operational, we are 

confident that the root-mean-square fix error, for all causes combined, will 

be about one-half mile in the daytime and one mile at night. 

Even if two transmitters should fail simultaneously,  the system 

redundancy will be adequate to supply substitute fixes to the navigator,  with 

about a 50 percent increase in the average error. 

1. 7   System Cost 

Transmitting antennas for the Omega frequency are large and 

expensive.    Fortunately,  there are two ameliorating circumstances.    First, 

the required radiated power is only ten kilowatts; a very low value by VLF 

standards.    Second,   only eight stations are needed for world-wide service, 

so that the total system costs for both construction and operation are moderate 

in comparison with other aids to navigation. 

We estimate that,  in middle latitudes,  an Omega transmitting 

station will cost $8, 000, 000 to $10, 000, 000.    Some stations will need to be 

in remote areas,   such as the Aleutian Islands,  and may cost twice as much, 

or more.    The cost for eight,   together with necessary monitoring and 

communication facilities is expected to be less than $100, 000, 000. 
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Operating costs for Omega transmitting stations will be minor in 

comparison to existing aids to navigation,  because of the small number of 

installations required.    It appears that $600, 000 per year per station should 

cover operation,  maintenance, and replacement of depreciated or outmoded 

equipment. 

Anticipated receiver costs are very difficult to assess because there 

may be large differences in the desired complexity and the costs will depend 

upon the quantities produced.    The simplest manual receiver,  built in fair 

quantity,  may cost from $3, 000 to $5, 000.    A single frequency automatic- 

tracking receiver may be estimated at $10, 000 to $12, 000,  and a fully auto- 

matic lane-identifying receiver may well cost four times as much. 

•e. 
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2.0 System Principles and Geometry 

2.1 Introduction 

In Omega a network of eight VLF radio stations,   strategically 

located for complete world-wide coverage,  provides a radio signal field 

with which the location of an observer can be determined anywhere on earth 

within an accuracy of one mile. 

Each of the eight stations transmits a 10.2 kilocycle continuous wave 

signal for one second in turn,  every ten seconds, with all transmissions 

phast:-locked to a common Standard Time.    Since the transmissions are 

phase-locked,  the signal field phase is everywhere stationary; and the rela- 

tive phase angle of a particular pair of signals observed at any given point 

depends solely upon how much further it is to one of the stations supplying 

the pair of signals from the other.    Furthermore,  the same phase angle will 

be observed at all points which have the same difference in the distances from the 

two stations.    The locus of such points is a contour of constant phase (isophase 

contour) fixed on the surface with respect to the locations of the corresponding 

pair of transmitters. 

Thus,  the relative radio frequency phase of every pair of signals 

observed at any point on earth defines a known isophase contour containing 

that point,  and the intersection of two such contours established by different 

pairs of stations defines the location of the point. 

One great advantage of grid laying navigation devices,   including the 

hyperbolic,  is that Mie necessary computation for position can be done in 

advance.    A "navigator" can visit,  in imagination,  every point in the service 

area and calculate the readings that would be observed there.   All points 

having the same reading can be connected by one of many lines on a chart 

which is given to the actual navigator,  thus saving him much effort and 

avoiding the possibility of computational errors under pressure of time. 

The hyperbolic geometry has one advantage over other geometrically 

possible types of position lines, because the accurate knowledge of relative 

2-1 



time (which must appear somewhere) is required only at the ground or shore 

Stations» not at the navigator's position.   The great disadvantage of hyper- 

bolic position lines is their divergence.   At a distance large compared 

with the separation between transmitters, the lines are approximately radial. 

Thus* a measurement with a certain timing accuracy would have a small 

error in miles near the line connecting the transmitters and an increasingly 

larger error in miles at increasing distances.   It is clear that a more precise 

time measurement will reduce the errors in distance» but an increase in 

precision can usually be achieved only by increasing either transmitter power 

or bandwidth (or both); and there are practical limits which appear all too 

soon. 

In previous hyperbolic aids, the chief design problem has been to 

provide signals of useful strength out to the distance where divergence has 

become too severe and then to have enough transmitting pairs to cover the 

needed area. 

Earlier navigation systems have used pulses emitted in the required 

time relationship (as in loran) or have used continuous harmonically-related 

carrier frequencies whose phase relationship conveys the needed time infor- 

mation (as in Decca).    With the pulses, all the signals in a network can appear 

at the same radio frequency at different times.    With the continuous carriers, 

frequencies of the various stations must differ so that they can be distinguished 

and yet have a common basis in time (hence, the required harmonic relation- 

ship). 

Omega uses a technique which,  in a sense, combines both methods 

and has advantages and disadvantages of its own.    The measurements are 

made on bursts of steady carrier and are of relative phase.    They do, however, 

appear at the same radio frequency at different times.    The use of a single 

frequency is economical in spectrum and has a great advantage,  since phase 

shifts in the receiving equipment need not be known or controlled with great 

accuracy because they are the same for all signals.    On the other hand, we 
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have now raised the problem of measuring the difference in phase between 

two signals which do not exist at the same time.    This can be done most 

easily by comparing each of the signals with a continuous source of the same 

frequency in the receiver when it appears.    Identifying the signals and storing 

the information about each received phase now becomes necessary; but this 

is not difficult to arrange, as some memory is needed in any kind of navi- 

gational system. 

Aside from the choice of radio frequency,  this time-sharing of 

continuous carrier bursts is the chief distinction between Omega and earlier 

systems. 

Upon the discovery of the good phase stability of transmission at 

very low radio frequencies, the advantages of the Omega technique appeared 

quickly.    This phase stability is in part a result of the dominant single mode 

of transmission that is characteristic of VLF.    Fortunately, VLF signal 

propagation is subject to low attenuation; therefore,  it is possible to have 

transmissions that literally cover the world and yet are measurable to one 

or two microseconds of time. 

Interference between two modes of transmissions can cause phase 

shifts of considerable magnitude.    In fact,  the resultant phase can shift up 

to 90 degrees from that of the stronger mode,  and alternation between one 

mode and another can cause even greater difficulties.    The domain of single- 

mode dominance is therefore of great importance.   Aside from the ground 

wave domain near the transmitter,  this single-mode dominance may be 

impossible to achieve at any frequency at distances up to a few hundred or 

thousand miles.    Beyond a few hundred miles, however,  it is possible over 

a somewhat limited range of frequencies.    The relative behavior of various 

low frequencies can be very briefly summarized as follows: 

40 Kilocycles 

Near this frequency the first mode is very weakly excited so that 

there may be a second mode dominance up to several thousand miles from 
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the transmitter, and temporal changes can cause serious mode interference 

at several distances. 

20 Kilocycles 

Here transmission is primarily by the first-order mode, but the 

second-mode transmission is so strongly excited at night that the modal 

interference extends into the edges of the sunlit regions.    This frequently 

causes unpredictable phase progression from nighttime to daytime. 

10 Kilocycles 

In this region the first mode is well excited, and mode interference 

effects at sunrise and sunset are much less severe.    The wavelength is, 

however,  becoming comparable with the height of the ionosphere,  therefore 

increasing transmission losses somewhat and accentuating an east-west 

assymetry in the losses, which results in limited useful range of signals 

traveling toward the west in the region of the geomagnetic equator. 

5 Kilocycles 

At such a very low frequency,  the daytime signal is heavily attenu- 

ated, and directional effects are presumably extreme. 

Another important fact in the choice of frequency is that the power 

radiated from a given transmitting antenna varies as the fourth power of 

frequency.    It is possible to radiate a few kilowatts at 10 kilocycles but only 

at a cost equivalent to radiating 100 kilowatts at 20 kilocycles. 

Noise need not be specifically considered at this point,   since it is 

treated in Section 6.2 and is not likely to be a serious factor in the use of 

Omega.    With the exception of a few places on earth, at the most noisy times 

the effect limiting the useful range of Omega will be interference by its own 

signals coming the long way around the world rather than interference by 

natural noise. 

Because Omega makes a phase measurement and because one cycle 

of a continuous signal cannot be distinguished from another,  there are lane 
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ambiguities at intervals of one-half a wavelength or more.   Various steps 

can be taken to resolve these ambiguities (as discussed in Section 2.3), but 

it is advantageous to make the separation between them as large as possible. 

This separation is eight miles (or more) at ten kilocycles and is inversely 

proportional to frequency. 

This last factor and mode interference combine to indicate the 

desirability of a frequency near or even below ten kilocycles (but not nearly 

so low as five).    The practical problem of power radiation would be more 

easily solved at a higher frequency; but the Omega power requirement is 

reasonably small, and this argument need not be given too much weight. 

Even at the higher end of the 10 to 14 kilocycle navigation band, the lane 

width is reduced to 7/10 of the width at 10 kilocycles.    In view of this,  it is 

worth the extra power required at 10.2 kilocycles to combat daytime attenu- 

ation in order to attain maximum lane width and maximum freedom from 

mode interference.    The primary Omega frequency has, therefore, been 

taken near the lower end of the 10 to 14 kilocycle band. 

2.2  Geometry 

The spacial relations which determine the constant of proportionality 

between timing errors and distance errors are well known; but it is advisable 

to review them so we may study the special advantages that derive from the 

use of long base lines. 

2.2.1   The Line of Position * 

The velocity of light is about 162,000 nautical miles per second, or 

nearly 1,000 feet per microsecond.   Moving toward or away from a trans- 

mitter will change the time of arrival in this ratio.   On the base line between 

the two stations of a hyperbolic pair, motion toward one station is motion 

away from the other; and the measured time difference will change by a 

microsecond for each 500 feet of motion.   At a point away from the base line, 

motion toward one station is not directly away from the other; and more than 

500 feet are required to change the reading by one microsecond. 
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The separation between hyperbolic lines of position is proportional 

to thu cosecant of one-half the angle between the two stations as seen from ^k 

the navigator's position.    If, for example, the stations and the navigator are 

at the three vertices of a small equilateral triangle, the angle subtended by 

the stations at the navigator's position is 60 degrees, and the relative separa- 

tion of the hyperbolic lines is cosecant 30 degrees, or two; that is, the lines 

are separated by 1,000 feet per microsecond at this point, and measurements 

are only half as accurate as on the base line     At a distance from the stations 

equal to three times the length of the short base line, the accuracy of readings 

is reduced by a factor of a little more than six. 

Because timing errors at VLF are m the order of a few microseconds, 

it is of the greatest importance to avoid tins geometrical dilution of accuracy 

as much as possible.    Fortunately, the earth is nearly spherical, and the use 

of very long base lines can control this effect to a surprising degree.    The 

quantity known as "spherical excess'1 comes to our aid.    On a spherical 

surface,  the sum of the three angles of a triangle is not exactly 180 degrees, 

as on a plane, but may be considerably larger.    When the length of a hyper- 

bolic base line approaches or exceeds the radius of the earth,  this effect is 

tremendously beneficial. 

Consider,  for simplicity   a base line extending along the equator 

east and west of the prime meridian.   As one moves north or south at zero 

longitude,  the hyperbolic lines diverge but only until the poles are reached. 

The reason for this limit is the relation cited above -~ that the divergence 

increases as the angle subtended decreases.   At the pole, our equatorial 

base line subtends a minimum angle, at the equator at 180 degrees longitude, 

the two stations subtend 180 degrees,  and the geometrical precision is as 

good as along the base line itself.    Of course,  the amount of divergenc e at 

the pole depends upon the length of the base line.    If it were 60 degrees tor 

3,600 nautical miles long) the maximum divergence is two to one.    If the 

base line were 90 degrees (or 5,400 naitical miles in length*, the errors at 
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the pole will be only 1.4 times those on the base line. If the two stations of 

a hyperbolic pair are at opposite ends of a diameter of the earth, all points 

on earth are "on the base line"; and a geometrical accuracy of 500 feet per 

microsecond is obtained everywhere. 

These remarks concerning geometry are academic unless radio 

transmission over distances approaching a quadrant of the earth's circum- 

ference (5,400 nautical miles) is available.    Fortunately,  in Omega trans- 

mission over an average of 7,000 miles (less toward the west but more 

toward the east) can be relied upon.   Nearly half the area of the earth lies in 

an equatorial belt within 7,000 miles of both poles; that is, the case of no 

divergence can be expected to apply nearly half the time, if stations are 

installed in pairs approximately opposite to each other. 

2.2.2   The Fix 

When a navigator makes a fix by reading on two pairs of stations, 

the situation is more complex.    His cwo lines of position may have different 

divergencies (or miles per microsecond),  and the timing errors may be 

different in the two pairs.    Furthermore,  the lines cross at some angle 

that may or may not be advantageous; and there could be significant corre- 

lation between the readings on the two pairs. 

In general,  the figure of minimum area that will contain half (or 

90 percent,  or some other fraction) of the positions determined at a given 

fixed point is an ellipse.    The shape,  size,  and orientation of such an ellipse 

can be calculated; but, for most purposes,  the concept and the labor are 

both too difficult to allow the error ellipse as a convenient measure of error. 

If very long and narrow ellipses can be avoided,  a satisfactory measure of 

accuracy is the root-mean-square distance error.    This is simply the rms 

value of the distance between a true fix and the apparent fix obtained at the 

same point without regard for direction of the error.   As in all rms values, 

the true position is expected to be within the cited distance of the apparent 

position in about two- thirds of the cases. 
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The formula for computing the rms distance error may be given as: 

= I^e ydi d = -?— Wd * +d* +2 rd. d, cos 0 (2.2-1) 
rms     sine Tf   1 2 1    2 

where: 

d   and d    = standard deviations of the line of position errors in 
linear units such as miles 

6 = crossing angle between the two lines of position 

r - correlation coefficient between the readings on the 
two lines» 

d. and d^ include the uncertainty of time measurement and the divergence 

discussed above.    The correlation coefficient is small (assuming small 

measuring errors in the receiver) for readings on separated pairs,  but it is 

about one-half if readings are made on three stations -- as A against B and 

A against C -- because the propagational fluctuations on the path between A 

and the navigator appear in both readings. 

One note is required about the crossing angle, which is ordinarily 

! thought of as less than 90 degrees.    Consider three stations, A,  B,  aid C,  at 

the vertices of an equilateral triangle with the navigator at the center.    Each 

possible pair subtends 120 degrees,  and the half-angle discussed in the prior 

I section is 60 degrees.    This half-angle,  among other things,  defines the 

direction of the line of position.    The crossing angle is the sum of two half- 

angles,  or 120 degrees.    It is clear that this interpretation should be used to 

preserve symmetry,  as the crossing angle must be the same whether A be 

measured against B and C or another common station be used.    Because 

the cosine is negative for angles between 90 degrees and 180 degrees, the 

cross-product term in Equation 2. 2-1 is subtractive in the case of a "sur- 

1 rounding" triplet of stations. 

From study of Equation 2  2-1,  we find that a circular error pattern 

is obtained if either (a) a navigator is at the center of a quadrilateral,  that 

I is, at a point such that four stations subtend 90 degree intervals,  or (b) at 
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the center of a triangle with three stations mutually 120 degrees apart.    In 

the second case,  the radius of a circle of constant error probability is a 

little larger as the position lines diverge by 1/sine 60 degrees or 1.16. 

Let us suppose that six stations can be located at the corners of an 

octahedron (that is, at six points on earth that are mutually 90 degrees apart) 

and that satisfactory transmission is available in all directions for distances 

in excess of 90 degrees of arc (5,400 nautical miles).    Such a situation is 

shown in Figure 2.2-1.   At any point along the base line, AB,  the best geom- 

etry is attained by measuring A against B,  and C against D.    This gives two 

position lines that have no divergence and which cross at 90 degrees.   At a 

point near a station,  such as B,  the lines involving that station have large 

curvature.    It is,  therefore,  geometrically better to neglect B and cross the 

AF line with CD.   Again, perfect geometry results.   At a point in the center 

of one of the great triangles,   such as P,  the rms fix error (as mentioned 

above) is 1.16 times greater; but the contour of constant probable error is 

circular,  as along the base lines.    It is easy to see that the positional errors 

in such a perfect octahedron average about 1.05 times those at the intersection 

of two orthogonal base lines. 

Unfortunately,  the octahedral pattern is impractical unless rein- 

forced by the addition of extra stations,  because transmission to the requisite 

distance is not satisfactory when the navigator is west of a station in a low 

latitude and because one or more transmitting stations might be inoperative. 

It is worthwhile,  however,  to consider the latter effect. 

Suppose that,  in Figure 2.2-1,  a navigator is too close to station B 

to make good use of it and that station F is inoperative.    Under these circum- 

stances,  position must be determined from the triplet DAC.    The two position 

lines bisect the angles at B and accordingly are orthogonal.   Also,  the angles 

subtended by each of the pairs are 90 degrees.    The relative divergence is, 

therefore,   1.41; and the error pattern is circular.    Thus,  even in this abnormal 

circumstance,  the fix error exceeds the optimum by only the square root of two. 
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FIGURE 2.2-1.    OCTAHEDRAL DISTRIBUTION OF SIX  TRANSMITTING 
STATIONS 
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Figure 2.2-2 shows some of the relative fix errors (normalized so 

that unity corresponds to the center of a quadrilateral) for one of the triangles 

of an octahedron.   An assumption is made that no information from other 

stations outside the triangle is available.    These errors are plotted against 

the distance from the navigator to the outermost of the three static   ..    The 

solid line beginning at 5,400 miles shows the errors along the dotted arrow 

in the diagram on the graph when the arrow bisects the angle at the top.   Near 

the "corner" station the relative error is about 1.23.    It reduces slightly until 

the center of the triangle is reached and increases more rapidly as the navi- 

gator moves away from the stations.   At an angle 8 to the centerline of the 

diagram,  the effect is slightly different from that on the centerline; but the 

figure shows that the relative errors at all points inside the triangle are 

between 1.15 and 1.41. 

In Figure 2 .2-3, we have shown the applicable situation if a navigator 

had to operate from three stations 90 degrees apart along a great circle,  such 

as D, A, and C in Figure 2.2-1, with no other available stations.    In this case, 

on the centerline (6 =0),  the relative error is always 1.41.   As 6 increases, 

the errors become larger but remain less than twice the "perfect" value 

unless 6 exceeds 45 degrees. 

The effect of shortening the base lines for a triplet having base lines 

of 3,284 miles and an angle of 120 degrees is shown in Figure 2.2-4.    This is 

a situation that would result if a station were put in the center of one of the 

triangles of an octahedron (as at P in Figure 2.2-1).    The degradation in 

accuracy outside the immediate area of the stations is extreme; but within 

3,500 miles of all stations,  the relative errors remain less than two.    A 

comparison of this figure with Figure 2.2-2 shows how rapidly the fix improves 

as the base lines are made longer. 

These last three diagrams represent abnormal conditions where 

stations that might greatly improve the fix accuracy are assumed not to be 

available.    These and many other studies can be summarized as follows: 
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If eight stations are provided in suitable locations, the average errors over 

the globe will be not more than one-eighth of a nautical mile per micro- 

second of timing error.    If any one station fails,  the average errors will 

increase by approximately 15 percent; and, even if two stations fail,  the 

average errors will increase less than 50 percent.    These estimates testify 

to the very considerable navigational redundancy available when the fix is 

moderately overdetermined. 

Bearing in mind that a reasonably uniform distribution in azimuth 

of either three or four transmitters is the requirement for good Omega 

accuracy, we may examine a few of the situations which may result from a 

practical distribution of eight stations.    In Figure 2.2-5 are shown the 

directions of eight named stations in a realizable network, as seen from a 

point near Hawaii.   Of these eight, numbers 3 and 8 can be excluded as too 

remote to provide satisfactory signal strength, considering the nature of the 

intervening terrain.    The remaining six stations can be combined in pairs 

in any desired way.    The possible choices are shown in Figure 2.2-6, where 

each arrow shows the "positive" direction of a line of position determined 

from the pair of stations identified by the double number.    Beside each arrow 

is a number giving the relative divergence (or relative error) of the lines. 

From this figure,  a navigator (or the chartmaker) may choose the lines 1-5 

and 2-6 to provide a fix.    Since these lines have relative divergences of 1.06 

and 1.00, and cross at about 102 degrees,  the relative fix error would be: 

i- I      /(1.06)2 + (1.00)2 

sin 102°  V 2 0.978 

If station one were not available, pairs 4 and 5 and 6 and 7 may be 

chosen with approximately the same resulting accuracy.    Should station five 

The 2 in the denominator under the radical accounts for the fact that even 
with perfect geometry the rms fix error is the square root of twice the square 
of the line of position error. 
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FIGURE 2.2-5. DIRECTIONS AND DISTANCES OF EIGHT STATIONS 
FROM A  POINT NEAR HAWAII 
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FIGURE 2.2-6.    DIRECTIONS AND RELATIVE SEPARATION OF POSITION 
LINES FROM SDC STATIONS AT A  POINT NEAR  HAWAII 
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be temporarily missing, the choice might fall upon pairs 1 and 7 and 4 and 

6, with a relative fix accuracy of 1. 10.    The fix accuracy decreases slowly 

only if one or two stations are missing, and some type of fix is available as 

long as three stations can be measured. 

Figures 2. 2-7,  2.2-8,  2. 2-9 and 2. 2-10 show the same configura- 

tion of transmitting stations as seen from two other points on earth.    In 

each case, two stations are assumed not to be useful {as may be deduced 

from the numbers not used on the position-line diagrams) and fifteen fami- 

lies of lines of positions are available for choice.    In these figures (particu- 

larly Figures 2. 2-9 and 2. 2-10),  a common characteristic of the simple 

geometrical configurations can be seen, that is, the tendency for stations to 

lie in one of four more or less orthogonal directions so that the position 

lines lie near one of eight directions.    In both cases,  Figures 2. 2-8 and 

2. 2-10 show that the first two or three selections of pairs which would be 

made by a navigator give nearly geometrically perfect fixes (such as those 

described for Figure 2. 2-6). 

Diagrams similar to those discussed here have been drawn for a 

number of places on earth and for several possible sets of transmitter loca- 

tions.    All look superficially similar and lead to the same conslusions-- 

that geometry close to perfection can be expected from a network of eight 

transmitters.    Usually two,  and sometimes three, transmitters will be too 

remote; but the remaining five (or six) will provide ten (or fifteen) lines 

through the navigator's position.    From among these ten (or fifteen) lines, 

there will always (provided the stations are distributed with sufficient uni- 

formity of separation) be a few pairs of lines of high accuracy and good 

crossing angles. 

The previous discussion has left the suggestion of !,too far to be 

useful" in very nebulous form.    It will be shown in Section 6. 2 that there 

are excellent grounds for predicting useful range except,  perhaps,  over 

the regions of arctic permafrost or icecap.    This range varies greatly with 
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FIGURE 2.2-7.    DIRECTIONS AND DISTANCES OF EIGHT STATIONS 
FROM A POINT NEAR MAURITIUS 
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the direction of transmission with respect to the earth's magnetic field. 

Diagrams (like those of Figure 2. 2-5) can be drawn utilizing direc- 

tional arrows plotted with lengths corresponding to distance.    Such a dia- 

gram (as Figure 2. 2-11 for example) is a map in azimuthal equidistant pro- 

jection centered on the navigator's position.    We have not attempted,  in the 

diagrams shown» to plot the continents; but we have shown in black the por- 

tions of the transmission paths that are over land.   Along these segments the 

losses are t\ little higher than over sea water.    We have also outlined the 

approximate major areas of excessive arctic attenuation--the Greenland 

icecap, the nearby permafrost regions of Canada, and the antarctic conti- 

nent.    The radius of these maps (in Figure 2. 2-11 and two others that fol- 

low) is 10,800 nautical miles.    The somewhat oval contours (shown by 

heavy dotted lines) are the limits within which a transmitter should lie in 

order to provide a useful signal at the navigator's position,    in addition, 

transmission over much of one of the icecap areas could reduce the signal 

as much as transmission over another 2,000 to 4, 000 miles. 

Although two of the postulated receiving points are the same as 

for Figures 2. 2-5 and 2. 2-7, the set of transmitting stations assumed for 

Figures 2. 2-11,  2. 2-12 and 2. 2-13 is different.    Study of these latter three 

diagrams, however,  leads to the same conclusions recited above--that 

usually five or six stations at suitably distributed azimuths can be received 

at any point on earth,  and that fixes of satisfactory accuracy can exist,  even 

in case of occasional transmitter failure. 

Thus, the choices of frequency and power for Omega transmissions, 

to make possible the use of very long base-lines,  result in a system of 

closely optimum geometrical accuracy, with adequate redundancy to protect 

the navigator against accidental failure of transmission. 

2.3     Instrumentation Principles 

Omega, as a very long-range,  general purpose radio-locating sys- 

tem,  is intended for a variety of users,  including fixed or very slowly 
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moving land vehicles, submarines,  ships at sea (both large and small),  civii 

j^p and military aircraft of all types (including very high-speed intercontinental 

jets).    The system should be designed to fulfill as nearly as possible the di- 

verse requirements of a variety of users.    The position determinations 

should provide an accuracy, without significant ambiguity,  commensurate 

with the requirements of a particular user.    The operation of receiving equip- 

ment should be within the user18 capability, and the user equipment cost 

should be commensurate with the value of the missions being performed.    The 

simplicity and usefulness of user equipments are greatly influenced by the 

0 

to provide, as much as possible, a convenient and economical instrumentation 

for every class of user. 

In developing the signal format, more than one type of operation is 

envisioned.    For example,  in a freighter traveling at ten knots,  uncertainty 

of position develops slowly so that loss of lane identification would not ordi- 

narily occur.    Also,  a reasonable time would be available for its reacquisi- 

tion.    On the other hand,  low cost,  long-time reliability,  and minimum serv- 

icing requirement are of considerable importance.    These considerations lead 

to a receiver concept in which only the necessary phase tracking circuits at 

the basic frequency would be provided, with station identification,  multiplex 

alignment,  and gain balance adjustments,  etc. ,  performed manually by an 

operator.    The only requirement for automation would be continuous graphic 

recording to warn of the occurrence of sudden ionospheric disturbances and/ 

or other propagation anomalies affecting the accuracy at the time a fix is 

taken.    Reduction of the hyperbolic Omega data and insertion of diurnal shift 

compensation would be accomplished manually with the aid of charts and 

tables.    The signal format should permit this type of operation,  with simple, 

inexpensive equipment. 

In contrast,  a high-speed jet aircraft traveling an intercontinental 

route, would possess little or no facility for manual operation of equipment 
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controls, nor would the travel time permit a lengthy signal acquisition 

routine.    However, the intrinsic value of such operations justifies the ex- 

pense of more sophisticated computer-like equipment,  capable of acquiring 

signals, eliminating lane ambiguity,  compensating for diurnal shift,  and re- 

ducing position to off-course and distance-to-go,  or other convenient coor- 

dinates without intervention by an operator while enroute.    The signal format 

should provide the essential information required for this type of operation, 

in a form reducible to the desired coordinates, without an excessively un- 

wieldy computational program. 

A third variation would be, for example, a patrol submarine op- 

erating for long periods below radio reception depths.    Such an operation 

requires a different sort of sophistication aimed at maintaining previously 

acquired information pertaining to position, with  updating  if and when addi - 

tional data become available.    This leads to a concept of a de ad-reckoning 

computer that is updated from time to time by the Omega data and.  in turn, 

supplies diurnal compensation data and lane identification. 

Naturally there are also other types of operation for which different 

receiver formats would be more suitable.    The system should provide .or 

them to the greatest extent possible. 

To determine the relative phase of a particular pair of Omega sig- 

nal components, the desired pair of signals must be identified and separated 

from each other and the six other signal components of the same radio fre- 

quency,  all being transmitted via the same transmission medium.    Some 

means must be provided in the signal format whereby the signals of the vari- 

ous stations can be segregated and identified in a navigator's receiver. 

2. 3. 1   Method of Signal Separation 

The most straightforward method of separating radio signals of the 

same frequency is by time multiplexing,  in which each station transmits in 

turn so there is never more than one signal being transmitted at a time 
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(Figure 2. 3-1).    The signals can then be separated by synchronously- 

operating, time-sharing relays (or other commutating action) in the receiver. 

The phase difference measurement is accomplished by phase-locking a locally 

generated continuous signal with the transmissions of one station, providing a 

continuous reference wave, with respect to which the phase of other signals 

can then be determined. 

With eight stations, the use of time multiplex for signal separation 

imposes a maximum duty ratio of about one to ten on the transmission of each 

station.    Thus, the average available power of each station is approximately 

10 decibels less than its continuous cw capability.    Alternatively,  signal sepa- 

ration may be obtained by FM or other coding methods.    These techniques, 

however, lead to ultrasophistication in the navigator's equipment; and time 

multiplex appears to be the most practicable method of signal separation. 

2.3.2   Multiplex Sequence Parameters 

Each station would transmit for a period, T.    There are eight sta- 

tions and, with no gaps between transmissions* the minimum period of a 

sequence of all eight transmissions would be eight T.    The successive trans- 

missions in a hyperbolic system (in which the signals of widely spaced 

transmitters are    separated by time multiplexing) shift in time relative to 

one another, depending upon the point of observation,  up to twice the time of 

propagation of a signal over the baseline between corresponding stations.    If 

the signal transmissions are not to overlap anywhere in the field, there must 

be a gap of at least this amount between transmissions. 

Figure 2.3-2 shows the duty ratio variation of a signal station ver- 

sus the ratio of transmission period,  T, to gap length, t.    As the transmis- 

sion period is made longer,  relative to the gap between transmissions, the 

duty ratio approaches the limiting value of one to eight,  83 percent of the 

maximum where the transmission period is five times the gap length and 

down to one-half the maximum if the transmission period is equal to the gap 

length. 
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In some locations the long path transmission of a remote station 

may be stronger than the short path transmission,  for which the transmis- 

sion delay would be 0. 12 second.    Considering allowances for switching 

time and for the rise and decay of the wave at the beginning and end of each 

transmission, the mean gap length cannot be less than approximately 0. 2 

second.    Then the average length of transmission of T = 1. 05 seconds pro- 

duces a duty ratio per station of about 85 percent of maximum,  and an over- 

all sequence length of ten seconds,  which is commensurate with the scale of 

Standard Time. 

2. 3. 3   Sequence Phase 

In addition to separating the signals, the signal format must also 

provide some means whereby the signals of a particular station,   or pair of 

[ stations,   can be identified.    In time multiplex,  this amounts to determining 

i when a particular transmission will be made.    The stations always transmit 
I 
I in the same order; thus,  if the phase of the transmission sequence can be 
1 "   
I established,  identification of a particular signal component can be obtained 
i 
| by its time of occurrence within the sequence. 

j The signals form a repeating sequence of eight transmission seg- 
I 
| ments,  and the relative amplitude and phase of successive transmissions 
I 
■s 

$ vary with the location of the observer*      The signals of nearby stations are 

strong,  and those of the most remote station or stations are weak or miss- 

ing entirely (as in Figure 2. 3-3).    With some judgement and experience,   it 

is feasible to deduce the sequence phase by comparison of the strong and 

weak signal patterns as observed in a oscilloscope display with the pattern 

to be'expected at the assumed position.    However,  the logic involved would 

be complex and not particularly adaptable to automatic recognition circuitry 

capable of functioning at any and all locations.    Hence,  if there is to be 

automatic recognition of the sequence phase,  the signals must be coded in 

some systematic fashion providing sequence phase recognition without am- 

biguity that can be implemented by an automatic sequence phase recognition 
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System of reasonable complexity. 

The transmitting sequence may be correlated with Standard Time. 9 

For example, the transmissions of a particular station may be timed to 

commence on exact 10-second epochs of Standard Time (UT-2 or atomic 

time for example) with the other seven transmissions following in known 

sequence.    Coincidence with a Standard Time tick to within one second,  as 

obtained from a chronometer or by reference to radio time signals, would 

then identify the epoch marking the beginning of a sequence (as in Figure 

2. 3-4), where the identity of each signal segment would be established.    This 

method, while adequate where Standard Time signals are available,  strains 

the accuracy of Chronometrie time and requires an external source of infor- 

mation; i. e. ,  a Standard Time receiver,  for its accomplishment. 

The signals of the various stations can be labeled independently of 

signal amplitude by coding the lengths of the transmission periods of the dif- 

ferent stations.    A convenient code has been found (as follows) with a nomi- 

nal gap between transmissions of 0. 2 seconds. A 

Station ABCDEFGH 

Length of 
Transmission 0.9     1.0     1.1     1.2     1.1     0.9     1.2     1.0 

(Seconds) 

This length code has the property that cross-correlation of an equiampli- 

tude signal pattern ("unit correlating function"),  with any two or more of the 

signals as received, has a positive maximum at alignment greater than all 

other maxima.    Hence,   cross-correlating the received signals with a "unit 

correlating function" generated within the receiver indicates correct align- 

ment with any usable combination of incoming signals,  with no requirement 

for additional information or no change in function with location or different 

grouping of stations. 

Since the Omega signals will be separated by time multiplexing 

and there are eight transmitting stations in the system--with each station 
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transmitting only one-tenth of the time at the basic (10, 2 kilocycles) fre- 

quency--each station will be available the remaining nine-tenths of the time 

for transmission of additional signal components at other frequencies.    It 

is proposed that each station will transmit at two other frequencies for lane 

identification (Section 2. 4) during two other segments of the multiplexing 

sequence.    During the remaining seven-tenths of the time,  each station can 

transmit a "side frequency" (Section 2. 5) in one of eight adjacent radio fre- 

quency channels between 10 and 14 kilocycles when that station is not trans- 

mitting one of the three principal frequencies.    Only one station would ever 

transmit in each side channel,  and identification of a sequence element would 

be indicated by absence of signal at the corresponding side frequency. 

There are four possible methods of identifying signals in the se- 

quence which have some technical interest but which are not recommended for 

use in Omega.    These methods are excluded from the signal design either be- 

cause they unnecessarily increase the complexity of the receiving equipment 

or because they consume time that might otherwise be spent in transmitting 

the fundamental phase information. 

(a) The signals of the various stations could be given identity by 

orthogonal phase coding.    One method would be to divide each 

signal transmission into a leading and a lagging half and phase 

coding the lagging half of successive transmissions of each sta- 

tion (with respect to the leading halves) with an eight-element 

mutually-orthogonal code,  as shown in Figure 2. 3-5.    Phase- 

code correlating in the receiver would then identify each signal 

uniquely,  even though only the signal of one station could be  re - 

ceived.    By applying the recognition code pattern to the phase 

reference with which the signals are compared in the receiver 

tracking function,  no loss in effective signal amplitude need be 

incurred due to the presence of the phase code modulation. 

(b) Station identification could be supplied by offseting the frequency 
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of each station a characteristic amount from time to time, 

with an amount and duration that does not interfere with the 

normal phase-tracking function of the receiver.    The offset 

could be an amount producing an audible one-secoi d beat note 

with respect to the normally phase-locked reference wave of 

the receiver, recognizable aurally by those with sufficiently 

good audio tone discrimination or by a vibrating reed or other 

simple resonance indicator.    All stations may have the same 

frequency offset, with identification of a particular station 

being obtained from the absolute time at which the offset oc- 

curs.    In this case, a single resonance indicator and a clock 

would serve to identify all stations. 

(c) Station identification can be supplied by offseting the phase of 

each station by a characteristic fraction of a cycle from time 

to time, to produce a distinctive signature in the phase record, 

where continuous phase recording is employed in the naviga- 

tor's equipment.    The phase offset signature of the several sta- 

tions may be programmed with respect to Standard Time with 

identity established by the occurrence time of the offset signa- 

tures,  or the signature itself may bö coded to provide identity 

without outside references. 

(d) Each station signal could be given a distinctive modulation, 

either phase or amplitude, which can be recognized by suitable 

circuitry in the receiver.    Because of the one-second commu- 

tating pattern, the recognition circuitry bandwidth is limited to 

approximately one cycle per second,  unless a coherent signal 

method capable of maintaining modulation signal coherence over 

the nine-second gap between signals of a given station is  incor- 

porated in the receiver.    Since transmission of a side frequency 

inherently provides for a narrower bandwidth and the side fre- 

quencies have additional uses (over and above station identification), 
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the use of signal modulations for station identification is not 

* recommended. 
** 

2. 4   Lane Identification 

2. 4. 1   Introduction 

The phase of a radio signal is a periodic quantity--a given phase re- 

peating at integral wavelength increments of distance      Consequently,   in 

Omega the relative phase angle of the signals of each pair of stations defines 

not one contour,  but an entire family of contours po-ial in number to twice 

the distance between stations in wavelengths,  and spaced one-half wavelength 

apart (eight miles at 10.2 kilocycles) on the baseline.    Only one contour of 

the family contains the position of the observer,  and a means must be pro 

vided whereby this eight-mile ambiguity can be resolved.    In those circum- 

stances where the ambiguity is of operational significance,   some means must 

be provided for its resolution. 

The family of isophase contours,  for which the two signals are "in 

phase",  divides the coverage of c. pair of stations into a set of narrow hyper- 

bolically shaped "lanes".    Each lane is the region bounded by adjacent con- 

tours of "zero phase" represented by the solid lines of Figure 2. 4-1      A 

given value of phase angle,  other than zero,  then defines an isophase con- 

tour within each and every such lane,  as represented by the dotted lines m 

Figure 2. 4-1.    The selection of the particular contour passing through R. 

the point of observation (solid heavy line),  thus amounts to selecting the lane 

(cross-hatching) containing the observer (hence,  the term "lane identifica- 

tion"). 

2. 4. 2   Information Required for Lane Identification 

Resolution of the lane ambiguity is the process of selecting from 

among all the lanes in which the observer might be located,   the particular 

lane that does contain his position.    Thus,   lane identification essentially con- 

sists of establishing the position of the observer by independent means,   to 

within + one-half lane. 
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With no a priori knowledge of position»  the number of lanes that might 

J? be occupied would be the total number of lanes defined b^- *,.e system,  i.e., 

twice the distance between stations in wavelengths.    At 10    - kilocycles a 

wavelength is about 16 miles,  and the length of a repress    vative baseline in 

Omega is some 6,000 miles,   or 375 wavelengths.    Hence,   each pair of sta- 

tions produces a pattern of 750 lanes; and the lane resolution required is one 

in 750 for each line of position. 

The information required to resolve ambiguity is,  by definition, 

Log    of the number of choices.    Thus,  the information required to resolve 

one line of position would be 

W   =   Log      750   =   9. 55 bits. 

If a period of ten minutes is available for lane resolution,  and one bit per 

second can be conveyed in a bandwidth of one cycle per second,  a bandwidth 

of ten cycles in ten minutes (or about 1/60 cycle per second) would be ade- 

quate for complete resolution of the ambiguity of one line of position.    In 

practice, there is hardly ever a complete lack cf a priori knowledge of position; 

and,  where some knowledge of position is available,  the amount of informa- 

tion required to resolve the ambiguity would be reduced accordingly.    For 

example,  a ship at sea,  with a reasonable navigational competepce on the 

part of its officers,   ordinarily would not develop an uncertainty in its dead- 

reckoned position ^i a rate of more than five to ten miles per day.    Since the 

minimum lane width of Omega is in the order of eight to ten miles,  about one 

day would be required to develop an ambiguity of one lane which,  in theory, 

could be resolved by one bit of information.    Thus,  the maximum information 

bandwidth required for Omega lane resolution by a ship at sea is in the order 

of one cycle per day. 

On the other hand,  in aircraft navigation it is impractical to utilize 

navigational equipment requiring extensive manipulation by an operator. 

Hence,  for aircraft operations,  a certain amount of automaticity must be as- 

sumed.    This implies that little or no a priori information about position can 
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be supplied the equipment except initial alignment at takeoff,  and the only 

information available for maintaining lane identification would be that de- 

rived from the signal and memory of immediate position held within the 

equipment. 

Automatic insertion of present position from an independent source 

or sources is feasible in some circumstances.    For example,  the NAVDAC 

concept implies the presence of computer keeping a "most probable position" 

derived from several sources,  which the computer would be able to present 

to equipment such as Omega in suitable coordinates as an aid to lane identi- 

fication.    However,  in automating a receiver,  it is a distinct advantage to in- 

strument the system so that complete resolution is possible on the Omega 

signals alone,   rather than depending upon integration of generically dissimi- 

lar information derived in different coordinate systems. 

2. 4. 3   Lane Identification by Multiple Frequencies 

Lane ambiguity may be reduced by repeating the transmissions of 

the two stations at another frequency integrally related to the base frequency 

one-third higher,  or 13. 6 kilocycles for example.    The additional signals de- 

fine another set of zero- or in-phase contours about the same stations as 

foci (as in Figure 2. 4-2),  with a contour spacing narrower by the ratio of 

wavelengths (three-quarters of the 10. 2 kilocycle pattern spacing in this in- 

stance),  as shown by the dotted lines of Figure 2. 4-2. 

The wavelengths are commensurate in a ratio of four to three; and if 

the phase synchronization is adjusted so that a contour of the higher fre- 

quency family coincides with one contour of lower frequency (as at A in 

Figure 2. 4-2),  a Moire pattern is obtained in which every third contour of 

the lower frequency set will coincide with every fourth contour of the upper 

frequency set.    The coincident contours then define a pattern of broader 

lanes,  each broad lane extending over three lanes of the basic 10. 2 kilocycle 

pattern. 

In traversing a broad lane by any path,  the relative phase of the 

2-42 



c 

*' 

COINCIDENT 
CONTOURS 

'y////Mv////  

FIGURE 2.4-.\    PRINCIPLES OF LANE RESOLUTION 

2-43 



higher frequency signals varies through four cycles and that of the lower 

frequency through three cycles,  so that the difference of the phase indica- 

tions at the two frequencies changes by one full cycle.    Thus,  the addition 

of the second set of signal components at 4/3 the frequency establishes a 

virtual system with isophase contours defined by the difference of the phase 

indications at 10.2 kilocycles and 13.6 kilocycles,  having everywhere ex- 

actly* three times the lane width (and one-third the accuracy). 

Thus,   it can be determined from the difference of the two phase in- 

dications,  in which of the three 10. 2 kilocycle lanes included in a broad lane 

the observer is located.    If the difference is less tian one-third cycle,  the 

observer is in the first lane of the three;   if between one-third and two-thirds, 

the observer is in the middle lane; and if between two-thirds and one cycle, 

the observer is in the third lane. 

The unambiguous lane width on a baseline is expanded from the 

eight miles of the basic 10. 2 kilocycle phase contour pattern to 24 miles. 

Further expansion of the unambiguous lane width can be obtained by addi- 

tional transmissions at other related frequencies.    For example,  a third 

set of transmissions at a frequency of 11. 33 kilocycles defines a pattern of 

isophase contours with a spacing of nine-tenths the basic 10. 2 kilocycle pat- 

tern.    There is then a triple coincidence every 9 to 10 to 12 lanes (as in 

Figure 2.4-3) extending the unambiguous lane width on the baseline to 72 

miles. ** 

Under most circumstances,  a positional ambiguity of 72 miles 

would be of little operational significance,   since a reasonable competence in 

dead-reckoning (even in high speed aircraft) should stay well within this limit. 

In some circumstances,  however,  it may be desirable to have available the 

ability to resolve the ambiguity completely from the Omega signal itself, 

*      Except for a minor difference in phase velocity at the two frequencies 
which can be compensated in the charting operation or in the receiver« 

**   Ibid. 
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This is technically feasible through the addition of a small percentage modu- 

lation to the above signals.    Thus,  addition of a 226-2/3 cycles per second £^ 

modulation to the 13. 6 kilocycle signals would extend the unambiguous lane 

width to approximately 360 miles;   a modulation of 45-1/3 cycles on the 

11. 333 kilocycle transmissions would bring the unambiguous range to 1, 800 

miles; and a final modulation of 11-1/3 cycles per second on the 10.2 kilo- 

cycle transmissions would extend it to 7, 200 miles.   Since the information 

required at the lower frequencies is very low,  only a small percentage modu- 

lation would be required and would result in an insignificant loss of carrier 

amplitude. 

In multi-frequency reduction of lane ambiguity,  all phase contours 

defined by a given pair of stations are members of the same hyperbolic 

family with the two stations as foci.    Hence,  no two hyperbolae of any order 

of ambiguity reduction intersect,  and the ambiguity reduction of each line 

of position contributing to a fix is independent.    In contrast,  where the am- 

biguity is removed by reference to an independent position determination, 

expressed in a different set of coordinations,  a coordinate transformation w 

must be performed before the ambiguity can be resolved. 

2. 4. 4   Independent Position Fixing 

Where an independent position fix is available --by celestial obser- 

vations for example,   or by a radar plot,   etc.,  locating an observer to within 

a lane width of ±4 miles --  tae ambiguity would be resolved.    Since a lane 

width is in the order of eight to ten miles,  only a relatively low order of ac- 

curacy is required of the independent position. 

2. 4. 5   Continuous Tracking from a Known Position 

It may be as sunned that the departure point of any trip or route 

would be known to better than the lane width of the Omega pattern at the 

point of departure.    If the Omega navigation receiver is kept in continuous 

operation (providing a record of the total number of lanes crossed),   there 

is no ambiguity. 
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Ambiguity,  however,   can arise from "lane slippage"; i.e.,   some 

^ signal disturbance or receiver failure causing the phase indication to advance 

or retard one or more lull cycles.    Furthermore,  there would be no way of 

reacquiring lane identification in the event of equipment shutdown for any 

reason except through an independent position fix. 

2. 4. 6   Dead Reckoning 

In most navigation procedures,  a dead-reckoned position,   obtained 

by advancing previous positior in accordance with distance and direction 

traveled,  is maintained as a matter of course.    Dead-reckoned position is 

subject to "drift",  due to errors in heading,  winds,  or currents,   so that 

the accuracy of position deteriorates with time but there is no ambiguity. 

Omega position is always drift free but is subject to ambiguity.    Thus,  Omega 

and dead reckoning are complementary.    To the extent that Omega fixes are 

obtained within the interval over which the dead reckoning error does not ex- 

ceed a half lane width,  ambiguity resolution would be maintained; and by up- 

dating the dead-reckoned position in accordance with the Omega positions, 

the drxi't of the dead-reckoned position would be eliminated.    Therefore,   com- 

bining dead reckoning with Omega,   on the one hand,   eliminates the necessity 

for guaranteeing uninterrupted operation of Omega; on the other hand,  the 

availability of Omega fixes,   even though ambiguous,   eliminates the drift of 

the dead-reckoned position with time. 

It might be noted that keeping the Omega equipment in continuous 

operation,  and maintaining a record of lanes crossed is essentially drift- 

free dead reckoning in Omega coordinates.    However,  in this case,   there is 

no protection against failure provided by independent dead reckoning infor- 

mation. 

2.4.7   Multiple Intersections 

By definition,   the family of isophase contours defined by the rela- 

tive phase of any two signals includes one contour passing through the po- 

sition of the observer.    With three or more signals,   there is a multiple 
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intersection with as many contours intersecting at the observer as there are 

readable pairs of signals. 

Omega contemplates a world-wide network of eight Omega stations 

in continuous operation, with a position contour available from every pair 

of signals and at least five signals readable at every point on earth.    Hence, 

the position fix will always be overdetermined; and lane identification.,  as 

well as some statistical improvement in accuracy,   can be obtained from the 

added information provided by the excess number of lines of position.    All 

contours so determined are not independent,  the number of independent lines 

of position being always one less than the nun ber of readable signals.    With 

five stations within range, there would be four independent contours,  giving 

a sextuple intersection at the location of the observer. 

Since the several contour grids overlap, there will,  of course,  be 

many other points of intersection between contours of the several families 

(as in Figure 2. 4-4).    However,  due to the nonrectilinear geometry of the 

system,  the line spacings of the several families of contours will differ and 

the contour patterns will intersect at different angles.    Hence,  there can be 

no multiple intersection of maximum order in the immediate vicinity of the 

observer,  except the one defining his position.    All other nearby intersections 

must be of lower order, 

Since the system would not be 100 percent accurate,  there will,   of 

necessity,  be some dispersion of intersections at the given point.    Statis- 

tically,  however,  the most probable point would be that point at which the 

dispersion of the nearest intersections was the least.    It can be shown on 

statistical grounds that if position lines are accurate to + 5 percent,  four 

independent lines should exclude the ambiguities from a region about 25 

miles in radius,  and five lines would more than double that radius.    Re- 

duction of ambiguity by this method is cumber oume,   however.    A navigator 

working with chart and pencil would have to plot a large number of possible 

fixes in order to find the one having the best overall    agreement. 
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FIGURE 2.4-4.    AMBIGUITY  RESOLUTION  BY  MULTIPLE  INTERSECTION 
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A properly programmed computer or an analog device to search for the 

common intersection would make it easy for the navigator,  but would add to 

the size and cost,  unless the computer were already in use for other pur- 

poses. 

2. 4. 8   Feasibility of Lane Identification 

The successful resolution of lane ambiguities by phase differences 

at several frequencies depends upon the stability and predictability of ionos- 

pheric propagation at the various frequencies needed«    Several factors,  inclu- 

ding velocity dispersion and the ratio between the fine-lane frequency and the 

difference frequency, determine the reliability.    Because little is known about 

the degree of correlation between fluctuations at various frequencies,  it is dif- 

ficult to arrive at final decisions on theoretical grounds,  and it is necessary to 

base our conclusions on experimental evidence. 

It is easy to see that if phase differences at 10. 2 kc and 13. 6 kc 

are in agreement along one line of position,  the 10. 2 kc phase reading will re- 

cur every eight miles,  while the 13. 6 kc phase reading will be repeated each 

six miles.    If the reading at 13. 6 kc is to prove that the adjacent lane at 10. 2 kc 

is the wrong one,  the entire distribution of errors at the eight-mile point (at 

10. 2 kc) must not overlap th~ distribution of errors at the six-mile point (at 

13. 6 kc).   This seems like a difficult condition to satisfy,  as we have not been 

able to postulate navigational errors with a standard deviation small compared 

with one mile.    On the other hand,  a reasonably high correlation between ob- 

servations at the two frequencies comes to our aid,  as there is a tendency for 

the two errors to   lean  "right" or "left" together. 

Perhaps the easiest   way to examine this problem is to consider 

the beat between the 13. 6 kc signal and that at 10, 2 kc,  and to examine the sta- 

bility of the time of arrival of this 3.4 kc signal.    It is easy to see that the entire 

distribution of times of arrival at 3. 4 kc should not exceed 1/2 period of 10. 2 kc, 

or about 50 microseconds.    It is possible to make this identification signal-by- 

signal (although at the cost of additional instrumental complexity),  or pair-by- 

pair,   or fix-by-fix,  but the latter two possibilities yield progressively poorer 

reliability than the first. 2-50 



* 

2 
< 
2 
ü 
V) 

ü 

t—« 

p 
< 
o 
rg 
»-* 

O 
« 
Ü 

w 

o 
2 
o 
H 
< 

< 
> 
w 
if) 

& 
tu 

o 

o 
Ü 
w 
p 

< 

H 
< 
P 
W 
> 
« 
ü 
w 

p tf 

< 

pouad *0>i 2*01 *°% u! I°A!JJ\/ *° aujü aA!*°l9H 

e 

Ö 

2-51 



2 
i o 

u 

ü 

m 
C—t 

h 
o 
w 
ü 
2; 
w 

s* 

o 
h 
O 
Ü w 
Q 

< 
cn 

H 
< 

Q 
W 
> 
w 
U 
w 

O 
z o 
I—I 

H 
< 

$ 

< 

o o o 
Ü 00 C0 
<\l ""-" 

Ü 

S|90 ui |DAUJ\7 jo auj;i aAijDjay 

2-52 



pi 

& 

o o o O 
00 «- o ID 
C\J CVJ CM —■ 

8 O 
GO 

O 

STV UJ iDAUJV jo auu;j_ aAijoiay 

< 
z 
Ü 

Ü 

u 

CM 

o 
w 
Ü 

w 

3 * 
h   2 
o o 

tu 
o 
Ü 
w 

H 
< 

< 
> 
w 
CO 

< 

Ü 

< 

H 

> 
w 
u 
w 

2-53 

rwmm~ 



An example of data on the time of arrival of the 3. 4 kc difference 

frequency is shown in Figure 2. 4-5.    This is an example of one-way transmission 

over a single path.    In this case,  probably because of the relatively short dis- 

tance»  there is an unusually well-marked diurnal variation in the average values. 

Since this total variation is nearly 50 microseconds,  or 1/2 period of 10.2 kc, 

it seems unlikely that satisfactory lane identification can be had without allowance 

for the expected diurnal changes. 

On the other hand,  the standard deviations shown at the bottom of 

Figure 2.4-5 are satisfyingly small in comparison with 50 microseconds,  indi- 

cating that 10. 2 kc lane identification can be made with good reliability if the 

diurnal variation be allowed for. 

Figure 2. 4-6 is a more realistic example of three-path data for the 

Forestport-Balboa pair observed at San Diego for the month of November,   1964. 

In this case,  the root-mean-square errors are somewhat larger than are to be 

expected for the operational Omega system (because the data were taken with the 

master-slave relationship that will no longer be used) and even so average less 

than 20 microseconds.    It should be noted that the 11 us standard deviation deduced 

for a single path is not greatly different than the values on Figure 2. 4-5,  and in- 

dicates that,   if taken signal-by-signal,   identification should usually be highly 

reliable.    An exception to this statement may be made for the sunrise period 

(near lu   GMT in Figure 2. 4-6) when the standard deviation appears high enough 

to limit the probability of successful lane identification to the 80-90% region. 

It can be shown on theoretical grounds that the further stages of lane 

identification we have proposed are progressively more reliable than the first. 

A few experiments have been made using very weakly modulated signals radiated 

from Hawaii and received in Cambridge,  Massachusetts.    An example of data 

at 212-1/2 cps,  for only 14 hours per day,  is given in Figure 2, 4r-7.    No great 

attention should be paid to the apparent diurnal variation.    In this case the re- 

quirement for successful identification of the next-higher frequency is that the 

standard deviation should be small compared with 440 us,  as it certainly is. 
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Although few lane-identification experiments have been made,  it is 

already clear that the later stages of lane identification will all be more relia- 

ble than the first.    The first, based on the "beat" between 10. 2 kc and 13, 6 kc, 

appears to offer at least a 97-99% probability of successful identification,  ex- 

cept that lower probabilities may apply at certain distances during sunrise,  and 

perhaps sunset, hours« 

There are indications that instrumental errors may have contri- 

buted more than they should have to the few experiments that have been per- 

formed.    For this reason, and for others,  the present evidence should be 

treated with caution,  and additional data are being collected especially for the 

10. 2/ 13. 6 kc difference. 

2. 5   Side Frequencies 

Unlike the existing very low frequency communication stations,  the 

proposed Omega stations are to radiate sufficient power continuously for long- 

range reception and are to be properly located for global navigation.    Although 

the time-multiplexed Omega transmissions at three radio frequencies are to 

provide hyperbolic navigation that is satisfactory for most long-range applica- 

tions,  other transmissions may be more useful for other applications.    Since 

such transmissions can be provided at little additional cost,  they merit con- 

sideration. 

The transmissions of such phase-stabilized VLF stations  as GBR 

it) England,  NBA in the Canal Zone,  and NPM in Hawaii are useful for the 

measurement of a navigator's distance from these stations.    If the phase of 

a received signal is compared with the phase of a locally generated refer - 
10 

ence signal of precisely the same frequency (within a few parts in 10     ), 

then the change of the relative phase of the received signal measures the 

change of distance from the transmitting station.    A group of scientists at 

the Royal Aircraft Establishment in Farnsborough,  England,  has been in- 

vestigating the feasibility of such a VLF distance-distance or rho-rho navi- 

gation system.    While it is not radiating one of the three basic frequencies, 

£ each of the Omega stations could transmit a characteristic frequency that 
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would be useful for rho-rho navigation.    Such transmissions would be more 

stable and more continuously available than existing VLF signals,  and the 

geographical locations of the stations would be chosen for navigation pur- 

poses. 

The same transmissions on station-identifying side frequencies 

could be used for a hyperbolic navigation system,  such as Draco,  that would 

not require a precise frequency standard or a time demultiplexing commu- 

tator in the navigator's equipment.    In the navigator's receiving set,  the 

changes in the phases of the received signals would be converted to changes 

of phase of a common frequency.    One such phase change would be sub- 

tracted from another to yield a phase difference or time difference for * 

hyperbolic line of position.    If the navigator starts from a known position 

and measures the accumulated change of phase difference during his voyage, 

he can establish his location on a hyperbolic line of position as in loran or 

Omega.    In this system (as in rho-rho) it is necessary,  however,  to main- 

tain continuity of the phase-difference accumulation. 

The Omega signal sequence is comprised of eight time segments 

of approximately one second duration each,  and,  in producing the basic   Omega 

signal pattern with lane identification,   each station transmits at the three basic 

frequencies (10.2,   11-1/3 and 13. 6 kilocycles) one after another in three suc- 

cessive segments of the eight and is idle during the remaining five segments. 

Since the repetition interval is relatively long,  it is entirely feasible to switch 

each station to a different channel and radiate other frequencies when that sta- 

tion is not active in forming its part of the basic pattern. 

One use of such side frequencies would be to provide a simple 

means for station identification by passive frequency-domain filtering, 

wherein identification of the signal of a particular station is established by 

lack of signal at the corresponding side frequency. 

Transmission of side frequencies solely for station identilication 

would be uneconomical and wasteful of spectrum,  since alternate identifica- 

tion methods applicable to the basic pattern are available.    However,   if the 
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side frequencies are made commensurate,   so as to provide stationary phase 

J£ patterns,    an additional mode of phase tracking operation would be made 

available in addition to station identification. 

In this alternate mode of operation,  the phase pattern would be 

highly ambiguous (more so than with the basic 10.2 kilocycle pattern).    How- 

ever,  the lane widths would be no less than that of the Decca system; the 

signals would be separable by passive frequency domain filtering,  so that 

the time multiplex search problem would not exist; and the duty ratio would 

be some six times that of the basic time multiplex pattern,  with a corres- 

ponding increase in effectiveness of operation in noise and interference. 

The principles of operation by this method (as shown in Figure 

2. 5-1) are essentially those of Decca.    Consider A and B to be two stations 

of the Omega network.    When not transmitting components of the basic 

Omega pattern,   station A transmits a cw signal at a frequency,  mf,   (be- 

tween 10 and 14 kilocycles) and station B transmits a cw signal at the fre- 

quency,  nf. 

The side frequency,  nf,  of station B is phase-locked to the fre- 

quency,  mf,   of station A by the ratio of n to m,   so that a stationary phase 

pattern exists between the signals of the two stations. 

In a navigators receiver,   the signals may be segregated by phase 

lock or tracking filters,   each filter producing an un-interrupted sinusoidal 

wave phase tracking the discontinuous signal from one of the stations;   with 

a commutating switch operated by signal amplitude disconnecting the tracking 

circuit between signal transmissions to eliminate excess noise,   so that the 

tracking filter output is phase locked to the incoming signal when it is pre- 

sent and runs freely with the last established phase when the input signal is 

absent. 

The tracking filter outputs are multiplied by m and n respectively,   to 

the frequency that is the least common multiple of the received signal fre- 

quencies,  or are other wise reduced to a common frequency,  and a phase 
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meter determines the relative phase of the multiplied signal frequency 

|* components. 

Since the signals are commensurate,  the relative phase observed 

at any fixed location is stationary.    As the receiver moves,   the phase varies 

as the difference of the distances between the two stations,  thus producing 

the typical hyperbolic isophase pattern. 

Movement of the receiver perpendicular to the isophase contour 

pattern produces one cycle of phase change for each wavelength of hyperbolic 

displacement at the least common multiple frequency.    Hence,  the basic am- 

biguity period of the side frequency pattern is a half wavelength of the least 

common multiple of the signals transmitted. 

If the frequencies are selected to minimize the ambiguity,  a lane 

width not significantly different from the basic Decca pattern would be ob- 

tained,  although the stability of the least common multiple frequency will be 

less with transmissions at VLF. 

* The side frequency mode of operation would be useful wherever 

continuous operation of equipment with a suitable small failure rate might 

be utilized; and the relative simplicity of signal separation by frequency 

domain filtering,  with its freedom from search problems and simplification 

of equipment,   outweighs the disadvantage of the high order of ambiguity. 

2. 5. 1   Spectrum of Side Frequencies 

The basic requirements for the side frequencies are: 

(a) The frequencies must be commensurate. 

(b) The frequencies must be between 10. 0 and 14. 0 kilocycles, 

inclusive. 

(c) The frequencies should not lie within the passbands required 

for the basic system frequencies of 10.2,   11.33 and 13,6 kilo- 

cycles. 

(d) The separation of the side frequency components should be as 

large as feasible to maximize the lane width. 
$ 

2-59 



The side frequencies can be established as multiples of a common 

low frequency or as submultiples of a common higher frequency or by hetero- 

dying either of the above patterns on a reference frequency or by other rela- 

tions producing a set of commensurate frequencies« 

2. 5. 2   Division Spectrum 

It appears that 408 kilocycles is a common multiple of eleven fre- 

quencies lying between 10 and 14 kilt cycles with spacings varying from 262 

to 439 cycles and including the three basic frequencies (as set forth in 

Table 2-1). 

TABLE 2-1 

408 KILOCYCLE DIVISION SPECTRUM 

Divisor Frequency Difference 

40 10.200 kilocycles 

39 10.462 262 cycles 

38 10.736 274 

37 11.027 291 

36 1U333 306 

35 11.657 324 

34 12.000 343 

33 12.363 363 

32 12.750 387 

31 13.161 411 

30 13.600 439 

The narrowest ambiguous lane width occurs with sirte frequencies whose 

factors are prime (such as 37 and 31) and for which the lane width on the 

baseline corresponds to a half wavelength of 408 kilocycles (or 1, 200 feet). 

Other pairs of side frequencies pioduce minimum lane widths of 2*400 feet 

or 3, 600 feet. 
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In receiving equipment,   the necessary frequency ratios can be ob- 

tained conveniently by frequency division from the common frequency of 

408 kilocycles, with a 40 to 1 counter arranged to reset to counts 0 through 

10 (as required for the other division ratios) instead of to 0 only. 

A similar commensurate family of frequencies can be found by 

dividing any other multiple of 204 kilocycles by various integers.    The di- 

vision from 408 kilocycles had the advantage of separating the necessary 

eleven frequencies most widely,  but conversely it requires assignments 

scattered throughout the whole 10-14 kilocycle navigation band,  leaving 

little open space for other possible services. 

2. 5. 3   Product Spectrum 

A suitable series can also be derived by multiplication of a com- 

mon factor.    For example,  a frequency of 226-2/3 cycles per second multiplied 

by ratios 45 to 61 inclusive gives the series of Table 2-2. 

TABLE 2-2 

226-2/3 CYCLE HARMONIC SPECTRUM 

Multiplier Basic Frequency Side Frequency 

45 10,200 

46 10,426-2/3 

47 10,657-1/3 

48 10,884 

49 11,110-2/3 

50 11,333-1/3 

51 11,560 

52 11,786-2/3 

53 12,013-1/3 

54 12,240 

55 12,466-2/3 

5^ 12,693-1/3 

57 12,920 
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Multiplier Basic Frequency Side Frequency 

58 13,146-2/3 

59 13,373-1/3 

60 13,600 

61 13,826-2/3 

When the side frequencies are derived by multiplication of a sub- 

harmonic,  every pair of side frequencies produces a hyperbolic lane pat- 

tern that is a multiple of the common subharmonic lane pattern.    The unam- 

biguous lane width of the phase pattern of any pair of side frequencies being 

the subharmonic lane width divided by the product of the harmonic orders 

involved,  multiplied by any common factors. 

For example, in this case the subharmonic lane pattern (corres- 

ponding to the common frequency of 226-2/3 cycles) would have a lane width 

of 360 miles»    The maximum unambiguous lane width of the pattern,  defined 

by side frequencies 10. 884 kilocycles (48th harmonic) and 12. 693 kilocycles 
/ 

(56th harmonic), would be 8/(48 x 56) = 1/336 of 360 n.iles,  or 6, 500 feet. 

The narrowest unambiguous lane width is established by the largest 

pair of frequencies with no common factor.    In this case there would be 

13. 147 kilocycles (58th harmonic) and 13. 373 kilocycles (59th harmonic) for 

which the lane width is 360/ (58 x 59) = 630 feet. 

2. 5. 4   Other Commensurate Spectra 

Other distributions of frequencies providing commensurate fre- 

quency ratios can be used to establish the side frequencies.    However,  di- 

vision from a common frequency produces the lowest order of ambiguity in 

the side frequency phase patterns.    In addition,  with multiplication or divi- 

sion patterns,  the frequency synthesizer required in the receivers and in 

the transmitter synchronizers are simple multipliers or dividers with 

relatively modest ratios. 
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3,0   Propagation 

In order to obtain reliable world-wide navigation system coverage 

in an economical manner,   it is desirable to employ a relatively small number 

of transmitting stations.    The 10 to 20 kc region of the VLF spectrum has an 

inherent low attenuation rate that makes this portion of the frequency spectrum 

attractive.    Within this frequency region,  and particularly at great distances, 

most of the energy can be considered as being propagated as a guided wave 

in the space between the earth and a conducting ionosphere.    Observed 

electromagnetic iields within the earth-ionosphere cavity indicate that the 

actual physical case can be well approximated with a model such as shown 

in Figure 3.0-1, where the earth is considered as highly conducting with a 

reflection coefficient of +1 and the ionosphere is highly reflective with a 

reflection coefficient of approximately -1.    For these idealized assumptions, 

the first order transverse magnetic   (TM}) wave will have electrical field 

lines similar to those shown on the left side of the figure.    The manner in 

which the magnitude of the vertical electric field,   Ez,   and the horizontal 

electric field,  E  ,  vary with height,   z,   is shown on the lower left side of 

the figure.    The scale chosen for this figure is representative of what is 

expected with a frequency of 15 kc.    On the right of the figure are shown the 

electric field lines for the TM£; i. e.>   the second order transverse magnetic 

wive.    The amplitude-versus-height variations of the vertical electric and 

horizontal electric fields are again indicated at the bottom of the figure. 

The electric field lines are only shown within the cavity and no attempt is 

made to indicate the field lines lying outside the boundaries in the actual 

physical case where conductivities are not infinite. 

There are two important factors relative to the fields produced 

from a given transmitter as regards its capabilities as a navigation aid. 

First, the field strength produced for a given amount of radiating power must 

be great enough to override background noise.    This requires that the atten- 

uation rate be relatively small.    The second factor is that the phase versus 

distance pattern must be rather constant with time and also have a sufficiently 
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large spacing between 360-degree phase ambiguities so that lane identification 

is possible.    This means that the velocity of propagation must be rather 

stable and well known,   and that large regions must exist where essentially 

one mode is dominant; i.e.,  phase interference patterns must not be present 

over the coverage area.    In order to meet *he lane resolutton problem,   the 

frequency employed must be low enough so that the wavelength is as great 

as possible.    The consideration of all these factors naturally forces one to 

the lower end of the VLF frequency spectrum,  which has resulted in the 

choice of 10.2 kc nominal carrier frequency for the Omega system. 

3.1   Field Strength Versus Distance 

For distances where near field effects can be neglected,   Wa*t (1962. 

p. 199) has shown that the vertical electric field,   E  3   can be represented in 

integral form or as the summation of an infinite number of modes. 

For distances greater than one megameter,   the vertical electric 

field can be represented as the sum of a relatively small number of waveguide 

modes/'' 

n = 1 to 3 

E    =    > E 
z       Z I z n 

n=l 

1 Mm < d (3.1-1) 

The field produced for a given mode can be written in decibel terms as 

E        (db,  v/m) = 10 Log P   + K'    -  10 Log f -  10 Log h 
z,n r n i,t 

+ 10 Log A       -10 Log (a sin d/a) 

- 10 Log h       +10 Log A        + 20 Log G, B    i,r 6    n,r B     h.n 

- L^      - a d/106 (3.1-2) 
d,n 

"At VLF the n = 0 mode which is actually a TEM mode is highly attenuated and 
is not expected to contribute to the observed fielus. 
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where:   E        (db,  v/m) is the vertical electric field produced by the nth 
z, II 

mode in db relative to 1 volt/meter,   P    is the power radiated into the half 

space above the earth in watts,   K'    is a constant which relates field strengths 

at the surface to power radiated and is equal to 1C4. 3 for modes of n = 1,   2 -- 

f is the frequency in cps,  h.     and h.      are the effective ionospheric heights 
l, t l, r ^ 

at the transmitter and receiver locations,   nominally 7x10    meters for day 
4 

and 9x10    meters at night. A        is the magnitude of excitation modifica- 
n, t. 

tion factor which is approximately equal to the ratio of power launched into 

the concentric spherical shell guide relative to that for a flat guide with 

perfectly reflecting boundaries,  a is the earth's radius -6.4x 10    meters 

d is the path distance,   (a sin d/a) accounts for energy spreading in the 

spherical guide structure, A is the mode field modification factor for 

a  curved    earth at the ionospheric heights applicable at the receiver, 

20 Log G,       is the height gain factor in decibels relative to the field at 
h, n 

the surface;   i.e.,   z = 0,   L,      is a factor in decibels which accounts for 
d, n 

losses at discontinuities along the path, * such as abrupt changes in surface 

conductivity or in guide height, which occur for sunrise or sunset boundary, 

and a is the effective attenuation rate in db/Mm which is normally different 

for each mode number. 

Details relative to the employment of this equation for calculating 

field strength over the VLF spectrum are given elsewhere (Watt and Croghan 

1964. ). 

* A more precise model which allows for conversion of energy from one mode 
to another at such discontinuities is discussed by Crombie     [Crombie,   DD. , 
Periodic Facing of VLF Signals Received Over Long Path During Sunrise and 
Sunset.    Radio Sei.   J.   Res.   NBS 68D,   No.   1,   27-35.,]     Bahar and Wait 
[Bahar,   E. ,   and J. R.   Wait,   Microwave Model Techniques to Study VLF Radio 
Propagation in the Earth-Ionosphere Wave Guide,   Quasi-Optics,   ed.   J.  Fox, 
447-464 (Polytechnic Press,   Polytechnic Inst.   of Brooklyn,   N. Y. )] 
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np 

There are two important factors to be considered in this relation 

relative to the choice of frequency.    They are the excitation factor Aas a 

function of frequency and the attenuation factor a as a function of frequency. 

Theoretical and experimental values of A for the first and second order 

modes are given in Figure 3. 1-1,  where it is interesting to observe that the 

first order mode nominally considered to be dominant becomes less efficiently 

excited as frequency increases.    This is particularly true at night. 

The determination and prediction of attenuation rates is a rather 

complex subject since attenuation rate a is a function of many factors 

rRtQy£\Cr.f ,kc's 

FIG.  3. 1-1    EXCITATION FACTORS - THEORETICAL EXPERIMENTAL 
VALUES FOR DAYTIME CONDITIONS ONLY 

# 
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including,   frequency,  diurnal effects,   seasonal effects,   latitude effects 

solar activity,  meteoric activity,  direction of propagation relative to the 

earth's magnetic field,  and earth's surface conductivity.    Based on presently 

available experimental and theoretical evidence,   it appears that typical day- 

time attenuation rates as a function of frequency will have the values shown in 

Figure 3.1-2.    The rather large second order mode attenuation in the 10 kc 

region coupled with the approximately equal excitation of both of these modes 

at this frequency results in the first order mode at 10 kc being dominant for 

distances much closer to the transmitter than will be true for frequencies in 

the 20 kc region.    This means that we can anticipate less modal interference 

at the 10 kc frequency chosen for this system than is to be expected for the 

upper end of the VLF band. 

In order to determine the field strengths which will be available for 

a given amount of radiated power,   Figures 3.1-3 and 3.1-4 have been prepared 

which give calculated field strength versus distance curves for day and night 

respectively.    The various values of attenuation presented are typical of 

propagation to the east near the geomagnetic equator,  propagation north or 

south,   and propagation to the west respectively in order of increasing 

attenuation. 

Although there is some variability in the field strength observed on 

a day-to-day basis,  the fields are expected to lie within the range of values 

shown and these values of vertical electric field strength will permit a rather 

accurate calculation of transmitting station power radiation requirements 

for satisfactory system operation as will be described in Section 6.2. 

3. 2   Phase Velocity Observations and Calculations 

A possible conceptual model for VLF propagation is that the field 

lines shown in Figure 3.0- 1 are moving outward from the transmitter with 

a phase velocity given by the relation v   = fX.    Obviously any physical factors 

along the path,   such as changes in ionospheric height,   surface conductivity, 

etc.,   which tend to change the velocity,  will produce a corresponding change 

in the effective wavelength X . 
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Our present knowledge of path phase velocity at VLF has been 

attained by both experimental and theoretical investigations.    Observations ft 

of the propagation path phase variations as a function of time over various 

length paths lead to the choice of a model in which the velocity is effected 

by two primary types of influences.    The first is the type of effect which 

tends to be uniform or at least be directly aaditive over the path.    Such 

variations are caused by changes in ionospheric height which are either 

uniform or progress uniformly along the path.    The second type of effect is 

one which is not uniform along the path,   such as patches of ionization which 

could result from meteor shower activity or turbulence in the ionosphere. 

The manner in which each of these types of path variations influences the 

overall path phase will be considered later. 

The phase velocity at any point,  y,  along the path is 

Vy)=$k (3-2-l> 

where d<j> /dy is the phase change in radians per meter along the paf;h.    From f* 

the preceding equation,   it follows that the total phase shift along a path from 

0 to d is 

/ 

• -fcrf   |      JX- l3.2-2> 

and if v  (y) is constant over the path 
P 

$ = 2irfd/v (3.2-3) 
P 

When the total phase delay over the path is known,  the average effective 

velocity along the path is defined as 

v = 27rdf/$ (3.2-4) 
p,ave x ' 
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It is conceptually possible to solve for the average phase velocity,  v by 
p, ave    ' 

ft counting the number of radians of phase difference along the path.    This could 

be accompUshed by carrying a stable reference oscillator over a distance d 

and observing the total phase difference $. This experiment has in fact been 

performed by Reder (1963).    Unfortunately,   Lhe problem of precise distance 

measurement and position location of the aircraft coupled with frequency stan- 

dard problems in the aircraft has made it difficult to draw definite conclusions 

relative to a precise value of v from this experiment. 
p, ave 

The availability of master-slave stations in an experimental Omega 

system has provided a means of obtaining round trip total path phase delay 

with a 2irn phase ambiguity (Casselman,   et al 19ü>9).    If data are obtained 

at enough different distances,  it is possible to obtain an average value of 

v   provided the velocity can be assumed to be relatively constant with dis- 

tance.    This has been done by Pierce and Nath (1961). 

An example of the possible geometry involved is shown in Figure 

ffc 3.2-1.    The solid arrows represent effective directions of propagation when 

H (Haiku) is the master and F (Forestport) is the slave (i. e. t  F receives the 

signal from H and rebroadcasts it with zero phase shift).    The phase dif- 

ference at the observing point,  0,  is given by the following equation: 

0 

A *- 2ir f 
V V V 

LPI       P2        P3J 

(3.2-5) 

(slave-master) 

If the average phase velocities over the three paths are assumed equal; i. e., 

53 
V=V=V=V ii    ->    L\ Pj P2 p3 p (3.2-6) 

we obtain 

**-¥~    [dl+d2-d3] 
(3'2-7) 
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If the observer is moved to a point 0? which is located on the base- 

ly line such that d.  - d.     + u_,   where d    = d_    and d    = d1L,   it is apparent that 
§? 1        la        lb 3        la 2        lb' rr 

(d, + d_ - d.) = 2d,, .    As a result 
12        3 lb 

V
P 

= 2irf ÄWT 

dihf 

= 22^T* <3'2-8' 

where d,_is the effective path length,  f is the frequency in cvcles,  and <f> 
lb 

is one-half the actual fractional phase difference observed beyond some un- 

known number of whole cycles (2irnl) over the effective path d     .  If n' is 

chosen as n to yield a nominal v    = v    over the path,  the possible values of 

v   which could result if n1 = nil,  n ± 2,  etc.  are shown in Figure 3. 2-2. 
P   

Each datum point in this experiment is the phase difference between 

(1) a signal that has passed from a master station to a slave station and 

thence to an observing point,  and (2) a signal from the master station directly 

to the observing point.    In the navigation system,  the sum of the transmission 

times over the first-mentioned paths is taken as positive and the transmission 

time from the master station is taken as negative. 

As there is no identification of cycles,  or "lanes, " the only experi- 

mental observation is, A<j>vJ   
tn^ fractional part of a carrier period beyond 

some unknown whole number.    The first problem is to deduce the whole 

number of periods.    For convenience,   the length of each of the three trans- 

mission paths can easily be calculated in free-space velocity-microseconds 

or,   even better,   in the number of wavelengths assuming the transmission to 

be at the velocity of light over the surface of the earth.    If this is done,  and 

the algebraic sum is taken,  the relative velocity of propagation of phase is 

simply 

v 
• p _ computed phase difference , . 

v n + observed phase difference 
o 
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10.2 kc. Daytime 

4 

%* 

0.9S0 
2.0 2.2 2.4 

Loq,n of Reading in Lanes 

FIGURE 3.2-2.   PLOT OF EXPERIMENTAL DATA  IN  THE   FORM OF 
VARIOUS  POSSIBLE  VALUES OF RELATIVE VELOCITY 
IN ORDER   TO DETERMINE  THE  TRUE  PHASE  VELOCITY 
FOR  DAYTIME  PROPAGATION  OF 10.2 KC   SIGNALS (FROM 
PIERCE AND  NATH) 
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whexe v is the phase velocity of the signal,  v   is the velocity of light,  and n 

j> is some integral number.    The computed total phase difference in period is,  of 

course, a large number and the observed phase difference is less than unity. 

In this relation n is not well specified,  but it is reasonable to expect that 

v / v   is of the order of unity and that n must be a whole number nearly equal 

to the computed phase difference.    Repeated observations for a given time 

of day at a fixed point establish an average value of the observed phase dif- 

ference and yield a measure of the path phase stability.    This alone,  however; 

will not lead to a solution for the velocity. 

To solve for the true value of v /v , we examine a number of possible 
p   o 

values of n for each observing site,  and compare them with values derived 

from data taken at other sites.    The results are shown in Figure 3. 2-2 where 

each black dot at a given abscissa indicates a value derived for some assumed 

value of n.    At the right side of the figure where the reading is large,  there 

are many non-unreasonable values.    As the difference - in -distances grows 

less,  there are fewer and fewer possible solutions. 

%* 
It is clear from this figure that the family of dots having a nearly 

constant ordinate at about 1.003 indicates the true value of the relative 

velocity because only this value is independent of the geometry of the meas- 

uring system. 

Closer examination of the paths involved in the construction of 

Figure 3. 2-2  reveals the fact that the points lying above the straight line 

(at v /v   = 1.003) are those in which the "effective" transmission is primarily 
p   o 

over sea water.    The word "effective" in the preceding sentence will require 

clarification.    Assume the example shown in Figure3.2-1 with a master 

station in Hawaii (H) and a slave station    in the eastern United States (F) at 

such a position that half of the master-slave path is over v/ater.  If now a 

Note,  master and slaves,  will not be used in this manner in the operational 
system. 
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dla 
+ dlb 

+ dlb 

-dla 

monitor on the west coast at point 0' observes the phase difference, i.e ,  the 

slave minus master phase,  the reading will be made up as follows 

Path Water Land 

master to slave: 

-! s.ave to monitor: 

- master to monitor: 

Total: 0 +        Zdlb 

The effective phase velocity determined from this observation is,  therefore, 

that over land.    Had the definitions of the stations been reversed; i.e.,   F 

master and H slave,  the overland transmissions would have cancelled each 

other and the observed reading would have been that determined by the 

average velocity of transmission over sea water. 

This concept has been extended in the following way     For each path, 

the fraction over land is estimated by scaling on a globe,   and each computed 

transmission time (expressed in phase units) is divided into two parts attrib- 

utable to propagation over land and over water.    For each observation (in- 

volving three paths) separate quantities;   called L,  land,   and W,  water,  are 

derived from the algebraic sum of the individual land and water components 

Either L or W may be negative if the negative (master to observing point) 

part of the hyperbolic sum is the principal land or water path.    Thus    a 

dimensionless quantity L/T,  where T is the total algebraic sum,  which is 

the computed reading,   becomes a measure of the degree to which the reading 

is determined by transmission over land.    This quantity may be negative or 

greater than unity. 

If the derived velocity ratio for each point of observation (the 

correct value of n having been determined previously) is now plotted against 

L/T,  we obtain the diagram shown in Figure 3.2-3,  where values are given 

for both daytime and nighttime transmission.    The values oi v /v   when L/T 
P    ° 
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is zero or unity are the velocities for sea water and land respectively.    In 

the daytime a distinct reduction in velocity over land is evident,  while at 

night the velocity appears to be independent of the amount of land or sea on 

the path. 

Theoretical values of phase velocity that are likely to agree closely 

with experiment are difficult but not impossible to obtain.    If one assumes a 

flat parallel plate earth with an idealized TT radian phase shift at the upper 

surface and 0 at the lower,  the relative phase velocity for the first order 

mode becomes 

2 

£ *i + —W <3-2-io) 
o (32 fh) 

(flat earth approximation) 

Since we are primarily interested in the effective phase velocity at the 

earth's surface,  the above relation gives velocities that are too high for an 

actual spueiical earth.    A detailed treatment of the whole subject is given 

by Wait (1962) and also Spies and Wait (1961).    To the best of our present 

knowledge,  an exact solution requires approximate consideration of the 

earth's curvature,   effective ionospheric height,   and effective phase shifts 

(at mode resonance) for both the ionosphere and earth surface reflection 

coefficients.    Exact solutions for the effective ionosphere reflection co- 

efficient phase shift have only recently become available (Wait and Walters, 

1964).    The results of this work have not been included as yet in an exact 

solution of the spherical earth case.    We will show,  however,  how they 

indicate an expected faster phase velocity for propagation to the west rela- 

tive to that for propagation to the east. 

Theoretical values of phase velocity are shown in Figure 3.2-4 for 

a perfectly conducting earth and a sharply bounded isotropic ionosphere. 

The experimental values quoted previously from Pierce and Nath are plotted 

on this figure.    They are found to fall slightly above the expected theoretical 
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curves of h = 70 (day) and h = 90 (night).    A rather good fit to both theo- 

retical and experimental phase velocity values can be obtained Dy modifying Jfc 

the flat earth formula in a semiempirical manner (Watt 1964).    The resulting 

equation is 

-£= 1 - 0.36 h/a +   |(2TTn-<b    -<(>.) ^— (3.2-11) 
v 
o 

Lirn-+     -») V°     1 
L g 4Try/2 fh[ 

*9* 

4 
where h is the effective ionospheric height nominally 7 x 10   meters day, 

4 6 
9 x 10    meters night,  a is the eartlvs radius ~ 6.4 x 10    meters, 6    and<b. 

g i 
are the respective ground and ionosphere reflection coefficient phase lags 

in radians,  and f is the operating frequency in cps.    The empirical constant 

0.36 has been chosen to yield a good fit between the approximate and the 

exact formulas over the 10-20 kc frequency region.    For lower frequencies 

where the guide cutoff is approached,  this constant is expected to approach 

a value of 0.5.    The primary variables in this equation,  which cause the 

phase velocity over a gi\ MI path to vary as a function of time,  are the ef- 

fective ionospheric height h and the phase lag on reflection c|>.,  which is a JjL 

function of the conductivity gradient at the lower boundary of the ionosphere. 

The conductivity of an ionized medium is well known to be 

NT      Z 

<r = i r ,3.2-12) 
m ( v    + w   ) 

and if   v > > OJ 

o- = 2.78 x 10"8 ~ (3.2-13) 

where <T is the effective conductivity in mhos/meter,   e is the charge of the 

electron,  v is the electron collisional frequency,   m is the electron mass, 

and CJ is the effective carrier frequency in radians per second.    It readily 

becomes apparent that the manner in which electron density and collisional 

frequency vary within the ionosphere is the primary governing factor on the 

time variability of the velocity of propagation.    The manner in which the 
* 
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electron density and collislonal frequency v vary with height is shown in 

ä£ Figures 3.2-5 and 3.2-6.    These parameters can be employed in determining 

ai effective conductivity versus height which is shown in Figure 3 2-7.    It is 

interesting to observe that,  although the electron density increases appre- 

ciably during a polar cap anomaly or solar flare,   some corresponding in- 

crease in collision frequency can partially offset the effects of a variation 

in N as regards the increase in or the effective conductivity.    Based upon the 

work of Wait and Walters (1963) we can obtain an effective reflection height, 

h, which occurs at the point where the effective conductivity is equal to 2UK   . 

As a result,  we can write the relation 

o- = 1.11 x 10"10 f (3.2-14) 
z = 0 

where <r   _ n is the reference conductivity at the effective ionospheric height, 
z ~ u 

and f is the carrier frequency in cps.    This latter relation is based upon an 

exponential conductivity profile which is seen to be rather well approximated 

in Figure 3.2-7.    If the conductivity profile is not a straight line,   a    est fit 

straight line should be drawn over the region of a skin depth,  and it is ex- 

pected the effective height will be determined from this line.    Figure 3.2-7 

illustrates that the effective gradient at night is such that the conductivity 

increases by a factor of e in a distance of 0.9 km at night and about 2.5 to 3 

during the day.    From Wait and Walters (1963) it can be shown that the phase 

lag on reflection at the ionosphere is not a particularly critical function of 

ionospheric conductivity gradient for frequencies in the region ot 10 kc. 

This is not true at higher frequencies and in fact in the 20 kc region the 

effective velocity change with gradient is expected to be much greater than 

at 10 kc. 

4P* 

* 

.# It is now possible    to calculate anticipated phase velocities with the 

aid of equation (3.2-11).    From equation (3.2-14), cr = 10"    at the reference 

*It must be emphasized that available ionospheric data are not highly precise 
and the following calculations are included to indicate expected trends and 
orders of magnitude. 
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height.    From Figure 3.2-7 the height during the day is expected to be about 

» 68 km and 86 at night.    The ionospheric phase lag is approximately 160 

degrees during the day and may increase to about 165 degrees at night (Wait 

and Walters  1963).    From this information,  the anticipated phase velocity 

assuming $    = 0;   i.e.,   sea water conditions,   is found to be 1.0034 for day 

and 0.9994 at night.    These values,  which are shown as the triangular data 

points on Figure 3.2-3,  are in fairly good agreement with the experimental 

velocities shown earlier. 

From Wait and Walters (1964),  the phase shift <(>. for daytime prop- 

agation is expecled to be 165 degrees to the east and 155 degrees to the west. 

The resultant daytime sea water path relative phase velocities expected are 

1.0030 to the east and 1.0037 to the west.    It is well known that the electron 

density versus height profiles can vary some from day to day and particular lv 

from night to night.    As a result,  there can be an anticipated shift in effective 

phase velocity for a given path depending upon ionospheric conditions.    The 

magnitude of this effective change in velocity is,  of course,  one of tne crucial 

limitations to the accuracy of radio navigation systems such as Omega. 

The anticipated effects of finite ground conductivity can be determined 

with the aid of the phase velocity equation.    For mode resonance at 10 kc,  the 

effective launch angles are about six degrees day and five degrees night.    The 
-2 

resultant phase lags on reflection from the earth s surface when a ~ 10 

mhos/m  are  from Terman (1943) <)>    - 0.09 radians day and 0.13 radians 
g 

night.    The resultant overland relative phase velocities are 1.0030 day and 

0.9991 night.    These values are plotted as x's in Figure 3.2-3.    Expected 

phase velocities during SID's (sudden ionospheric disturbances) and PCA's 

(polar cap anomalies) can be calculated for the conductivity profiles shown. 

In general,  an appreciable increase in phase velocity can be anticipated 

during such conditions.    From Figure 3.2-7,   it appears that the effective 

height during a SID may drop to 62 km.    The resulting relative velocity from 

Figure 3.2-4 is seen to increase to about 1.005 during such conditions. 
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3.3   Observed Short-Term Phase Variations 

Observations of actual one-way path effective phase velocities- 

versus-time are almost nonexistent.    It is possible,  however,  to examine 

phase records both from the experimental Omega system as well as those 

obtained from transmitters with highly stable oscillators in order to corne 

up with an effective stability of phase velocity. 

For effective changes in height over the pai.ii,  which are expected 

to be correlated over the whole path,   the resulting phase change would be 

proportional to the distance of the path.    Such a change occurs when the path 

goes from all daylight to all night conditions.     Under these circumstances, 

the total phase shift expressed in phase time can be written as 

AT = (d/v    - d/vj (3.3-1) 
n a 

or 

AT/d=— x(v/v    - v /v) (3.3-2) 
v o     n       o     d o 

where AT/d is the day-to-night phase shift in seconds per meter,  v    and 

v    are the respective night and day phase velocities.    At 10 kc this is approxi- 

mately 12.3 microseconds per megameter.    Any ionizing effect such as solar 

flare,   etc.  which is felt over the whole propagation path will introduce an 

effective phase change of this type whose magnitude is proportional to 

distance, 

Random variations occurring along the path are expected to have a 

somewhat different effect.    If the propagation path could be considered as a 

series of wave guides connected end to end,   it would be expected that the 

phase variations would be proportional to the square root of distance.    When 

the effective transmission path is considered in terms of a Fresnel zone or 

the spreading around a spherical earth,   it can be seen that as the path length 

increases its width also increases,  which is similar to adding a number of 

parallel paths.    The resultant phase fluctuation,   for the case where equivalent 
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parallel and independent paths are added,   is equal to l/j/n.    Since n in- 

^ creases with path length,   it is expected that the two terms will have a some- 

what cancelling effect provided the scale size of the ionosphere roughness 

variations are small compared to both the path length and Freznel zone 

width. 

If fading results from motion of the ionosphere relative to the 

earth's surface,  the scale length, X .,  can be found from the relation 

\. * v/f * vT (3.3-3) 

where v is the velocity of the ionosphere medium,  f is the fade rate and T 

is the period of fading.    From Appleman (1964) a velocity of 50 meters per 

second appears typical,  and if T = 2000 seconds,   X. Ä 100 km.    On the 

other hand,  if the variations are spread as shock waves,  v ~ 300 meters 

per second and X. « 600 km. 

The width of a Freznel zone over a spherical earth is well approxi- 

mated by the relation 

/ur/o  \     cos U/4a + d/2a) /<3 ,  AX cos (W/2a) = —7rrr~\  (3.3-4) cos (d/2a) 

and if d < a 

W *  (Xd)1/2     l+d2/l6a2 (3.3-5) 

For example,   if the path lengths are 2,   5,  and 10 Mm,   the cor- 

responding widths are 244,  400,  and 620 km for a frequency of 10 kc. 

When the path width is small compared to the ionosphere scale 

length; i.e.,  W<X.,  the random phase variations are expected to vary as 

cr(4>) *  kd1/2 (3.3-6) 

If W > X. we can expect 

• 
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.(♦^k1 d1/2w-1/2 

«kld1/4 (3.3-7, 

Observations of received phase compared with a stable local 

oscillator over numerous paths have been made by a number of individuals, 

and some of these data from the 10 to 20 kc frequency range (normalized by 

the relation  ♦= 10/f,  where f is in kilocycles), are shown in Figure 3. 3-1. 

The data show a variation in <r (T  ) with distance,  which is well approximated 

over the frequency range from 10 to 30 kc 

<r(T  )  * d1/4 . lO^f"1 (day) (3.3-8) 
P 

<r  (T  ) * 2. 4 d1/4. 104. i 1 (night) (3. 3-9) 

where  c(T  ) is in microseconds and d is in megameters. 
P 

3.4   Effects of Velocity Changes on Expected Fix Accuracy 

In a hyperbolic type navigation system the observable phase dif- 

ference from equation (3. 2-7) can be written as 

A*=T^dl+d2-d3)+*cd (3.4-1) 

P 

where +      is the coding delay phase at the slave.    Through the use of a 

monitor on the baseline extension from the master,   it is possible to adjust 

2irf d, 
$   , such that  + <(>   , is a constant in spite of changes in v  .    This 

cd *' cd r ö p 
P 

maintains the hyperbolic grid,   Figure 3.4-1,  in a fixed position at the base- 

line path center; i. e.,   theA$  = 0 line is fixed.    This can also be accomplished 

by employing very stable oscillators at T. and T    such that 

A* =iJLi    (d    -d   ) (3.4-2) 
v "  Z      3' 
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FIGURE 3.4-1.   HYPERBOLIC  GEOMETRY  SHOWING ERROR  IN  LINE 
OF POSITION CAUSED BY  VELOCITY  ERROR 

• 
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For points equally distant from the stations, it is apparent that a uniform 

change of velocity over all the paths will produce no error in establishing 

theA# = 0 line of position. 

For points not equidistant from the transmitting station, if the 

velocity of propagation is increased by a factor (1+6   ),  phase reading A<$> 

decreases in absolute magnitude.    The net result is that A $ becomes a 

somewhat greater negative number as shown in the figure and the apparent 

line of position is moved to the right as shown by the dashed line. 

Calibration factors obviously can be applied for the cases where 

phase velocities change by a known amount such as the normal day to night 

change.    In addition, where some parts of the path are day and others night, 

a suitable calibration can be applied.    Fortunately the residual difference in 

night to night velocities will have a small influence in fix accuracy for the 

primary service areas where d   and d   are comparable in length.    The 
far J 

magnitude of error expected due to v prediction errors can be determined 

from the following example. A long baseline of d = 10, 000 km is assumed 

and an observing site is chosen near to one transmitter so d    - d    = 4, 000 km*. 
CM O 

From Figure 3. 2-3, an estimated daytime standard deviation of average 

T< cive velocity is 6=0. 00025. The resulting standard deviation of the 

line of position is 

Ad =6 (d2 -d3) 

ss2. 5 x 10"    x 4 x 10 

s lkm (3.4-3) 

More recent work which includes corrections for directional effects indicates 

that standard ueviations of   6 -0. 0001 are possible.    In this caseAds 0,4 

km.    Night deviations are expected to be about twice the day values.    It 
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should be emphasized that in most of the service area d    - d   will be much 

smaller with a resulting reduction in Ad. 

It is important to note that Figure 3. 4- 1 is the grid system for a 

flat earth or one where the station spacing is srrall compared to the earth's «gy 

radius.    Fortunately,  in the Omega system,  the base lines are usually 

greater than the earth's radius with a very great reduction in line divergence. 

It can readily be seen,  for example,  that,  if stations are placed at antipodal 

locations,  the equal phase lines would be parallel throughout.    In view of this, 

distance errors computed for baseline conditions will be applicable over 

most of the service area. 

For a very severe SID where the relative velocity may become as 

great as v /v    ~ 1, 005 compared with a normal day value of v /v    si. 0034, 

6 becomes 0. 0016 and Ad is about 6 km in the unfavorable part of the service 

area.    On the average,  most SID's produce values of v /v   of about 1. 0039 

with the result that Ad is about 2 km in the v/orst part of the service area. 

The expected fix errors will be dependent on position line  crossing angles. 

In general,  the fix errors will be about 1. 5 times the line of position errors. 

3. 5   Effects of Random Phase Fluctuations on Expected Fix Accuracy 

In this case,  the phase variations over the propagation path are in- 

dependent; as a result the standard deviation of phase difference is 

2 2   1/2 
v±L = (v*       + o\      )      .    For locations near the baseline,  a change in A * 
*▼        ▼ 1 ♦ 2 

of 2ir radians corresponds to a change of \/2.    From Figure 3. 3-1,   rather 

long (10 Mm) paths during the day cr    * 2 microseconds and tr      *2. 8 

microseconds or about three percent of a cycle at 10. 2 kc.    Since there are 

two cycles per wavelength,  the standard deviation of the line of position is 

expected to be 0. 014 X.; i, e.,   0. 4 km.    For locations remote from the br-se- 

line,  a lane width (Section 2. 2. 1) increases as the cosecant of half the angle 

subtended by the stations.    For most cases,   stations will subtend at least 

120 degrees in which case the lanes are spread by about 1.16.    Normal 

crossing angles may introduce a similar increase; i.e.,   l/sineO  equals 1. 16 

For uncorrelated paths (separate p?irs of stations) fix error is 

d =_i—^/i2 + d2 (3.5-1) 
rms      sin 9    V   1 2 ' 
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and if 9 = 120 degrees, d    = 1. 16 x *fZ x 1,16x0.4 km or a fix error 
rms 

Mt of about 0. 75 km during the day.    During the night when <r    « 4. 2 micro- 

seconds the resulting fix uncertainty from random fluctuations is about 

I. 7 km.    At night both average velocity uncertainties and random phase 

errors can combine to cause fix errors in the order of 1. 5 to 2 km. 
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4 .0     Signal Format 

JT In accordance with the system design considerations set forth in 

Chapter 2, the overall signal format provided by the combined transmissions 

of the eight stations in the Omega network should provide a convenient mode 

of operation for each class of the user within tie Limitations f>f -economically 

feasible transmitter power and available frequency spectrum.    To accomplish 

this, the signal format may be arranged as follows. 

4. 1     Basic Signal - 10. 2 Kilocycles 

At ten-second intervals,  each station of the eight transmits a one- 

second signal element in turn at 10. 2 kilocycles,   so that the combined trans- 

missions of all eight stations (as observed at any given points form  a   repeating 

ten-second cycle of eight one-second segments of 10. 2 kilocycle continuous 

wave signal, with segments of differing amplitudes and phase as shown 

on line 1 of Figure 4.1 -1. 

<> The radio frequency phases of all Omega transmissions are phase 

locked so that the relative phases of all signal components are everywhere 

stationary,  establishing a fixed pattern of intersecting families of isophase 

contours defining position in hyperbolic coordinates with an ambiguous 

hyperbolic lane width of 98 microseconds (eight miles on the baselines). 

The stations always transmit in the same order, with the length of 

transmission varying between 0. 9, 1.0, 1.1, and 1. 2 seconds from station 

to station in accordance with the Omega station identification code , 

Station A BCDEFGH 

Length of L1      lz     Xl     Q9     h2      1   0     0  9      1   0 

Transmission 

as described in Section 2. 3, so that the successive sequences of eight trans- 

missions form a cyclic length-coded pattern as shown on line one of 

Figure 4.1-1. 

# 
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Recognition of the pattern,  either visually in an oscilloscope pattern 

display,  or by cross correlating with the related Unit Correlating Function 

(Section 2.3) establishes the phase of the sequence,  from whence the identity 

of the transmissions of a particular station is established by the time of 

occurrence in the sequence. 

Additionally, the transmissions of a particular one of the stations, 

Station F,would be timed to begin at integral ten-second epochs of Standard 

Time, and the transmissions of Station C to begin at odd five-second epochs 

(5,   15,  25 seconds,  etc.) so that the timing of the sequence of transmissions 

is likewise fixed with respect to Standard Time.    Hence, alternatively, 

station identification could be established or verified by reference to Standard 

Time to within one second. 

This part of the Omega signal format forms a complete radio-locating 

signal by which position can be defined with respect to the basic Omega posi- 

tion contour pattern useable in: 

1. A manually operated receiver with station identification, alignment 

of the demultiplexing function, and possibly the phase measurement 

as well,  accomplished manually. 

2. An Automatic Tracking Receiver,  with manual search and multiplex 

set up,  in which the signals are isolated and compared in phase by 

means of tracking filters providing continuous automatic readout; 

with manual/visual recognition of the sequence pattern for  station 

identification and multiplex set up,  either by recognition of the 

signal amplitude pattern,   recognition of the pulse length coding,   or 

both; or by reference to standard time,  in an oscilloscope. 
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3.  An Automatic Search and Tracking Receiver in which an internal 

^ correlator recognizes the multiplex sequence phase and aligns the 

receiver multiplexing functions, from whence tracking filters 

isolate the desired signals and measure the relative phases of 

interest,  with direct and/or recorded readout as desired. 

This part of the signal format, taken alone,  provides no means of 

resolving the lane ambiguity by reference only to the signal. 

4« 2     Lane Identification - First  Stage 

In addition to the basic transmissions at 10. 2 kilocycles,  each 

station of the eight also transmits a 13.6 kilocycle   signal,  one segment 

earlier in the multiplex sequence,  as on line two of Figure 4. 1-1.    The 13. 6 

kilocycle transmissions are likewise phase locked to Standard Time (and 

hence to the 10. 2 kilocycle signals) so that the combined transmissions of the 

eight stations at the second frequency establishes a second pattern of isophase 

contours with three quarters of the lane width of the 10. 2 kilocycle pattern. 

Since both contour patterns are families of hyperbolae about the same points 

as foci, the two patterns are everywhere parallel, and combine to form a 

virtual pattern of broad lanes with three times the width of the basic 10. 2 

kilocycle pattern. 

« 

The length coding pattern of the 13. 6 kilocycle transmissions is 

identical to the coding pattern of the 10. 2 kilocycle   signals,    so  that the 

same multiplex timing can be used to separate signals in either channel 

without realignment with respect to Standard Time.    Since each station 

transmits its two frequencies in adjacent segments of the sequence, the two 

transmissions of each station are always of different durations. 
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In a manual/visual receiver,  the additional transmissions at 15. 6 

kilocycles providing the first stage of lane identification would be utilized by IB 

retuning the receiver to the second frequency without disturbing the multiplex 

time alignment and observing the phase relations of the signals occurring 

one place later in the multiplex sequence than those observed at 10, Z 

kilocycles. 

The differences of the corresponding indications at the two frequen- 

cies would then indicate which of the three lanes in a broad lane contained 

the observer. 

In an automatic receiver,  reading at the second frequency would be 

obtained either by switching the phase tracking function of the receiver to 

the second frequency from time to time as required to maintain lane identi- 

fication,  or by duplicating the phase tracking circuitry so as to provide 

continuous readout of the phase of the second frequency components, with 

automatic adjustment of the Lane Count. ^p 

4. 3    Lane Identification - Second Stage 

In   addition to the transmissions at 10. 2 and 13. 6 kilocycles,  each 

station would also transmit a third component at 11. 33 kilocycles in the 

time-multiplex segments preceding its 13.6 kilocycle transmission.    These 

transmissions are likewise phase locked to Standard Time and provide a 

third stationary isophase contour pattern with a lane width 9/10 of the 10. 2 

kilocycle pattern,  and 6/5 of the 13.6 kilocycle pattern.    Coincidence of the 

three patterns defines a second virtual pattern with a lane width equal to 9 

lanes of the 10.2 kilocycle pattern,   10 lanes of the 11. 33 kilocycle pattern 

and 12 lanes of the 13. 6 kilocycle pattern. 

The differences of the phase indications at the three frequencies, 

properly combined,  then reduce the ambiguity of the basic 10.2 kilocycle 
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pattern by 9»  to 72 miles on the base lines. 

Utilization of the third frequency signals in a manual/visual receiver 

would be the same as with second frequency signals,   except that observation of 

the third frequency signals would probably not be made unless there was 

reason to suspect a gross error in position (greater than ± 12 miles). 

In an automatic receiver,  additional phase tracking circuitry might 

be provided for continuous tracking and readout of the third lane identification 

signal.    However,   since the probability of error of more than one and a half 

lanes of the basic lane pattern at 10.2 kilocycles is small,   satisfactory obser- 

vation of the third frequency signals may be obtainable through retuning one 

of the other tracking systems to the third frequency from time to time,  and 

updating the phase indications to correct the lane count as and if required. 

4.4     Lane Identification - Third,   Fourth and Fifth Stages 

Further expansion of the unambiguous lane width is to be provided by 

the addition of antisymmetric sideband components to the 13.6 kilocycle 

transmissions,  producing tangential phase modulation of 226-2/3 cycles per 

second   (with an accompanying 453-1/3 cycle    amplitude modulation as required 

to suppress higher order sideband components). 

It seems probable that the 13.6 kc carrier with its 226-2/3 cycle 

side-bands may be taken alone to provide a simple and useful navigational 

receiver.    In this embodiment,   the primary information would be the phase 

of the modulation,  which would have ambiguities separated by 360 miles. 

Present data indicate that the fixes made at the 226-2/3 cycle frequency 

should have a standard deviation in the neighborhood of five miles,  which is an 

accuracy adequate for many purposes.    Users who like this combination of 

accuracy and freedom from ambiguities need pay no attention to the other com- 

ponents of the Omega spectrum.    Measurements of the modulation frequency 

normally require a long time constant.    Because of this it is necessary 
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(except for very slow vehicles) to use carrier phase tracking so that rapid 

maneuvers can be made without serious delay in followiug them.    The car- 

rier phase in this case does not contribute to the readings.    The principles 

of this implementation are explained in Section 8. 5. 

The modulation components carried by the 13. 6 kilocycle signals are 

likewise phase locked to Standard Time,   establishing a fourth phase contour 

pattern with a lane width of 45 lanes of the basic 10. 2 kilocycle pattern 

(equivalent to 360 miles on the baseline). 

Being phase modulation,  the signals can be leveled in the receiver 

by signal limiting,   (without stripping off the   modulation) and synchronously 

demodulated by the same circuitry that performs the phase matching,  since 

the sinusoidal phase modulation will appear as a sinusoidal output at the 

appropriate frequency in the output of the signal phase detector or signal 

sampler used in es tabling the phase of the incoming signal. 

Phase modulations similar to that applied to the 13. 6 kilocycle sig- 

nals,  but of 45-1/3 and 11-1/3 cycles per second,  are also applied respectively 

to the 11. 333 kilocycle and 10. 2 kilocycle signals.    These modulation compon- 

ents make it possible to obtain further reductions of the lane ambiguity from 

45 lanes (360 miles on the baseline) to 225 lanes (1800 miles) at the fourth 

stage,   and 900 lanes (7200 miles) at the fifth stage. 

The addition of the more significant modulation components makes it 

possible to operate a completely unambiguous receiver frcm the Omega sig- 

nal alone that resolves the ambiguity on each line of position, independently. 

Such a receiver would be able to recover unaided from extended loss of sig- 

nal,   or other temporary malfunctioning of the system. 

4. 5   Side Frequencies 

In forming the basic Omega multiplex pattern,   each station transmits 

in three of the eight time segments of the Omega multiplex sequence.    In the 

remaining five segments,   each station then transmits a "Side Frequency" 

component at a different subharmonic of 408 kilocycles between 10 and 14 

kilocycles,   as shown in Figure 4. 5- 1 and Table 4- 1. 
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TABLE 4-1.    SUBHARMONIC FREQUENCIES 

Subharmonic Frequency-Kc 

31 13.161 

32 12.750 

33 12.363 

34 12.000 

35 11.651 

37 11.027 

38 10.736 

39 10.462 

Being readily separable by frequency domain filtering (adjacent side 

frequencies differ by 260 to 440 cycles per second),  the side frequencies pro- 

vide an additional method of identifying the transmissions of particular sta- 

tions,   since each transmission is interrupted when the corresponding station 

is transmitting its portion of the main sequence:   (Figure 4. 1-1) and synchro- 

nizing a receiver multiplex function to the gaps in the side frequency trans- 

mission of any one station establishes alignment with the transmissions of all 

stations in the main sequence. 

Being derived irom the system reference frequency of 408 kilocycles, 

the side frequencies are commensurate and provide a stationary phase pattern 

at the common harmonic frequency.    Hence,  the side frequencies provide an 

alternate mode of operation in which the signals are separated by frequency 

domain filtering instead of time multiplexing,   thereby obviating the need for 

time multiplex synchronization (at the expense of a substantially unresolvable 

ambiguity).    Phase comparison in a frequency multiplex receiver is accom- 

plished by multiplying the frequency of each side frequency component (as 

received in a separate receiving channel) to the common harmonic frequency 

of 408 kilocycles and comparing phase (Figure 2. 5- 1). 

One of the side frequencies is 12. 000 kilocycles exactly (408/34), 

a frequency easily divisible to 1000,   60,   or 1 cycles per second,   etc. ; and 
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the timing of the multiplex sequence is to be controlled in such a manner 

that the start of each 12. 000 kilocycle transmission occurs on exact 10- 

second epochs of Standard Time,  thereby providing a world-wide time signal. 

In addition to being commensurate so as to provide a stationary phase 

pattern,   the side frequency components are phase modulated by a low data 

rate balanced code to convey synchronizing information between each station 

and the Synchronization Control Station and frequency correction data from 

the Synchronization Control Station to each of the stations. 

Thus,  the side frequency transmissions provide: 

1. An alternate means of identifying the transmissions 

of a particular station and aligning the multiplexing 

function by frequency domain filtering instead of time 

sequence phase alignment 

2. An additional mode of system operation,  in which the 

necessity of time multiplex synchronization is avoided 

at the expense of an essentially unresolvable ambiguity - 

useful for those operations where a simple automatic 

receiver is a necessity - and continuous tracking can 

be assured 

3. A convenient set of stable VLF signals giving world- 

wide coverage with good geometry for one-way ranging 

with respect to a frequency standard carried on the 

vehicle (again where continuous tracking of the signal 

can be assured) 

4» Low data rate communication circuits for conveying 

synchronizing information around the system 

5. World-wide time signalc 

4» 
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4. 6   Signal Spectrum 

£i The over-all spectrum of the Omega signal is thus as shown in Fig- 

ure 4. 6-1,   consisting of time-multiplexed transmissions at 13.6,   11.333, 

and 10. 2 kilocycles,   respectively phase-modulated with 226-2/3,  45-1/3, 

and 11- 1/3 cycles per second as transmitted in tu      crom the eight stations 

(Figure 4. 1-1).   When not transmitting a component of the basic pattern, 

each station transmits a side frequency component at a subharmonic of 408 

kilocycles (Figures 4. 1-1 and 4.5-1). 

4, 7   System Communication 

There will be a continuing need for intercommunication between trans- 

mitting stations for mean frequency stabilization and timing calibration pur- 

poses.    This type of circuit will not need a high information rate.    A method 

that will have high reliability without interfering with the navigational service 

is required.    A satisfactory way will be to phase modulate the station's side 

frequency at slow speed.    Each six-second burst of transmission will have 

its phase shifted in two halves in balanced amounts,  a 45 degree lead fol- 

lowed by a 45 degree lag indicates a mark and a 45 degree lag followed by a 

45 degree lead indicates a space.    By keeping the phase shifts small compared 

with 90 degrees and of equal positive and negative duration,   their presence or 

absence would be inconspicuous to any users of the side frequency for naviga- 

tional purposes,  while the signals would be clear and easy to read in the Omega 

stations. 

This simple system has a speed of six bits per minute,   so that a few 

minutes of transmission will convey most necessary messages. 

Referring to Section 6. 2,   it can be seen that,   for an average station 

spacing of 5, 000 miles,   the median carrier to noise in a one cycle band, 

C/N ,  will range from 0 to 10 db.    Assuming that C/N    = 5 db,  and an effect- 

ive bandwidth of about 1/3 cps,   the carrier-to-noise ratio will be 3,  i. e. 

about 10 db,   under the above conditions,  and the resulting standard deviation 

of phase will be 

a- N/C _   n1 6   *» —F=—       «   ±      0.21 radians 
T        \T2 
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An error occurs only if the noise-induced phase deviation ^    exceeds the 

shift A<|>*    In the scheme described»  the shift employed is ±0. 78 radians, 

which is 3. 7 times the standard deviation;   the resulting probability of an 

error (^££4) is less than 0. 0002,   At the stations,  errors can be 

reduced by recognizing that since a long-term reference phase is available, 

a mark, for example,  is signified by the initial 45-degree lead, as well as 

the differentially coherent lead-lag shift.    The integration time in the navi- 

gation receiver is much greater than three seconds so that the two phase 

shifts per signal element will effectively cancel. 

4. 8  Sudden Ionospheric Disturbance Warning Service 

Warning to navigators will be issued if a sudden ionospheric distur- 

bance of large magnitude or some other unexpected natural or man-made 

effect should be detected. 

The method employed will be to temporarily change the 11-1/3 cps 

modulation frequency on the 10.2 kc carrier to 5-2/3 cps. 

The transmitting stations will switch from 11-1/3 to 5-2/3 cycles 

in avalanche;   that is,  any station identifying a sudden ionospheric disturb- 

ance for itself or receiving a warning signal from outside the Omer «, system 

will initiate the Omega warning.   All other transmitting stations would 

honor this action by also changing to the warning frequency whether or not 

they had any independent knowledge of the event.    Thus,  the whole trans- 

mission sequence will shift and navigators can recognize the warning. 

The end of the abnormal event will be announced by the individual 

stations on the communication channel,  and normal 11-1/3 cps Omega opera- 

tion will be restored when all stations have discovered that the emergency is 

over. 

By placing the warning on tne 10. 2 kc sidebands,  it is possible to 

have SID warning outputs on even the simplest of receivers.    A possible cir- 

cuit would be to take the phase detector output before it enters through nor- 

mal low pass filters and feed the alternating current component into a discri- 

minator or pair of mark-space filters tuned to 5-2/3 cycles and 11-1/3 cycles, 

The change of modulation frequency can be used to activate a warning light on 

the receiver. 4. 12 
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5.0   System Synchronization 

For the phase contour pattern,  by which position is defined to be 

stationary, the signal timiag of the stations must be synchronized.   In opera- 

tion the signals of each station are independently timed by a stable timer or 

clock, and synchronism is maintained by having each station report to a com- 

puting center signal phases of all other stations within range with respect to 

its own signal.    The computing center determines the deviation of each signal 

phase from the mean and directs the stations to adjust their timing rates 

(from time to time as required) to minimize deviations. 

In addition,  each transmitting station will be equipped with phase 

difference equipment for recording the relative phase of other Omega signals 

within range,  to which synchronization control may be shifted in the event 

loss of contact with the central computer should occur. 

5. 1   Synchronization 

Tests of VLF transmissions over long distances have established 

that the timing stability of such signals will exceed one microsecond for at 

least some periods of time.    Hence, if the accuracy of the system is limited 

at all times solely by unpredictable propagational disturbances,  the relative 

timing with which the signals are transmitted must be controlled to less than 

0.5 microseconds. 

In the design and construction of precision frequency and time stand- 

ards, the state-of-the.-art is such that under conditions of controlled tempera- 

ture and humidity, freedom from shock and vibration, and lengthy periods of 

undisturbed operation (as will be the case in the control of Omega transmitter 
11 

timing), a frequency stability of 1 to 10      has been demonstrated; and it is 

expected that the concensus of several standards m&y be a factor of two 

better. 

If long-term relative drift between stations is eliminated by syn- 

chronizing adjustments, phase drift of one station,  controlled by the concen- 

sus of three or more timing standards (with respect to the mean of the rest), 
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will be essentially a "random walk11 effect with the a«,   ^racy multiplied by 

time as the upper bound of the amount of drift. 

Thus,  in one day (8* 64 y 10      microseconds) the maximum drift of 

one station,  with respect ti the mean of the Dther seven, will be: 

T=   —    T 

T= 5 x l(f12 x 8.64 x 1010 

T= 0.43 microseconds 

It appears that adequate synchronization control can be maintained with timing 

rate corrections applied at intervals of 24 ho^?s or more. 

5. 2   Theory of Absolute Synchronization 

By definition,  the common time base of the system is the mean timing 

of all signals as radiated.    To maintain synchronism,  a monitor at each sta- 

tion determines the phase of the signals of all other stations with respect to 

its own signal and,  after compensating each observed phase angle for the 

expected travel time between stations,  adjusts the rate of change of the phase 

of its own signal proportional to its deviation from the compensated mean,  so 

ii.s to reduce deviation from the mean. 

It can be shown as follows,  that,  if the phase of each station is con- 

trolled independently according to this procedure,   the system will subside to 

the state of all signals radiating in phase,   to within the accuracy with which 

the mean travel time between stations can be predicted. 

The waveform of the signal radiated from each Omega station is a 

periodic function of period T with recognizeable timing epochs (e. g,,  points 

of zero crossing) at times (nT + t  ). 

Associated with each station is a monitor determining the difference 

between times of occurrence of the timing epochs of each of the signals within 

range,  and the adjacent epochs of the local signal.    Let d.. be the electrical 
j J 

distance between the jth station and its own monitor,  and d. . be the electrical 
kj 
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distance b£*v*e«a the k     station and the i ,  monitor,  etc. 
th Jth 

j% Each timing epoch of the jth signal arrives at 1'». own monitor at 

times nT + t. + d.. and the corresponding timing epoch   f the kth signals 
j       ft*. 

arrives at times nT + VV 
For the Omega system to function as a navigation system,  the sig- 

nal travel time, including diurnal variations,  over any given path must be 

predictable with good accuracy.      Let d'     be the predicted travel time 

from station k to station monitor j,  etc.    Then the difference in phase of 

the signals, when compensated for net travel time, would be 

V) ■ v - y % - v - «"kj - *y 

"k-yvj 
where 

e| .   = d      - d', .   - d..   + d\. 
kj        kj kj jj jj 

is the error in prediction of the net travel time of the signals from stations 

j and k to the monitor of station j. 

The "free" timing rates or frequencies of the several stations, when 

uncontrolled, will not be identical.    They will differ one from another by 

small amounts, depending upon manufacturing tolerances and adjustments of 

the individual timers.    Let v. be the residual frequency offset or drift of the 

jth station timer with respect to the mean of the uncontrolled rates of all 

timers in the system. 

Then,  correcting the timing rate of the jth station proportional to 

the algebraic sum of its deviation in phase from each of the other signals, 

including its own,  leads to a control function of the form 

N 

l 
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where t. is the rate of change of phase of the jth station. 
j 

This expression expands into 

N N 

t.   +   NK  t,   -   KV t,    +   v.   +   K)     e,. 
1 1 

Let 

j     L*    kj 

be the sum of the errors in the predictions of net travel time of all signals 

received at the monitor of station <j). Then taking LaPlace Transforms of 

the above expression, 

N 

sT. (s)   - t. (O)   +NKT.(s)   -   KT   Tk(
s> 

1 

v.   +   K   e t 
Ä  __i J 

s 

which can be rearranged into the form 

N-l 
v. + Ke. 

<s   +   K(N-1))T. (s)   -   K^Tk(s)   =t. (O)  + —i-j i 

where the upper limit (N-l) in the summation over T   implies that the term 
JK 

T. (s) was subtracted out and combined with the other term in T. (s) 
J J 

Over the set of N stations,  the^e will be N control functions of the 

above form.   Assuming all stations to have the same control ratio (K) these 

control functions provide a set of N simultaneous equations of the form 

v.   +Ke. 
-KT. (s)   -   KT0 (s) .  .  (s+K(N-l) )T. (s) ...  -KT    (s)...    =T. (0) r —1— i- 

l L j n j s 
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Solving by Determinants,  the LaPlace Transform is 

Tj (s)   = tj (0)   + 

N 

Vl   + Kei 1 
(s   +   KN) 

i 
1   L 

tk (0)  + 

vk + Kek K 
s(8+KN) 

The corresponding time function is 

/4.\ ir •     -KNt v. - v e. - e -__T4 

*1 (t)      li {b> " + MO) + -4rr—   ♦ -^rr—    0 - e"KNt ) KN N 

where the barrec tc-ruis,   e. g.,  v,  t,  e,  etc. ,  signify the mean values of 

the terras over the set of stations. 

By definition,  v, the mean deviation in rate from tlie mean,  is zero. 

Hence the final value of the phase of station (1) 

• tj (t)   =   tl (0)   e "KNt   +   Ke t 

v e    - e 
M -KNt, (1 - e ) 

The first term of the above expression is the initial phase offset of 

station 1,  which subsides to zero as e .    The second term is a shift 

of the system timing rate,   common to all stations, and arising from the 

errors in the determination of the net transmission time between stations. 

Being common to all stations this term introduces NO error in the synchro- 

nization. 

The term within brackets is a phase offset,  initially zero,  and rising 

to a final value as (1 - e ) consisting of three parts.    The first of these 

is"t (0),  the average initial phase of all the stations in the net.    Since again, 

this term is common to all stations,  its presence ii, NOT an error in the 
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s ynchronization. 

The second part is the term v    /KN,  which is a phase offset required 

to pull the initial or uncontrolled rate of Station (1) to the mean rate of the 

system.    This term introduces an error in the synchronization,  which is 

small since the individual frequencies will differ at most by only a few parts 
12 

in 10   - .  Furthermore,  this term could be eliminated by long term integra- 

tion   of the residual deviation of the particular station from the system mean, 

although this function is net included in the present control function. 

The third part oi the fixed offset in phase is the term (e.  - e)/N and is 

the offset arising from the error in determining the net travel times around 

the system.    Again this term is small and would be reduced with improvement 

in the estimation of signal travel time. 

The solutions for the responses of the other stations in the net are 

formally identical,  differing only in the replacing of the subscripts of the 

terms with the subscript 1 with the subscripts for the particular station. 

Hence,  all stations subside to the same final drift rate with respect to the 

mean uncontrolled rate of the system,  depending upon the mean error in de- 

termining the transmission times over all paths included in the system. 

The initial phase offset of each station subsides to zero as e , 

being replaced by the average initial frequency offset (v./K) and the error 
j 

in determining the travel times associated with that particular station (e.-e) 
J 

with respect to the mean error in determining all travel times in the system. 

Thus,  the final state of the system is with all stations in phase to 

within individual errors given by 

plus an offset of the timing rate of the system from the mean uncontrolled 

rate,  amounting to K e. 
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The mathematical description of the control functions was predicated 

it upon continuous control,  wherein the rate of change of the phase of each 

station was continuously a function of the difference in phase between its 

signal and the mean of all other signals within range,  compensated for 

propagation time,  etc. 

In actual operation, however,  the control would probably be dis - 

continuous.    That is,   correction to the phase and rate would be made at in- 

tervals of from several minutes to 24 hours or more. 

Analysis of the transient response of the system as a Sampled Data 

System,  shows that,  even with discontinuous control,  the transient response 

is still absolutely stable,  if the control ratio (K) is properly adjusted,  and 

the operation is at least grossly similar to that with continuous control. 

It may be noted that,  with this type of control,   the final  mean timing 

rate is uncontrolled,  and the entire system can be steered by reference to 

some other timing standard,  to maintain synchronism with any convenient 

^p universal time scale,   such as UT-2 or Atomic Time etc. 

In normal operation,   control of synchronization would be obtained 

by varying the timing rates only,   so that no discontinuities of phase would 

be introduced. 

When phase errors are large,  as when bringing up the system after 

a shutdown for maintenance, etc.,  a rapid subsidence to the correct phase 

could be obtained by having each station correct its phase proportional to 

the deviation of its signal from the mean of all other signals within range, 

corrected for travel time.    With a large number of stations,  even gross 

changes in the phase of the signal from one station would produce only a 

relatively small change in the mean,   so that even with adjustments made 

independently at arbitrary intervals in each station,  the system would still 

converge to the desired state of all-signals-in-phase.    Likewise, with some 

intelligence on the part of the station operators,  an abnormal drift by one 

^ station would be immediately apparent, and its phase ignored in the overall 

system control. 
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5,2#1   Theory of Central Monitoring 

With the synchronizing control system as described,  each station 

phase subsides to a phase error determined by the error in the estimate 

of the travel time over the various signal paths around the system,  and the 

magnitude of these errors cannot be detected by any measurements within 

a station.    However,  if the phase of each signal,  as observed *. !■ all stations, 

is reported to a central location,  the absolute deviation of the phase of 

each station signal from the mean of all can be determined substantially 

independently of distance between   stations and changes in velocity of 

propagation,  as can be shown as follows. 

As before,  the timing of a signal (as observed at any point) is 

retarded by the 

e,=t+dl-t-d, 
n'r n nn1 r rn1 

where the primed subscripts identify the monitor locations and 

t =   absolute phase of signal radiated from station (n) 
n 

(5.2-1) 

t^        =   absolute phase of signal radiated fron   -station (r) 

nn'   =   retardation of signal from station {a} as received at its 
monitor (n1) 

d     ,   =   retardation of signal from station (r) as received at its 
monitor (n1) of station (n). 
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Similarly,  the phase difference of the same two signals    as ob- 

served at a monitor (r ) associated with station (r)    would be 

etst+di-t-d ib.Z-2) nr n nr r rr 

The mean of the relative signal phases from (n) and (r) as observed 

at the two monitors is 9     , where nr 

0 nr = 

6nr 
2 

e   < nr 
t 
n 

-   t 
r 

d     . 
rn 

- d    * 
nr 

2 

d    * 
nn 

~   d     , 
rr 

(5.2-3) 

The second term on the right.,  (l/2)(d -   d     i) is one-half the 
° rn nr 

difference of the transmission time from each station to the opposite monitor 

i.e., inopposite directions between stations.    Assuming this quantitv to be 

D       and rearranging,  an expression for the phase difference between the sig- 
nr 

nal of station (n) and the signal of station (r) as radiated is: 

d    ,   -   d     .. _ rr nn . _   _   M. t      -   t     =   6        +   D        +   r  (5.2-4) n r nr nr 2 

A similar expression can be obtained for the relative signal phase from 

station (n) with respect to the signai of each of the other N stations (including 

the trivial case of observing the phase of the signal of station (n) with respect 

to itself at both ends of a baseline of zero length,  i.e.,   U   =   OK 

The mean of all N expressions obtained is 

♦5.2-5. 

r = l r= 1     X- 

which reduces to: 

t - t  =   6    + D    + d $.2-6 
n        n       n 
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where 

N 

7=' 4£>, 
r=l 

Absolute mean phase of all 
N signals as radiated. 

N 

9n = N Z_J 
r = l 

nr1       nfr 
Mean phase difference between 
signals of station (n) and each 
of the other stations as observed 
at all monitors. 

N 

Dn ~N 2 I 
r=l 

d     , -d     , 
rn:       nr- 

Mean of the differences in trans- 
mission time in opposite directions 
over each baseline* 

N 

n = N/ | 
d   = 

r = l 

rr1        nn! 
Mean of the differences in trans- 
mission time from station (n) to its 
monitor and from each of the other 
stations to each of their monitors. 

The left side of this expression is the deviation in signal phase from 

station (n) with respect to the mean of all signals. 

The first term on the right (0  ) is the mean of the relative signal 

phase from station (n) with respect to the signal of each of the other stations 

(including itself) as observed at all monitors. 

The second term D    is the average difference in propagation time n —_—— 
(in opposite directions over each baseline) and represents the aggregate by 

which the transmission times in opposite directions over all baselines 

averaged together do not exactly cancel out.    Because each monitor is close 

to its transmitter and propagation velocities in opposite directions are equal, 

this quantity will be small or zero,  independent of distances between stations 

and of variations in propagation velocity.    In any ca.>*,   it will consist cf e 

small-fixed or systematic quantity,  dependent upon the aggregate of the 

displacements of the monitors from their parent stations by which the path- 

leugths are nonreciprocal and upon the  systematic part of any nonreciprocal 
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propagation effects,  plus a smaller random portion arising from variations 

& in the difference in propagation velocity for opposite directions over the 

several paths. 

The third term d   is the difference between the propagation time 

from station (n) to its monitor and the mean of the propagation times of all 

the other stations to their monitors.    To the extent that the distance of the 

monitors from their parent stations are the same,  this term will tend to 

zero.    In any event,  the monitors will all be within grouad wave range of 

their parent stations, and this term will be, at most,  a small-fixed quantity 

not subject to diurnal variations. 

Thus,  the deviation of a particular signal phase from the mean phase 

of all signals as radiated is given substantially independent of distance be- 

tween stations and changes in velocity of propagation,  etc.,  by the mean of 

the phase differences between the signal of the particular station and the sig- 

nal of each of the other stations (as observed at all monitors of the system). 

H* Thus,   system synchronization can be corrected independent of distan  < 

between stations and propagation velocity,  by having a control center,  to 

which the observed signals phases are reported from time to time,  which 

computes the theoretical absolute deviation of each signal from the mean, 

and directs each station to adjust the assumed net travel time of all signals 

to that station so as to cancel out the calculated deviation from the mean, 

In theory,  if transmission times in opposite directions over all 

paths are identical and the distances between monitor antennas and corres- 

ponding signal radiators are insignificant,  this statistical matrix synchro- 

nizing method locks the signals of all stations in phase in absolute time inde- 

pendent of the distances between stations,   of variations in propagation 

ve]     Aty with time,  and of differences in propagation velocity over different 

paths. 

5-11 



The major portion of the transmission time from station to station 

is accounted for by noting the phase of the signal at both ends of each base- 

line so that transmission time is largely cancelled. 

There will,  of course, be certain systematic biases in the synchro- 

nization arising from systematic differences in propagation velocity in 

opposite directions, from radiation paths of one station to the monitor of 

another (which are not identical in opposite directions over the same base- 

line), and from the unequal distances of each station radiator to its station 

monitor« 

These effects give rise to a fixed bias in the synchronization of 

each station so that each signal phase as radiated will deviate a small fixed 

amount from the mean of all signals. 

The effects also appear as a fixed shift of the signal phase pattern, 

which will be eliminated by inclusion of compensating factors in the error 

matrix calculations. 

The random portion of the nonreciprocal transmission effects not 

cancelled by transmission in opposite directions over each baseline is re- 

duced statistically both by the redundant statistical matrix solution for phase 

deviations and by long period averaging to eliminate diurnal effects and 

noise. 

By using highly stable timers,  which allow effective integration 

periods of more than a diurnal cycle (with data taken at selected observation 

times),   reciprocal cancellation of the major portion of the variations in trans- 

mission time between stations,  and statistical reduction of random errors in 

the error matrix calculations,  this portion of the synchronizing error can be 

held to less than 0. 5 microsecond, 
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5. 3   Standardization of Station Timing 

m The exact geometrical locations of the phase contours in space are 

dependent not only on the locations of the transmitters but also on the parti- 

cular relative phase with which the signals of the various stations are trans- 

mitted.    For the phase contours to correspond with the pattern drawn on a 

navigational chart,  the signals of the several stations must be constrained 

to maintain specified relative phases, 

Since charts»  tables,  and position interpolating formulae can be 

drawn to fit the locations of the phase contours for any fixed relative signal 

timing,  the particular timing maintained at a given station is arbitrary,  even 

though all equipments are calibrated to read zero phase on a Standard Cali- 

brating Signal. 

A convenient specification for relativ* station timing is to require 

that the least common multiple period of all components of the signals as 

transmitted be synchronous«    That is,  the phase format of the signal of each 

4r% station will be adjusted so that all signal components as radiated cross zero 
* 

with positive slope at intervals of the least common multiple period ox the 

signal format; and in synchronizing the system (Section 5. 2),  the timing of 

each station will be constrained so these epochs of common zero crossing of 

all stations coincide in absolute time. 

5. 3. 1   Least Common Multiple Period 

By definition,  the least common multiple period of the signal is the 

smallest commensurate period into which all signal component periods 

divide evenly. 

In determining the least common multiple period,  not only radiated 

signals must be accounted for but also the ten-second multiplex sequence, 

whose phase must be specified in the synchronizing process. 

» 
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The phase of the side frequency components must also be specified. 

However,  the side frequency components,  related to the basic components 

in frequency by fractional ratios of rather high order (37 : 40,  etc. ),  have 

very large least common multiple periods with respect to the principle com- 

ponents;   it seems advisable to consider the specification of their synchroni- 

zation separately. 

By specific design,  the basic Omega frequencies,   10. 2,   13. 6 and 

11. 333 kilocycles,  and the higher lane resolving modulation components, 

226-2/3 and 45-1/3 cycles per second,  are all exactly commensurate with 

the lowest lane resolving component,   11-1/3 cycles per second. 

The 11-1/3 cycles per second lane resolving component is likewise 

commensurate with even seconds,  there being exactly 34 cycles of this 

component in 3 seconds.    Hence,  it is also commensurate with the ten- 

second commutation period since there are ten periods of 3 seconds to 

3 periods of ten seconds.    Thus, both the multiplex period and the lane 

resolving periods are commensurate over intervals of 30 seconds. 

From this it follows that,  excluding the side frequencies,  a con- 

venient specification of relative station timing may be established by re- 

quiring that at all stations all signal components shall cross zero with 

positive slope simultaneously with respect to absolute time at intervals of 

30 seconds.    If the overall timing of the system is adjusted so that one of 

those timing epochs occurs at 0000 Z Standard Time and each 30 seconds 

thereafter,  the multiplex cycle becomes a ten-second Standard  Time 

reference. 

5-14 

1 



5. 3.2   Side Frequency Synchronization 

i^ In the frequency multiplex mode of operation,  the side frequency 

components of two or more Omega stations at different frequencies between 

10 and 14 kilocycles are frequency multiplied to the common harmonic fre- 

quency of 408 kilocycles, and the resultant harmonics of equal frequency 

are compared in phase to establish isophase contours giving position. 

For the position contours  to be fixed in space,  the side frequency 

components  of the several stations must be synchronized so that the 

relative phases of their 408 kilocycle harmonics are stationary.    As 

developed in Section 2. 5. 2,  all components of the radiated signals from each 

station are submultiples of 408 kilocycles,  and each station derives the 

elements of its signal by frequency division with the appropriate ratios from 

a 408 kilocycle timing standard (or by an exactly equivalent frequency syn- 

thesis operation from some other standard frequency).    The process of 

synchronizing the transmissions of the overall system (Section 5. 2) effectively 

phase locks the 408 kilocycle timing standards of all stations.    Thus, the 

side frequencies derived by division from these synchronized timers are also 

inherently synchronized.    The multiplication of the side frequency components, 

as received at any point,  to the common harmonic frequency of 408 kilocycles 

produces components of the same frequency with a stationary relative phase. 

Separate synchronization of the side frequency components in the transmitters 

is not required. 

However, the phase of each side frequency component as emitted at 

the corresponding subharmonic of 408 kilocycles may have any of N discreet 

values with respect to absolute time evenly spaced by whole periods of 408 

kilocycles, where N is the division ratio producing the particular side fre- 

quency. 

5-15 



Since phase comparison of the side frequencies in a frequency multi- 

plex type of receiver is obtained only after frequency multiplication up to the 

common 408 kiloc/cle harmonic frequency (where the phase is independent of 

the particular timing cycles at which the side frequency dividers reset in the 

transmitter timers},  the particular counts at which the dividers reset in the 

transmitter tinners appear to be immaterial. 

However,  it is fundamental in side frequency multiplex operation that 

the receiving equipments shall keep track of the number of lanes crossed, and 

have sufficient filtering to carry over from one ten-second period to the next 

at whatever speed the carrying vehicle happens to travel.    This amount of 

filtering may well make a transmitter counter-jump,  or series of jumps, 

appear as a rate of change in signal phase to be tracked»  introducing a spurious 

lane slippage in the receiver indication.    Thus,  the side frequencies shall 

maintain phase continuity at the emitted frequencies as well as at the 408 kilo- 

cycle harmonics,  and a specification of absolute side frequency phase appears 

necessary. 

Since the side frequencies are derived from the same 408 kilocycle 

timing standards,  they are commensurate with the basic Omega signal com- 

ponents,  including the basic timing epoch period of 30 seconds (Section 5. 3. 1). 

Thus,  a specification for side frequency phase can be established by requiring 

that all side frequency components shall cross zero with positive slope simul- 

taneously with all other components of the signal at some 0000-Z epoch of 

Universal Time. 

At a particular station the side frequency components will again 

cross zero with positive slope concurrently with the other signal components 

every 30 x N seconds (maximum). 

Each station will have a schedule indicating the beginning and end of 

each such commensurate period,  and the timing equipment will be arranged 
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to indicate the particular timing epochs at which the side frequency counter 

£ resets concurrently.    Alignment of the side frequency phase to within one 

count of the 408 kilocycle timing standard would be made when necessary by 

resetting the side frequency divider so that the concurrent timing epochs 

match the schedule for that station. 

Synchlonization of the side frequency within one cycle cf the timing 

frequency would be maintained by the basic system-synchronizing function. 

5.4   Phase Continuity 

Each station is timed by its own internal timing standard with phase 

synchronization maintained by correcting the timing-standard rate from time 

to time.    It is important that the timing standards be capable of maintaining 

continuity of phase within the prescribed system accuracy over minor dis- 

turbances of operations,  e.g., interruptions of power during switchover, 

equipment removal from service for routine maintenance, transmitter shut- 

down by antenna arc-over, momentary to sustained power interruptions due 

^ to lightning action, etc»    However, it is far more important that phase con- 

tinuity be maintained through any gaps in transmission,  than that there be no 

interruptions since momentary and even sustained interruption can be suffered 

with only minor or negligible affect on most operations provided the signals 

return with the correct phase format and timing when service is restored. 

Some of the stations will be at isolated locations with difficult re- 

ceiving conditions; therefore,  it is essential for satisfactory operation of the 

system that every effort be made to provide equipment capable of maintaining 

continuity of phase under almost all conditions up to complete destruction of 

the station. 

To establish the transmitted signal format,  each transmitting sta- 

tion will be supplied with timing standards and frequency synthesizers deriving 

the frequency components of the signal format from the stable output of the 

timing standards,  in which continuity of operation must be maintained,   in 

• 
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order to have continuity of phase. 

At the present state-of-the-art, all timing standards of the requi- 

site accuracy (1 to 10    ) are atomic standards operating at gigacycle fre- 

quencies with locked oscillator and frequency multiplication techniques uti- 

lized to derive an integral frequency in the megacycle range locked to the 

atomic standard. 

In this application,  th<; megacycle frequency will be further sub- 

divided by a complex of frequency dividers, both in parallel and in tandem, 

as in Figure 5.4-1,  to produce the spectrum of frequency components re- 

quired for the generation of the over-all signal to be transmitted (as de- 

scribed in Section 4. 6). 

Frequency standards and frequency synthesizers are subject to 

catastrophic failure of components and result in complete loss of output, 

momentary failures causing loss of phase lock or phase jumps, and exces- 

sive drifts from failure of auxiliary functions such as temperature controls, 

magnetic field controls,  etc. 

The probability of such failures occurring cannot be considered 

negligible.    To assure continuity of phase,  each transmitter will be supplied 

with four  sets of independent timing standards and frequency synthesizers, 

complete with emergency battery supplies and automatic switchover,  etc., 

each of which generates all of the frequency components required to estab- 

lish the absolute phase of the transmitted signal. 

Several concensus logic systems will combine the outputs of four 

timing units,  supplying the timing signals to the transmitter from the aver- 

age of all units that agree in every manner.    If any one unit does not agree 

with the others, the concensus logic systems supply the transmitter from 

those logic units that do agree, while stepping the phase of the disagreeing 

unit into coincidence. 

In addition to keeping the odd unit in alignment with the others,  the 
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concensus logic systems will sound an alarm whenever a discrepancy occurs 

and will record the fault and the correction applied to restore the units to 

operation in unison. 

5. 5   Synchronization Control 

Control of system synchronization will be accomplished by relaying 

(via phase coding of the side frequency components) the relative phase of the 

eight sigrals as observed at each station by timing monitors to a timing con- 

trol station, which determines the deviation of the phase of each signal from 

the mean and provides timing rate correcting data to the individual stations 

(also via side frequency coding) to maintain the signals of all stations in syn- 

chronism. 

5.5.1   Station Timing Monitors 

Each station monitor will contain monitoring equipment consisting 

substantially of Omega receiving equipments for measuring and recording 

the phase of each of the other signals with respect to the local signal, but 

adapted to perform these measurements accurately in the presence of very 

strong signals. 

Associated with this measuring equipment will be data-processing 

equipment--for smoothing the raw data and deleting, to whatever extent is 

feasible,  data acquired during periods of doubtful reception--and data for- 

mating equipment,  adapted to encode the system phase data into a form suit- 

able for transmission to the timing control station via phase code modulation 

of the system side frequencies. 

The station monitors function independently of the transmitter 

timing equipment and may be located at any convenient position sufficiently 

close to the station so the retardation of the local signal may be considered 

constant irrespective of weather and state of the ionosphere. 

In most locations,  positioning the monitor on the station property 

will be convenient. 
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5.5.2   Timing Control Station 

The timing control station is supplied with communication circuit 

terminal equipment for receiving and decoding the phase data information 

relayed from each of the Omega stations via phase coding of their side fre- 

quencies, a computer maintaining running integration of the mean phase of 

the system and deviation of each signal from the mean,  communication cir- 

cuit terminal equipment connecting the system with other sources of Stand- 

ard Time (Naval Observatory,  Bureau of Standards,  etc.) for acquisition of 

inter system timing information (to maintain the desired Universal Time 

Scale in the s/stem),  and communications circuit sending equipment to en- 

code the rate corrections determined by the computer for transmission via 

side frequency phase coding cf the nearest Omega station to the other sta- 

tions of the system. 

The timing control station can be at any convenient location,  since 

it serves only to process relayed data.    Conveniently it could be combined 

with the timing monitor of one of the Omega transmitting stations and 

manned by personnel of that station (thus avoiding the necessity of main- 

taining a separate establishment and eliminating one of the data transmis- 

sion circuits). 
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PART II.    IMPLEMENTATION 

6.0 Transmitting Stations 

Suggestions for implementation of the system outlined in the preceding 

chapters must begin with a study of the eight required transmitting stations. 

Station location is,  perhaps,  the subject in which the least guidance can be 

drawn from past experience with VLF transmitters.    The special require- 

ments of Omega will call for discussion of sevsral other matters,  especially 

power capability,  antenna size,  configuration and provision of suitable timing 

control for the transmissions.    Other subjects,   in which Omega requirements 

are similar to those common to other VLF transmitters, will be treated only 

in outline. 

6.1 Location of Transmitting Stations 

The problem of locating transmission stations was outlined in 

Section 2.2 and especially in Figures 2.2-5 to 2,2-13     From these studies, 

it is clear tha, the eight stations must form a pattern of considerable geo- 

metrical regularity, which implies that distances between stations must be 

nearly uniform.    We have also considered that in equatorial regions trans- 

mission toward the west is far less satisfactory then toward the east.    This 

suggests that a minimum number of stations should be located near the 

geomagnetic equator.    On the other hand,   excessive attenuation in arctic 

regions is to be feared,   so that configurations requiring too much trans- 

mission across arctic land masses or ice caps should be avoided.    These 

geometrical and propagational requirements constitute a sufficiently diffi- 

cult problem without the addition of geographical,  political,  and economic 

considerations. 

Stations of the size required for Omega must be built on land,  and 

land is distributed over the globe in a highly nonuniform manner.    Most 

attempts to conceive an effectual,  convenient geometrical pattern fail because 

one or more of the required points fall far from land. 
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Political factors are obviously important,  but they lie outside the 

domain of competence of the Omega Implementation Committee.    Such a 

world-wide system must have transmitting stations in several sovereign 

states,  and it will be advantageous if as many of these states as possible 

have a real interest in helping to solve a navigational problem and are able 

to contribute energy and enthusiasm (if not money) to the solution. 

Unfortunately,  Omega stations will be expensive to build.   A station 

in a tropical or arctic location may cost two or three times as much to build 

as one in a temperate,  relatively industrialized area,    it is difficult to imagine 

a pattern of stations that does not involve one or two sites at difficult loca- 

tions,  but the number should be held to a minimum. 

When the selection of sites involves so many contradictory factors, 

an exact solution is impossible.    We have collected suggestions on station 

patterns (where we could find them) and have originated a considerable 

number, perhaps a total of 30.    Of these,  eight or ten have been subjected 

to considerable study of the kir^ illustrated in the figures of Section 2.2. 

Only four of the possible patterns have survived this examination,  that is, 

have shown advantages clearly superior to most of the other configurations, 

Before suggesting these families of stations, a word about the geo- 

metrical pattern types is in order.    In Chapter 2,  we observed that for 

pure geometrical excellence,  an octahedron of six stations is ideal.    Our 

ideas on proper redundancy and effects of nonuniform service radius, 

however,  force us to conclude that the proper number of stations is eight. 

Two ways of grouping eight stations stand out as clearly superior 

to all others we have examined.    An octahedron of six stations with 

"strengthening" stations at the centers of two of the eight triangles formed 

by the first six is the first concept and is followed in two of the patterns 

cited below.    In one case (pattern number 1),  the strengthening stations are 

situated to provide signals of extra amplitude in the arctic and antarctic 

regions where high attenuation will be encountered.    In the other (pattern 
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number 6), extra stations are sited to reinforce the American and European- 

Asian-African land masses. 

The second approach,  which has proven reasonably satisfactory,   is 

a hexahedron,  where the stations occupy the corners of an inscribed cube. 

In this pattern,   there is a smaller probability of finding approximately 

orthogonal lines of position than there is in the octahedron.    Also,   realizable 

hexahedral patterns tend to havo four stations near the equator,  where trans- 

mission toward the west is poor.    The two best examples of this pattern that 

we have examined are identified as number 4 and number 7,    Of theee,  num- 

ber 4 suffers from having two stations at very high latitudes and would, 

therefore,  be more expensive to implement. 

The four patterns,  mentioned above and defined in Table 6-1,  are 

a: ranged as follows in descending order of technical excellence: 

Pattern Number 1 - Octahedron 

Pattern Number 6 - Octahedron 

Pattern Number 7 - Hexahedron 

Pattern Number 4 - Hexahedron 

We consider that although the advantages of number 1 considerably 

exceed those of number 7, any of these four -- with or without minor modi- 

fications that might be politically desirable -- would be capable of providing 

satisfactory navigation. 

6*2   Power Radiating Capability Required 

The radiating power requirements for reliable coverage from a 

given transmitting installation can be readily determined from the following 

relation: 

P   (db rel 1 kw)    = -E    (db rel luv/m,   1 kw)    + E (db rel Uv/m) 
r z nm ^ 

+ C/N    + T (6.2-1) 
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TABLE 6-1.    POSSIBLE PATTERNS OF EIG'.IT STATIONS 

Approximate        1 
Pattern Lat.  & Long. 
Number Location Jurisdiction in De grecs 

1 Central Aleutian Is. United States 52 N 174 W 

Galapagos Islands Ecuador 1  S oiW       | 

Balearic Islands Spain 40 N 3 E 

Nicobar Islands India 7 N 94 E 

Bouvet Island Norway 54 S 4 E 

East Cape,  North Is. New Zealand 38 S 178 E        | 

near James Bay Canada 52 N 79 W       | 

Tierra del Fuego Chile 55  S 70 W       1 

4 Midway Island United States 28 N 177 W 

Spitzbergen Norway 77 N 15 E        j 

noar Broome Australia 18 S 122 E 

Socotra Island United Kingdom 12 N 54 E 

V Tristan da Cunha United Kingdom 38 S |    12 W 

McMurdo Sound ]    Antarctica 77  S 165 E 

Marquesas Islands |    France 10 S 140 W 

Leeward Islands France or U.K. 62 W 16 N 

6 |      Eastern Hawaii United States 20 N 155 W 

Western Ireland Eire or U.K. 54 N 10 W 

Chile near 30° S Chile 30 S 71 W 

Africa near 
Delagoa Bay 

Rep.  So. Africa 26 S 33 E 

Northern Luzon Philippines 18 N 122 E 

Southern South Is. New Zealand |     46 S 167 E 

Southern Texas United States 27 N 97 W 

near Gulf of Oman Iran 26 N 60 E 

7 1      Auckland Islands New Zealand 1      51 S 166 E 

Hebrides Islands United Kingdom 58 N 7 W 

Far Aleutians United States |      52 N 178 E 

Bouvet Island Norway 54  S 4 E 

Windward Islands United Kingdom 13 N 60 W 

Southwest Mindanao Philippines 7 N 12 3 E 

Marquesas Islands France 10 S 140 W 

1  Seychelles Islands United Kingdom 1        5 S \   5 3 E 
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where: 

P    =   Required radiated power in decibels «ela-iv* to one kilowatt, 

E    = Vertical electric field strength in decibels relative to one 
microvolt per meter produced at a given receiving location 
from a transmitter radiating one kilowatt, 

E        = Median rms noise field in decibels relative to one microvolt nm 
per meter in a one cvcle per second band» 

C/N. = Required rms carriei Lo rms noise in a one cycle effective 
bandwidth for the type of service involved, 

T     =  Factor which assures this type of service for a given per- 
centage of all hours in spite of the time variability of the 
noise as well as the variation in carrier field strength due 
to propagation effects. 

The field strength produced at various directions from a one kilo- 

watt transmitted has been described in some detail in Chapter 3. 

Figures 6.2-1, 6.2-2, and 6. 2-3 show that the fields produced for propa- 

gation to the east are appreciably higher than those for propagation either 

to the north or south and particularly much higher than those for propa- 

gation to the west.    Because the transmitting stations are spaced by approxi- 

mately 10 megameters and propagation conditions within the first megameter 

of a given transmitter are likely to be contaminated with higher modes,   it 

is desirable for each station to have reliable coverage for a nominal 10 to 

12 megameters.    Actually,  this requirement must be modified to account 

for nonreciprocal attenuation rates.    For propagation to the north or south, 

Figure 6.2-1 shows that during the day long path signals are likely to interfere 

with the short path at about 8,000 nautical miles (15 megameters).    The one 

kilowatt signal level,  at the point where the short path signal is at least 10 

decibels above the long path signal,   is about 15 decibels relative to one 

microvolt per meter.    Figure 6.2-2 indicates the east fields of about 25 

decibels relative to one microvolt per meter, which are free of long path 

interference almost all the way to the antipode.    Figure 6.2-3 shows that 

daytime to the west propagation v/ill be useful to distances of about 4,000 
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nautical miles (7.5 megameters).    The signal level at this range is approxi- 

mately 20 decibels relative to o;*c microvolt per meter. 

Since the daytime attenuation rates are appreciably higher than night- 

time rates and the rather high noise levels are in existence in the late after- 

noon, we will perform our calculations of required power for daytime propa- 

gation conditions and afternoon noise conditions. 

The anticipated noise fields (Figure 6.2-4)  are approximately 35 db 

relative to one microvolt per meter in a one cycle per second bandwidth. 

This is the median noise expected in typical high-noise areas.    The majority 

of system coverage will have much lower noise levels; and,  as a result,  the 

reliability of coverage will be much greater. 

The carrier-to-noise requirements for an Omega system navigational 

receiver can be determined by at least two approaches. 

1. Operational experience from the NEL group has shown that a 

receiver with a 60-second time constant requires a -20 decibel 

carrier-to-noise for satisfactory operation in a white noise 

background when the noise measured is in a 100-cycle band. 

As a result,  we obtain C/N    =0 decibels for a linear receiver 

in white noise.    Experience with clipping receivers in a VLF 

atmospheric noise environment has shown that phase-type 

measurements can be made with approximately a 15 decibel 

advantage over linear receivers.    The result is that we can 

anticipate a C/N   of -15 decibels. 

2. Assume that an approximate 100-second time constant has an 

effective bandwidth of 0.01 second.    If in the receiver bandwidth 

a 20 decibel carrier-to-noise is required,  it is evident that the 

carrier-to-noise in a one cycle band should be equal to 0 decibel 

*Note that u ,   - -=r-   N/C «   0.07 radians if C/N = 10.    The standard deviation 

of phase time is <J     - 1.1 microseconds,  while the equivalent distance is 
<r, = 0.3 kilometer, 

d 
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FIGURE 6.2-4.    TYPICAL ATMOSPHERIC  NOISE  FIELD STRENGTHS 
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for a linear receiver.    This is consistent with the previously 

described NEL experimental results and will lead to the same 

final value of C/N.  - -15 decibels. 

The last factor in the equation for power requirements:   T  ,   is shown 
2% 

in Figure 6.2-5,where it is apparent that the satisfactory service fading margin 

for 90% of all hours will be approximately 10 decibels. 

We now are in a position to determine the required radiating power 

capabilities for transmission in each of the different directions.    For coverage 

to the east or west where E    =20 decibels for 1 kilowatt,  and from Equation 

6.2-1: 

P   = -20 + 35 - 15 + 10 
r 

s 10 db relative to 1 kw. (6.2-2) 

For coverage to the north and south where E    ~ 15 decibels and assuming the 

same noise level: 

P   = -15 + 35 - 15 1  10 
r 

=   15 db relative to 1 kw. (6.2-3) 

For this condition the receivers are likely to be in low noise level areas 

where E        is less than 25 decibels.    As a result,  we will assume a nominal 
nm 

requirement of 10 kilowatts radiated power for the transmitting system. 

6.3   Antennas 

As shown in the preceding section,  the nominal radiating power 

requirement for the Omega transmitting station is 10 kilowatts.    Numerous 

typds of transmitting antennas have been designed and constructed for 

radiation at VLF,  and it is important to first note the requirements of the 

Omega system before attempting to specify the type of antenna likely to best 

meet the needs of this system.    First,   the type of transmission is essentially 

a fixed frequency keyed on and off at a rather slow rate,  with the result that 

only a small amount of bandwidth is required.    This is a very important 
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consideration since it can materially affect the type of antenna which will give 

£j optimum performance for a given cost.    In some unpublished work,  Watt 

(1964) shows that the radiating capabilities of a given antenna can be expressed 

as follows: 

P    (kw)     = 5.44 x 10"20 V2   (kv)    A2      f4    (kc) (6.3-1) 
r D eq 

where: 

P    (kw)   = Power radiated in kilowatts, 
r 

V    (kw)   = Voltage limits of the antenna in kilovolts, 

A        = Equivalent area of the antenna in square meters 
eq 

f (kc)    = Frequency in kilocycles. 

For the voltage-limited case in a given frequency,  the power limitation is now 

independent of height and depends only upon area squared.    This area is not 

the actual area of a given solid plate but the effective area which increases 

ät with height due to fringe effects. 

Since from previous considerations the frequency is fixed at 10.2 

kilocycles,we have only to determine the equivalent area and the voltage re- 

quired to obtain a radiated power capability of at least 10 kilowatts.    Opera- 

tional experience has shown that VLF antennas can be operated from approxi- 

mately 50 kilovolts to as high as 250 kilovolts and that the large majority 

operate in the vicinity of 150 kilovolts.    Since this voltage range results in 

fairly straightforward design and insulation problems which are not too 

difficult,   150 kilovolts will be assumed in the calculations which follow. 

5 
In Equation 6.3-1,  the equivalent area required is 8.7 x 10    square 

meters.    From studies by W. W.  Brown (private communication),   the effective 

area is approximately equal to the actual area plus a fringe area equal to the 

perimeter of the actual area times the height of the antenna.    This means 

that actual physical area for short antennas must be close to that of the 

equivalent area,  and an antenna radius of about 500 meters is required. 

As height increases,  physical area can be decreased. 
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The question of optimum height is closely related with the manner in 

which the cost of supporting structures increases with the height of the mast 

or tower.    Additional studies by Watt (1964) on the cost of multiple unit in- 

stallations have indicated that the optimum height in terms of power radiating 

capabilities as a function of cost occurs when the slope of the cost versus 

height curve reaches 2,0.    It is interesting to observe that the cost versus 

height curve for most vertical sr~>port structures reaches an exponent of 

about 2 in the 600 to 700 foot region.    (This height is employed in many of the 

earlier VLF antenna installations such as NSS Annapolis,  etc.)   Since slow 

speed cw operation was employed,  the primary concern in these antennas was 

to radiate power capability with little thought of bandwidth.    When bandwidth 

becomes an important consideration, a different exponent is reached for an 

optimum condition which actually increases the height of the antenna appre- 

ciably. 

The actual height which should be employed for a given antenna is not 

always the 600 to 700 feet stated above.    If the power radiation requirements 

are small,  a single vertical mast may satisfy; and the height need only be 

enough to meet the power requirement for the voltage specified.    When the 

power requirement increases,  the height must increase until providing the 

radiated power with a vertical antenna alone becomes uneconomical.    An 

appreciable increase in power-radiating capabilities of a vertical mast can 

be obtained by appropriate top loading.   As the amount of top loading increases, 

it is more economical to build an additional element or to elevate the ends of 

the umbrella wires loading the primary mast.    In general,  the average cross- 

section height of the antenna may be somewhere in the 600 foot range,  however, 

in a simple configuration of this type a giver amount of power radiation capa- 

bility can be obtained more economically v ith the center tower situated higher 

than the surrounding towers,  because the central tower is common to all the 

top loading sections or panels while each outer tower supports only one end 

of a top-loading panel. 

Since the required Omega power is only about 10 kilowatts,  a large 

enough antenna would be composed of eight radial elements of about 2000 foot 

length giving a capacitance of about 0.06 microfarads.    These radials can be 
6-14 
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supported from a 1200 or 1400 foot central tower in a single span,  if the 

outer edges of the top-hat are supported by towers at least 300 feet high. 

Theoretical studies by Pierce (private communication) and model 

studies by Woodward (1963) indicate that the effective height of such a structure 

is about seven tenths of the average height of the center and the edge,  or about 

150 to 170 meters in this case.    This is slightly more than the effective height 

of the Cutler antenna,  although the average physical height is smaller.    The 

power radiating capability of a small electrical antenna is: 

P   m 6.95 x 10" U V2 C2 h 2 f4 (6.3-2) 
r e 

where: 

V = Antenna voltage, 

C = Capacity in farads, 

h    = Effective height in meters, 

f   = Frequency in cycles per second. 

For the values of h   and C given above,   it appears that 10 kilowatts 

can be radiated v/ith an antenna voltage of about 120 to 140 kiluvolts. 

For the power range of 10 kilowatts at 10 kilocycles required here, 

it appears that the economic advantage lies with the tall center tower as 

compared with a "flat-top" supported by the same number of towers all of 

equal height.    The optimum ratio of center tower to outer tower heights will 

depend upon a number of factors.    For television-type towers with no lateral 

load,  costs increase as the square of the height.    The stresses produced by 

ice and wind loading on many thousands of feet of antenna cable will require 

a stronger and more costly center tower.    We are not able in this general 

report to indicate all the details of optimum antenna design,  but we wish to 

call attention to this construction concept.    A decision regarding antenna 

optimization can clearly be made as soon as mechanical,  electrical and cost 

analysis studies have been completed. 
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Since an appreciable number of transmitting installations are re- 

quired,  it appears desirable to spend appreciable effort in both optimizing 

the design for a 10 kilocycle transmitting installation and arriving at the 

^ necessary requirements for ice loading,  etc. which will be required for 

stations operating in cold climates.    Additional factors such as hurricane 

winds will also have to be considered for some installations. 

The last factor which must be determined in the design objective for 

a VLF radiator is its efficiency.    The method of optimization involves a con- 

sideration of primary power costs as opposed to amortization of station costs 

in terms of transmitting antenna,  ground system,  and transmitters.    In 

general,  an increase in antenna efficiency can be brought about by increasing 

the amount of copper placed in the ground system or by increasing the height 

of the antenna.   As a result,  an increase in efficiency will require an increase 

in antenna system cost.    On the other hand,  the initial cost of the transmitter 

and the power bill will be reduced.    For remote areas,  the power costs can 

be rather high if primary power is supplied by diesel generating sets. 

In view of the fact that investment costs increase while operating 

costs decrease with efficiency,  it is obvious that there is an efficiency which 

will yield a minimum yearly.station cost.    This type of analysis has been 

carried out in Appendix A.    The results obtained indicate a minimum in the 

30 percent region; however,   since the minimum is very broad,  bandwidth 

considerations lead to the choice of a somewhat lower efficiency,  probably 

not more than 20 percent.    Varying construction costs or power costs may 

modify this value in some geographic locations. 

6.4   Transmitting Sites 

The requirements for an Omega station transmitting site are,   in 

many cases,   rather obvious.    First,   the site must fit into an overall geo- 

graphic pattern which has been discussed earlier,    We will consider here 

some of the rather local conditions which must be met.    There must be 

sufficient area to permit the erection of the various towers and top loading 
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and sufficient open ground to permit the placement of the radial ground 

^f system.    The exact length of the ground system required will be resolved 

after the antenna design is fixed and the specific efficiency is determined. 

In general,  a clear radial distance of one to two kilometers will be required 

to achieve the design objective of 20 percent efficiency. 

The installation must be as far removed as possible from airfields 

or commercial air routes and at some locality where adequate housing can 

be provided at a minimum cost.    The initial cost of land will,  on the other 

hand,  tend to make it desirable to remove the installation from proximity 

to urban areas.    As a result,  numerous compromises must be made in each 

of the specific site selections.    Availability of primary power and communi- 

cation lines will also be important considerations in the exact location of 

each station. 

6.5   Transmitters and Matching Networks 

It is important that the transmitters be designed to give highly 

reliable service.    The nominal power requirement is approximately 100 

kilowatts; however,  consideration should be given to the possibility of 

obtaining transmitters with a nominal rating of twice this amount for oper- 

ation in a very conservative manner to prolong the life of various components. 

In addition,  provision must be made for automatic switching which will permit 

the disconnecting of a transmitter that has undergone failure and the recon- 

necting of a stand-by unit within a very short time.    It is estimated that 

automatic switching can be provided for this purpose and that a new trans- 

mitter can be switched on the line within a matter of a second. 

Also,  a system of extremely adequate spares must be provided,  and 

the possibility of including a third stand-by transmitter or at least a means 

of rapidly repairing a disabled unit should be considered. 

An alternate method would employ two transmitters, similar to those 

used in the experimental system,  operating in parallel.    In the event of un- 

expected failure,  manual or automatic cut-off of the offending unit would 

* 
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result in loss of only half the radiated power.   Again, a third unit should be 

provided in case one is under repair for an extended period. 

In the same area of system reliability and spares»  extra insulators 

and antenna parts should be on hand at each of the installations,  in addition 

to a means of repairing damages to the antenna tuning coil.    Relative to 

tuning coil design,  it is desirable that each tuning helix have a carefully de- 

signed lightning protection system. 

The nominal frequency range is from 10 to 14 kilocycles (Chapter 4). 

The lowest carrier frequency is 10. 2 and the highest is 13. 6.    Provision must 

be included for rapid switching (within 0.2 seconds) between any of four cho- 

sen frequencies in a repeating 10 -second sequence. 

Xh? possible requirement of a small percentage phase modulation 

(Chapter 4) must also be considered. Modulation frequencies are expected 

to range from 11 to 227 cycles (see Section 2.3). 

The antenna-transmitter matching network must be carefully de- 

signed,   since it will be required to operate over the 10 to 14 kilocycle fre- 

quency range with rapid switching (0.2 second) between four preset frequen- 

cies in a 10-second repeating sequence. 

The possible requirement of phase modulation at frequencies from 

11 to 227 cycles may increase the complexity of the matching network since 

the higher frequencies will be much greater than the nominal bandpass of the 

antenna.    In view of the small phase shifts required,  toleration of the rather 

large ratio of input-to output side-band amplitudes that will result from a 

static,   single-tuned antenna circuit may be possible. 

6.5.1   Antenna Matching Network 

For a transmitter to operate efficiently,  the output voltage and 

current must be in phase and the radio frequency output voltage amplitude 

must be substantially constant.    However, at the Omega signal frequencies, 

all feasible transmitting antennas are electrically very short, and hence 

highly reactive, and a complementary reactive coupling network with a 
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response matched to the signal waveform must be provided to store and 

release reactive energy to the antenna reactance as required to provide an 

essentially resistive load for the transmitter. 

Each transmitter is required to radiate four different types of 

signals. 

(1) A CW signal at some sub-multiple of 408 kc which may be 
phase modulated at a very low frequency. 

(2) A 10.2 kc carrier,   tangent modulated at 11-1/3 cycles 
with an index of 0. 32. 

(3) An 11-1/3 kc carrier,  tangent modulated at 45-1/3 cycles 
at an index of 0. 26. 

(4) A 13. 6 kc carrier,  tangent modulated at 226-2/3 cycles 
with an index of 0. 73. 

Tangent modulation is employed,   so that the total signal consists of only the 

carrier and two discrete sideband components. 

To radiate the 408/N kc side frequency and the 10. 2 kc carrier, 

the antenna coupling network may employ a simple series inductance to 

tune the antenna to resonance.    This is possible since the impedance at the 

11-1/3 cycle sideband frequency is sufficiently close to a pure resistance 

that acceptable efficiency can be obtained from the transmitter. 

With some loss in transmitter efficiency,  the antenna may also be 

series tuned to radiate the 11-1/3 kc component with its 45-1/3 cycle modu- 

lation.    The information rate required of the 4th step lane identification sig- 

nal is less than at the finer resolutions,   and as a result,   lower power can 

be accepted in these sidebands.    By limiting the modulation index to 0. 26, 

the transmitter efficiency can be kept at a level where it is more economical 

to suffer the resulting energy loss in the transmitter than it is to provide 

a more effective,   multiple tuned,   coupling circuitry. 

The 226-2/3 cycle modulation of the 13. 6 kc carrier must supply 

signals with power adequate for position fixing with the sideband components 

alone,  as well as to assure the reliability of the third step of lane identifica- 

tion.    The spread of these sidebands about the carrier is so large that it is 
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more economical to provide a complex coupling circuit which matches the 

antenna to the transmitter at each of the three frequencies rather than to 

suffer the inefficiency entailed in radiating such a signal with simple series 

tuning. 

At those stations where there is a central tower,  the transmitter 

is to be located away from the base of the tower so as to be out of the zone 

of falling ice and other debris.    The transmitter will be coupled to the an- 

tenna via a high power cable some 2000 feet long,  with transformers at each 

end which change the impedance level to a satisfactory value.    Antenna match- 

ing circuitry provides for the storage of reactive energy as required to 

maintain transmitter efficiency.    In such a linear electrical network,   each 

frequency component of the antenna current is the response to a voltage of 

the same frequency in the output of the transmitter,  which is independent 

of the magnitude and phase of components at any other frequency.    The total 

voltage and current at the transmitter is the linear sum of the partial compo- 

nents giving rise to the carrier and the upper and lower sidebands of the 

antenna current. 

For a reasonable transmitter efficiency,   the load impedance at the 

carrier and both sideband frequencies should be resistive and of the same 

value,  and be transformed to a magnitude that is a proper load for the trans- 

mitter. 

Since the signal contains only the carrier and the first order si- 

nusoidal components,   there is no requirement that the impedance be flat 

over any finite band of frequencies.    The only requirement is that the 

input impedance and transfer function of the antenna coupling network have 

the specified values at the carrier and sideband frequencies.    The charac- 

teristics at other frequencies are immaterial,   since,   when transmitting 

the Omega signal,   no other frequency components are present. 

The transmitter output transformer,   the cable,   the antenna 

transformer,  the tuning helix and the antenna capacitance,   taken together, 

form a lumped constant electrical network,  which,   with the addition of a 
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series input capacitance,  is equivalent to a series-parallel- series resonant 

Sj circuit as shown in Figure 6. 5-1. 

Analysis of this network shows that,  if the shunt capacitance is 

related to the antenna capacitance by the relation 

where      y = 2f    /f 
m    c 

= fractional sideband spread 
relative to the carrier 

Q = Antenna Circuit Q 

q = Cable circuit Q 

the real part of the input impedance is reduced to the same value at the 

sidebands that it is at the carrier.    The proper choice of the input series 

inductance and capacitance makes the input reactance zero at the side 

band frequencies as well as at the carrier frequency. 

Having established the network parameters in the prototype cir- 

cuit,  the network can be transformed to a practical circuit,   including the 

cable capacity as part of the shunt circuit capacitance.    The transforma- 

tion ratios of the transmitter output transformer and the antenna transfor- 

mers,  provide suitable impedance levels in the cable and at the transmit- 

ter output. 

The resulting coupling network is as shown in Figure 6. 5-2. 

f 
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FIG.  6.5-1   ANTENNA COUPLING CIRCUIT AND EQUIVALENT CIRCUIT 
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FIG.  6.5-2   REALIZED ANTENNA COUPLING CIRCUIT 
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6. 6   Transmitter Timing 

For the phase contour patterns by which position is determined to 

be stationary,  the Omega signals mus* be synchronized. 

Basically,  this is accomplished by providing each station with an 

independent Timing Standard of sufficient stability to maintain phase within 

a microsecond for upwards of twenty-four hours at a time.    Then the rela- 

tive signal phases,  as observed at each of the stations,  are relayed to a com- 

puter at one of the stations.    This determines the deviation of each signal 

from the mean and instructs the stations to correct their timing rates to 

maintain synchronism. 

The timin / system of a station,  shown in Figure 6. 6-1,   consists 

of a Timing Standard to maintain signal phase with the required accuracy; a 

Signal Synthesizer to derive the frequency components and multiplexing wave- 

forms required to form the Omega Signal format;   a Phase Modulator to gen- 

erate the phase-modulated signals at the various carrier frequencies in turn; 

and the transmitter and antenna coupler. 

In addition,  there are a Communications Circuit Receiving Terminal 

to receive and decode the modulation on the side frequency component of the 

Synchronization Control Station,  and Phase Data Sending Terminal equipment 

to encode the phase observations made at the local station for transmission 

to the Synchronization Control Station. 

6. 6. 1   Phase Continuity 

In establishing the Omega transmission,  the signal components are 

derived by a process of frequency synthesis from a 408 kilocycle timing 

wave; and the relative phase of each derived component may be at any multi- 

ple of a period of 4*     kilocycles.    Thus,  a high order of phase ambiguity 

exists between the synthesized components,   depending upon the particular 

counts at which the frequency dividers in the synthesizers happen to res,».. 
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As long as the equipment operates continuously without any internal 

disturbances,  phase continuity of the transmitted signal will be maintained; 

however,  various units of the equipment must be removed from time to time 

for servicing,  and some provision for maintaining phase continuity of the 

transmitted signal during changeover of equipment is necessary. 

The remote probability that equipment disturbances causing a 

counter or frequency divider to miscount,  thereby introducing a phase jump 

in the emitted signal, also exists. 

Continuity of phase is more vital than continuity of signal.    A lapse 

of a few seconds or even a few minutes in signal transmission can be suc- 

cessfully bridged under most conditions provided the signal has the correct 

phase when it reappears.    However,  a phase jump,   even of a side frequency, 

causes the loss of lane count in a tracking or dead reckoning receiver without 

momentary loss of a signal. 

Because of the diurnal shift and other propagation anomalies affect- 

ing the system,  dependence upon the signals received from other stations to 

resolve internal frequency synthesizer ambiguity is not feasible.    Thus,  pro- 

visions must be made to maintain phase continuity within the station equip- 

ment in the event of need to exchange equipments for servicing,   the possi- 

bilities of counter jumps,   etc. 

Phase continuity is assured by providing redundant timing standards 

and frequency synthesizers«    A concensus of three or more independently de- 

rived signals are taken at all stages of the frequency synthesis operation• 

where phase continuity cannot be recovered within the station equipment to 

indicate the correct phase or counter reset. 

6. 6. 2   Timing Standard 

The Transmitter Timing Standard consists of four Atomic Frequency 

Sources and combining circuits,   shown in Figure 6. 6-2,   that provide output at 

the mean      . quency of the four standards.    The combiner also makes it pos- 

sible for any of the four standards to fail,   or to be disconnected for mainte- 

nance, without   any significant change in the phase or frequency of the combined 

output. 6_26 
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This combination of sources may be made at any convenient frequency. 

If it be done at one of the conventional output frequencies of the standards,  it 

may make eventual replacement of standards more simple.    On the other hand, 

combination at 408 kc places the derivation of that frequency within the control 

of the combiner,   so that a separate guarantee of the phase of 408 kc is not 

required. 

The combiner works as follows.    Each source of frequency is taken 

through a servo-driven phase shifter and all four outputs are separately com- 

pared in phase detectors to a single reference phase.    If the servos are opera- 

ting,  the four phase-shifter outputs have substantially identical phases.    These 

four frequencies may therefore be added in a linear network and used,  after a 

90   phase shift,  to supply the reference for the phase detectors.    This excita- 

tion frequency for the phase detectors is the output frequency of the combiner. 

It is passed through an automatic gain control circuit so that its amplitude is 

independent of the number of frequency standards that are contributing to it. 

If it happened that the 90    phase shift were not exact,   or that (on the 

average) the four phase detectors did not have zero output at exactly 90 ,  the 

phase servos would run indefinitely even if the four frequency sources were 

identical»    This would result in an output frequency differing from the mean fre- 

quency of the four standards.    To correct this effect,   the rotations of the four 

servos are algebraically added and used to adjust the excitation phase of the 

phase detectors.    This phase will stabilize at the point where the average servo 

rate is zero,  and at which the output frequency is accurately the mean of the 

four standard frequencies.    Since this "fifth" phase shifter need not move far, 

even if one or more sources be removed from the combiner,   the rate at which 

it is rotated is not critical. 

Rate-of-change of each error voltage is to be measured,  by devices 

not shown in Figure 6. b-2, and used to disconnect any standard whose output 

fails or whose frequency undergoes a change greater than the design limit.    In 

this case,   a clutch disconnects the offending servo from the fifth phase shifter 
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and a switch removes the frequency of the offending source from the mean 

^ which provides the output frequency.    These links may be manually restored 

by a reset button after the trouble lias been corrected and after the discon- 

nected servo has settled into phase again. 

A counter should be driven by each servo.    This will show the inte- 

grated phase difference between that source and the average,  and will facili- 

tate keeping records of the behavior of the individual frequency standards. 

A single adjustable frequency offset is shown in Figure 6. 6-2,  although 

it is probable that both convenience and reliability will be enhanced if four of 

these devices are used between the frequency sources and the combiner.    In 

its most simple form,  this offset may consist of several synchronous motors 

whose outputs are mixed in differentials and used to drive a single rotary phase 

shifter.    If four of these motors are geared to give the phase shifter individual 

rotation rates of 1,   3,   9,  and 27 units,  the motors may be turned on,  or off, 

or reversed to give a total of 81 rates of rotation,  40 in each sense.    These 

;fn rates might most conveniently be from ±0, 1 to ±4. 0 centicycles of 10.2 kc 

per day.    These small rates would be used to adjust the phase of each station 

with respect to the others,  as discussed elsewhere,  while leaving the precision 

frequency sources alone as much as possible. 

Another motor and differential in the frequency offset should be used to 

adjust the frequency output of the station to keep it in agreement with UT2 time. 

This is a much greater change (of parts in 10    rather than in 10     ),  but it re- 

quires only a modest number of values that can most easily be achieved by 

change gears,   since adjustment will be required not more than once per year. 

Frequency offsets can of course be obtained electronically rather than 

using mechanically driven phase shifters, see for example Barnes and Wainwright 

in December 1965 issue of the IEEE. 

6. 6. 3   Communication Receiving Terminal Equipment 

Associated with the timing standards is the Communications Circuit 

9 Receiving Terminal equipment.     This equipment is adapted to pick up and 
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decode the modulation of the side frequency component of the Omega Station 

designated the Synchronization Control Station, which carries the coded mes- 

sages giving the timing rate corrections required to keep the stations of the 

system in 

The decoded messages may be applied through a digital/analog con- 

verter to control the mean rate of all four timing standards,  or the correction 

may be decoded and applied manually. 

6. 6.4 Frequency Synthesizer 

The Frequency Synthesizer is subdivided into three units: the Car- 

rier Component Generator,  the Modulation Component Generator, and the 

Multiplex Timer. 

6.6.4. 1 Carrier Component Generator (Figure 6. 6. 3) 

The Carrier Component Generator consists of four divider units, 

each providing  the three basic carrier frequencies (10.2,   11.33. and 13.6 

kilocycles) and the Side Frequency Component (408/N kilocycles). 

The outputs of the four units (16 lines in all) go to a concensus logic 

combiner,  a logic matrix that determines which, if any,  of the four units is 

producing nonsimultaneous or nonsynchronous output and applies aligning re- 

set triggers to the offending unit,  whose dividers are brought into step with 

the remaining units. 

Associated with the logic matrix is an alarm unit (not shown) which 

records each occurrence of out-of-alignment correction. 

By having four units with output defined by concensus of the four,  any 

one can be removed for servicing with the phase established by any two out of 

the three remaining in service, and the fourth can be returned to service and 

brought into alignment without disturbing the phase continuity of the system. 

6. 6. 4. 2 Modulation Component Generator 

The Modulation Component Generator,   similar to the Carrier Com- 

ponent Generator,  consists of four divider units,  a concensus logic unit 
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1 
producing the three modulation frequency components (226-2/3,  45-1/3 and 

11-1/3 cycles),  and a series of triggers at 0. 1 second intervals to driv2 

the multiplex timer,  as shown in Figure 6. 6-4. 

\A Again,   each divider unit produces all four components.    The con- 
fc census logic combiner unit determines which,  if any,  of the dividers in the 

four units is out of step,  provides resetting triggers to bring the offending 

unit into alignment with the others, and records occurrences of out-of- 

aiignment. 

6.6.4.3   Multiplex Waveform Generator 

The Multiplex Waveform Generator also contains four dividers, 

which divide the 0. 1 second triggers by 100 and provide the waveforms re- 

quired to synthesize the Omega multiplex sequence.   As before, a concensus 

logic combiner determines which,  if any of the four units is out of alignment 

and supplies reset triggers to realign the offending unit. (See Figure 6.6-5) 

The Multiplex Waveform Matrix is supplied as a single unit since,  if 

the driving waveforms are correct, a failure in the Multiplex Waveform 

Matrix does not destroy phase continuity in the multiplex sequence,  because 

the phase of the sequence is defined by the multiplex timers and the other 

dividers and would be re-established when the matrix again became operable. 

The Multiplex Waveform Generator also contains   a logic matrix 

combining the modulating (and RF carrier components if necessary) with the 

multiplexing signals to establish the 30 second timing epochs that define the 

basic timing period of the station. 

6.6.5   Phase Modulator 

The actual signal format is established by the Phase Modulator 

(Figure 6. 6-6) consisting of a phase moaulator unit and a set of eight gates or 

relays operated by the multiplexing waveforms,  which apply the specified 

carrier and modulation components to the modulator in turn as required to 

form the Omega segments transmitted from that station. 
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6. 6. 6   Phase Data Sending Terminal 

Associated with the modulator is the Phase Data Sending Terminal. 

This equipment receives from the local system monitor the data on the rela- 

tive phase of the other stations of the net with respect to this one,  translates 

it into a phase code suitable for modulation onto the side frequency of the 

station» and applies this coding to the phase modulator during the side fre- 

quency transmission intervals for transmission to the Omega station acting as 

the Synchronization Control Station. 

6.6.7 Transmitter 

The Transmitter (also discussed in Section 6. 5) consists of an ex- 

citer,  a power amplifier, and a power supply, which amplifies the output of 

the phase modulator to the desired output signal level.  (See Figure 6.6-7) 

Provision is made to combine antenna current feedback with the 

driving signal to minimize phase shift through the power amplifier and an- 

tenna coupler (Section 6. 6. 9). 

6.6.8 Antenna Coupler 

A simplified Antenna Coupler (Figure 6. 6-8) consists of a servo-con- 

trolled antenna tuning unit adapted to keep the antenna resonant to succeeding 

segments of the Omega signal as radiated by the particular station,  in spite of 

changes in ground impedance with weather,  changes in antenna capacity due 

to varying top loading sag with temperature,  etc. 

The Antenna Coupler consists of a loading coil in series with the an- 

tenna and four tapped variometers,   each connected to the transmitter cable 

output transformer by high-voltage switches operated by the multiplexing 

waveforms as required to tune the antenna to the various signal segments 

being radiated. 

A current transformer and a voltage divider capacitor deliver rep- 

licas of antenna current and antenna input voltage to a phase detector,  which 

generates a signal proportional to the relative phase of antenna current and 

voltage. 
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Via switches operated by the multiplexing waveforms,  the phase de- 

JE tector output is applied to servos which adjust the variometers to keep 

the antenna current in phase with the antenna input voltage,   i.e.,  keep the an- 

tenna tuned to resonance as each signal segment is transmitted. 

For stable mechanical artennas, it is possible to use a single servo 

driven variometer which will keep the antenna nearly at resonance at each of 

the frequencies in spite of small changes in antenna capacitance. If wind and 

weather produce large capacitance changes, individual variometers are 

necessary. The 13. 6 kilocycles tuning switch position will contain additional 

coupling circuitry to provide resistance loading of the transmitter at the 

226-2/3 cycle side-bands as well as the carrier. 

6.6.9   Transmitter Stabilization 

The signals as radiated must be synchronous to insure stationary 

phase contour patterns. 

Through the use of microsecond logic elements,  careful design in 

(P the frequency synthesizers and suitable control of the timer environment, 

signal phase format at the input to the transmitter exciter will be stable with 

respect to the Timing Standards within the requisite fractional microsecond. 

However,   the antenna impedance may vary with weather and particularly with 

antenna element sag which is affected by temperature,   etc.    In addition,   there 

may be variations in effective signal propagation time (through the exciter and 

transmitter)caused by varying bias levels with resulting changes in operating 

points as well as changes in the propagation time with temperature and hu- 

midity between various units of the transmitter. 

Hence,  some means must be provided to control with respect to the 

transmitter excitation the signal actually radiated. 

It may be assumed that the actual radiating element is the current 

moment of the antenna; so that the phase of the antenna current is a faithful 

representation of the actual radiated field,  and stabilization of the antenna 

^ signal can be obtained by feedback of the antenna current (through a current 

transformer in the ground lead) to the transmitter exciter. 
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Feedback equalization   will be required to obtain adequate phase and 

amplitude margins,  since not only the phase shift of the antenna impedance 

should be considered but also propagation delays of the power cable between 

transmitter and antenna,  of the feedback cable,  stray capacities and imped- 

ances in interstage coupling,   etc. 

However,  because of the extremely low operating frequencies,  all 

cables will be very short,  electrically,  so that the principal reactance to be 

contended with is the single reactance pole introduced by antenna resonance. 

With suitable broadband design and attention to circuit details,   it 

is expected that sufficient feedback can be introduced for stabilization of 

emitted signal phase without introduction of uncontrollable instability in 

the feedback loop. 
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7. 0   System Monitors 

As in any complex aid to navigation,  Omega will require a number 

of monitors.    These fall broadly into two categories,  (a) control of per- 

formance and (b) proof of performance. 

The first type of monitoring is considered to be essentially a part 

of the establishment of synchronism and has been described in part in 

Section 5. 2 and Section 6. 6.    The second function arises from the wisdom 

of having always an independent check upon the performance of the system 

and from the presumed need to explore unchecked areas and areas in which 

inaccuracies may be reported.    Both functions are outlined in the following 

sections, 

7. 1   Synchronization Control Monitors 

At each of the eight transmitting stations,  there must be a receiver 

adapted to record the phase of every distant signal with respect to the phase 

of the local signals at the several transmitted frequencies. 

& Preferably,  if such operation is feasible,  this receiver or set of 

receivers should be located at the transmitter and utilize the transmitting 

antenna for reception of the distant signals,  by way of a hybrid or magic 

tee connection.    In any case,  it should be located not more than a few miles 

from its transmitter so that there is no possibility of skywave reflections 

affecting the phase of the signal from the local transmitter,  and so that it 

may be operated and maintained by personnel of the transmitting station. 

The seven phase differences at each of the radio and modulation fre- 

quencies used must be continuously recorded.    Because this is a specialized 

function in which seven different stations are observed in terms of one refer- 

ence and because utilization of considerably more integration than that avail- 

able in the navigator's receivers is advisable,   these synchronization control 

receivers should be designed and constructed for their purpose. 
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As explained elsewhere,  the phase differences as determined over 

the best time of day for each signal and compensated for estimated travel 

time, are processed mathematically to determine a. best estimate of the 

deviation of the local signal phase from the mean of all the signals,  and 

the result applied to control the rate of change of phase, i. e.,  frequency, 

of the transmitted signal so as to keep the deviation from the mean to the 

lowest possible value. 

The phase difference measurements will also be reported periodic- 

ally (perhaps daily) to the analysis and control center.    The values reported 

may be filtered at the monitor so that only a single number is reported at 

a time for each signal component,  or more complete data may be sent,  and 

additional filtering performed at the data analysis center. 

Because this monitoring function is a part of the synchronization 

loop,  all equipment should be provided in duplicate at least with adequate 

spares and maintenance capabilities to insure against failure of this vital 

information. 

7. 2   Analysis and Control Center 

This center could be located anywhere,  but for convenience should 

be installed at one of the transmitting sites.    The site selected should be 

the one at which the most reliable communication signals can be r   ;eived 

from all other stations.    The selection,   therefore,  depends upon the sites 

chosen and upon the propagation characteristics of the paths from all other 

stations.    If necessary,  information could be relayed from a station having 

a marginal signal;   but it is believed that proper design of the slow-speed 

communication equipment and proper selection of the control center site 

should make relaying unnecessary. 

The control center receives from time to time from each synchro- 

nization control monitor the several phase readings observed there.    By the 

analytical process described in Section 5.2,  the apparent phase error of 
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each station is determined with respect to the mean of all stations.    By a 

'ML program '.hat is too complex to describe in great detail,  the computer at 

the analysis and control center determines the apparent phase retardation 

over each path arid calculates the appropriate correction.    Instructions for 

making this correction are then sent to each station. 

The present difficulty in describing this analysis program in detail 

lies in the uncertainty of the ratio between probable rates of phase deviations 

of the sources in the stations to the phase fluctuations in transmission.    If 

there were no "noise11 (i. e.,  if all transmission times were exactly pre- 

dictable),  any phase deviation caused by a sustained frequency error could 

be measured exactly,  and exact instructions for correcting it could be 

formulated.    Unfortunately,  the real computer program must account for the 

fact that an observed phase discrepancy may be no more than an observational 

error,  in which case no action should be taken. 

These contradictory probabilities can be reconciled in a program 

«fr somewhat as follows: 

(a) Fit the best straight line through the daily phase errors of 

each individual station for the latest several (perhaps four) 

days. 

(b) Extrapolate this line to give the most probable phase error at 

the time a correction is to be made. 

(c) Correct the station's frequency for at least two factors: 

(1) the slope of the best straight line determined in (a) 

above,  and 

(2) an additional frequency correction that will reduce the 

most probable phase er^or by a significant fraction (say 

1/2) during the succeeding day. 

These rules,  or others similar to them,   can be modified by including 

terms representing the rate of predicted phase change from day to day and 

the comparison between yesterday's predicted phase and the phase actually 
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observed.    These latter refinements probably will somewhat improve the 

precision of phase-holding,  although they are not essential.    Final choice of 

rules of this type must depend upon the outcome of experiments that have 

only recently been initiated. 

For any case,  the analysis and control center must be prepared to 

accept data at several frequencies from eight stations,  to make these 

various intercomparisons,  and to deduce the most appropriate frequency 

correction that each station can make to maintain the integrity of the whole 

phase grid. 

An additional function of the control center may be to keep the entire 

network operating at standard time and frequency.    This is easily done by 

the addition of inputs to the control center from the U.S.   Naval Observatory 

or the Royal Greenwich Observatory (or both).    Corrections common to all 

stations can then be combined with the Omega corrections to constrain the 

emissions at standard time,  although this is a matter of little importance to 

Omega itself, 

When all these corrections have been determined,   the appropriate 

action information is addressed to each station and sent out over the communi- 

cation channel described in Section 4. 7. 

All the necessary analysis can easily be done with a desk computer, 

provided that the system control monitors filter each day's records into a 

single phase difference for each station pair.    It is not yet clear how much, 

if any,   real advantage   might be gained by reporting more information to the 

analysis and control center and by using a digital computer and automatic 

signaling system. 

The analysis and control center should receive all reports of 

readings made by both permanent and temporary monitors.    It might also 

with advantage become the repository for operational data and complaints 

received from the users of Omega.    These monitor data should be used, 
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in consultation with administrative and technical authorities,   to remove 

$ the residual errors of the synchronization system.    The same data should 

be continuously surveyed for any evidence of changing velocity of propagation 

with time as,  for example,   over a sunspot cycle.    Any corrections needed 

over such a long time scale should be carefully verified by a competent 

authority and applied to the system synchronization. 

If a minor degradation of synchronization precision is found to be 

acceptable,   it is probable that much of the day-to-day control may be 

exerted in the stations themselves,  without consultation with the control 

center,  as shown in Section 5. 2. 1. 

If this technique be used,  the load upon the control center and the 

amount of inter-communication required will both be reduced.   On the other 

hand,  under local control,   the average frequency of the system may deviate 

from the frequency of the station standards.    Either the control center or 

the separate stations (with intercommunication) can correct this falling-off, 

t* which could ultimately make synchronization difficult or impossible and 

which would certainly hamper efforts to use the Omega signals as a primary 

distribution mechanism for time and frequency. 

7. 3   Permanent Monitors 

For proof-of-performance there should be two monitor stations 

operating for the lifetime of the Omega system at sites more or less on 

opposite sides of the world.    These sites should be broadly representative 

of typical navigational situations and may be at any convenient installations 

for logistic purposes. 

Each permanent monitor should be equipped with enough standard 

navigational receivers so that one monitor or the other has a record of every 

independent pair of stations at all times.    The pairs observed by each 

monitor should be chosen so that the monitor is in the normal service area 

of the pair. 

Each monitor should immediately report signal failures or serious 

phase errors to administrative headquarters and to the analysis and control 
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center.    Permanent records of the readings should be kept for comparison in 

the event there are complaints about the system behavior.    The data should 

eventually be made available for studies looking forward to second generation 

charts and tables. 

These two stations should be maintained indefinitely so that,   should 

a serious navigational accident occur,  adequate evidence about the state of the 

Omega system at the time would be available.    In addition,  the continuous 

record would furnish a first line of defense against possible degradation of 

operating standards.    To this end, monthly summaries of the standard 

deviations observed on each pair might well be submitted to the administrative 

authority. 

7.4   Mobile Monitors 

For at least two or three years after the implementation of Omega, 

and perhaps for a decade,  a number of mobile monitors should be kept in 

operation.    These should each comi >t of two or three navigator1 s receivers, 

complete with recording equipment, and perhaps supplementary equipment 

for measuring field strength.    Portable power sources and antennas should 

also be available.    It is estimated that from six to ten such mobile monitors, 

each in the hands ot a small but well-trained crew,   should be kept in operation;, 

primarily for short periods at each of many places. 

The first duty of these monitors would be to observe the actual 

readings obtained at a large number of different sites.    Such readings 

provide the only possible confirmation *>f the velocity rules adopted for the 

system calibration.    As shown in Section 5. 2,  the Omega system can be 

maintained in constant phase,  but the absolute values of the various station 

phases are subject to small and presumably constant errors.    These are 

best calibrated and reduced to zero by the average of many readings made 

at various points in each service area. 

7-6 



For this purpose it is suggested that each portable monitor be 

operated for a week or ten days (or until a good idea of both average 

readings and standard deviations has been obtained) at each of many well- 

separated points.   At each point all available independent lines of position 

(usually four or five) should be observed.    The dt      *,aken, together with 

accurate position information,  should be transmitted to the analysis and 

control center, where the average errors can be combined with others of 

the same kind to provide correction constants to be used for the various 

pairs.    By this technique the position lines observed can gradually be 

brought into the best possible agreement with the charted values. 

It is probable that a few months1 monitoring activity will provide 

confirmation on correctional data that will thereafter only gradually be 

improved.   During the same months we may anticipate the first operational 

reports of difficulties or unusual errors in certain areas.    When such 

reports do not result from % misunderstanding or an operator1 s error, a 

mobile monitor should be sent to the area in question to confirm or deny 

the existence of a charting error or propagational anomaly.   By this 

procedure any consistent errors would be detected, and the general accuracy 

of the Omega performance would soon be well explored. 

In addition to responding to observed difficulties, the authority 

supervising the mobile monitors should send them, as opportunity may 

offer, to various potentially questionable areas.    It could be that the 

experimental program, in advance of operation, may never have a chance 

to search for errors at a point involving transmission across the breadth 

of the Sahara Desert, for example, or close in the lee of the Greenland 

icecap.    There should be a continuing program searching for any anomalies 

that may exi?L. 

Obviously, these efforts need not go on forever.    We anticipate 
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that the need for the mobile monitors will begin to decline after a year or 

two, and may decrease to complete unimportance in five years.   As faith in 

Omega navigation spreads and the actual accuracy of the system becomes 

well known, the mobile monitor program can be permanently discontinued. 

Obviously, all data collected in this program should be made 

available to the analysis and control center, to the charting authority, 

and to the administrative authority.   Should unexpected and seric us errors 

be found in certain areas (a relatively improbable assumption), the users 

of Omega should be notified through notices to mariners and by any other 

available method. 

I 

f 
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8.0 Omega Receivers 

In Omega, position is established by the relative timing or phase of 

the Omega signals at the point being located.    To use the system, a user 

must be equipped with receiving apparatus capable of the requisite measure- 

ments in the presence of the usual ambient noire and interference. 

The format of the Omega signals allows many different modes of 

receiver operation,  ranging from direct observation of Omega signal timing 

in an oscilloscopic display to computer type equipments capable of identi- 

fying stations,  determining signal phase,  resolving lane ambiguity,  compen- 

sating for diurnal effects,  and reducing hyperbolic data to steering information 

or geographical coordinates,  etc.,  all without external aid. 

The mode of operation and the form and complexity of the receiving 

equipment to be used in a given field of operations cannot be specified until 

the conditions of use are established.    It is expected that diverse modifi- 

caUcns and adaptations of equipment providing various modes of operation 

will be developed in the future as the requirements of the users become known. 

This section describes what is involved in the Omega receiving 

equipment; the types of circuitry and typical receiving and phase indicating 

systems for some of the various possible modes of operation.    No attempt 

is made to establish in detail the precise form of receiving equipment for 

particular users. 

8.1 Receiver System Requirements 

The overall Omega signal format consists of transmissions by 

several Omega stations in turn at various frequencies between 10 and 14 kc 

in a complex time multiplex pattern.      To establish position by Omega, 

measurements are made of the relative r-f phase of specific components of 

tbe signal format at the point being located. 

Section 3. 2 
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Since only one station transmits at a time at any particular fre- 

quency,  this measurement of relative r-f phase must be made between Ä 

signal components that are never present simultaneously,  and hence cannot 

be compared directly.    To accomplish this measurement.  Omega receivers 

are fitted with phase measuring circuitry,  providing an internally generated 

continuous time base with respect to which the phase of each signal component 

of interest can be determined as it occurs,   and a time multiplexing function, 

opening the receiver to the particular components desired for phase compar- 

ison with the internal reference. 

The differences in times of occurrence,  or relative phase,  of the 

selected signal components are then obtained from the differences of the 

phase of each signal component,  with respect to the local time base. 

To utilize the Omega sig.ials to determine position,  the combination 

of receiver and operator must be to perform at least the following functions: 

a. Recognize ehe multiplex pattern to identify the transmissions of 

a particular set of stations. 

b. Commutate the signals to isolate the signal components of 

interest. 

c. Determine the relative phases of the segregated signal compo- 

nents with the requisite accuracy. 

To accomplish these functions the Omega receiver must perform 

certain basic operations. 

a. Filter the Omega signals from the welter of noise and inter- 

ference in which they are normally immersed. 

b. Provide a time multiplex function (commutator) to isolate the 

desired signal components. 

c. Provide a locally generated stable time base to which the phase 

of each signal component can be compared as it occurs. 

d. Provide phase measuring circuitry capable of determining the 

phase of each signal component with respect to the local time 

base with the requisite accuracy. 
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8. 2    Qscillotocopic Phase Indicator 

A The essential features of the Omega receiver can be vi«  alized by 

considering an oscilioscopic display of the basic 10.2 kc transr   ssiotis from 

three cf the stations,  as in Figure 8. 2-1.    In this illustration,  the signals are 

displayed on a continuous stable 5. 1 kc linear sawtooth time base,   so that the 

transmissions of each station appear as a stationary two-cycle sinusoid in 

the display. 

Because the transmissions of the three stations will differ in phase, 

the resulting sinusoidal traces in the display will be displaced with respect to 

each other by amounts proportional to their relative phase.    In this example, 

the signal from station A crosses zero with positive slope at the center of the 

?!weep; that of station B leads A by approximately three-quarters of a cycle; 

the signal of station C leads A by perhaps three-eighths of a cycle. 

The distances aa' - bb' = cfc are equivalent to one period of the rf; 

the distance ab is equivalent to the principal part of the phase lag of signal B 

§* over signal A; the distance ac is equivalent to the principal part of the phase 

lag of signal C over signal A, 

The phase angle of signal B with respect to A,  in percent of a cycle, 

is thus given by: 

e     = J5t x loo AB aa1 

and the phase angle of signal C with respect to A is 

9A^ = -i-x 100 
AC     aa' 

Such a phase measurement is periodic,  providing only the principal 

value of the relative phase of the signals,   so that an ambiguous indication 

would be obtained.    The ambiguity can be resolved,  of course,  by retuning 

the receiver to the second and third Omega frequencies (13. 6 and 11. 33 kc, 

with corresponding shifts in the time base frequency to 6« 8 and 5. 667 kc). 

• 
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The relative phase of the ccmponents of these frequencies can be determined 

A at the point being located,   whence the ambiguity can be resolved as described 

in Section 2.3. 

The following essential functions are implicit in the operation of this 

rudimentai y receiver; 

a. The band-pass r-f amplifier provides frequency domain filtering 

to isolate the Omega signals ito some extent at least) from the 

noi ^e ai,w   ^terference in which they are immersed; and also 

pro  ides for selecting the Omega signal components of a 

particular frequency. 

b. The continuous -.table linear time base of the oscilloscope dis- 

play provides an internal timing reference to determine the 

phase of each signal component as it occur?. 

c. Time multiplexing is inherently provided by the oscilloscope 

display,,   since each signal component appears as a distinct trace 

in the display: the traces being separated by the differences in 

phase. 

Thus,  this rudimentary embodiment of the Omega receiver provides 

the basic functions required in the system.    However,   the effective integrating 

action of a visual display is of the wrong order of magnitude to match the 

requirements for signal processing in a navigating system,   and the dynamic 

range of such a presentation is limited.    In addition    the commutating period 

of one second on and nine seconds off for each signal is about the least 

favorable cycle for a visual presentation.    Thus,  while in principle,  use of 

an oscilloscopic indicator is operable,   it does not appear that a practical 

equipment can be obtained by this approach. 

Although more effective storage can be obtained through the use of a 

storage cathode ray tube,   the intricacies of the circuitry involved are so great 

that it is probably better to adopt a self tracking system tht..- can be matched 

more readily to the information requirements of the system. 

• 
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8.3   Lissajous Pattern Indicator 

A more accurate oscilloscopic indication,  better adapted to manual 

operation in view of the ore- second-on/nine- seconds -off transmission pattern, 

would be provided by th»*; system illustrated in Figure 8.3-1. 

In this method,  a:i oscilloscopic indicator is used in which the in- 

coming signals provide vertical deflection,  and the horizontal time base is 

a 10.2 kc sine wave so that a Lissajous ellipse is obtained whose aspect indi- 

cates the phase of the signal relative to the local 10.2 kc sinusoidal time base. 

The accuracy o, measurement is then improved by shifting the phase 

of the local reference to obtain a degenerate ellipse (straight line) in the dis- 

play.    The relative phase of the signal with respect to the time base is indi- 

cated by the amount of shift required to produce the degenerate mode. 

Equipment for accomplishing this type of measurement on the 

Omega signals (Figure 8.3-1) includes a 10.2 kc stable oscillator?  and fre- 

quency dividers dividing by 17?   6 and 125 in tandem to produce timing pulses 

at 1.25 second intervals. 

These triggers then drive three binary dividers in tandem to pro- 

duce a binary set of waveforn.s repeating over a ten-second period,  from 

which a station selector switch synthesizes commutatlng waveforms matching 

the occurrence sequence of the signals to be measured. 

These commutating waveforms are applied to un-blank the display 

of a cathode ray indicator as a selected two of the eight Omega signals occur. 

The output of the 10.2 kc oscillator is also applied to a first phase 

shifter and a second phase shifter in tandem.    A time-sharing relay,   switched 

by an appropriate set of commutating waveforms,  alternately selects the out- 

put of the first phase shifter and that of the second phase shifter to supply the 

horizontal deflection of the indicator. 

A signal amplifier picks up5  amplifies and filters the signals,   and 

applies the resulting sinusoidal waves to the vertical deflection input of the 

indicator. 
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In use,  the timing of the multiplexing waveforms would be adjusted 

to occur in synchronism with a desired pair of signals,  for example,  the 

signals of Stations B and D.    When the B signal is received,  the operator 

would note the width and aspect of the ellipse in the CR display,  and would 

turn phase shifter (1) in a direction to bring the ellipse to the positive 

degenerate mode; i.e., a straight line slanting upward to the right, 

The one-second duration of the signal would not be sufficient to 

allow the measurement to be made precisely.    The operator would remember 

the aspect of the signal and adjust the phase shifter an amount,  determined 

by experience,  to bring the ellipse to the degenerate mode. 

A mechanical coupling,  or   'aided tracking'  connection is provided 

between the phase shifter (1) and a frequency control of the timing oscillator. 

Thus, as the phase shifter (1) is rotated to bring the signal and reference 

into phase alignment,  on successive occurrences of the signal,  the frequency 

of the oscillator would be brought into alignment with the frequency of the B 

signal.    The pattern would then automatically tend to subside to the positive 

degenerate ellipse, and remain stationary between occurrences of that signal. 

During occurrences of the other signal being matched»  the operator 

adjusts phase shifter (2) to bring the display of the other sigxia   being observed 

also to the positive degenerate mode (straight line). 

Eventually, a stable state would be reached,  in which the degenerate 

ellipse display recurs with each succeeding signal occurrence without further 

adjustment.    The phase of the D signal relative to the B signal would then be 

indicated by the dial attached to the shaft of phase shifter (2). 

Additional aids to refining the display would be to apply a fraction 

of the horizontal time base signal to intensify the pattern cyclically   to give 

sense to the rotation of the ellipse.   Also to provide garn balance circuitry 

whereby multiplexing waveforms of adjustable amplitude can be applied to 

control the gain of the signal amplifier differentially to equalize the ampli- 

tudes of the received signals. 
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An alternative oscilloscope pattern would be with a ten»second 

fit linear sweep displaying all of the signals received with respect to the 

internal multiplexing function of the indicator   to aid in preliminary align- 

ment of the multiplexing waveforms with the incoming signals. 

Again*  the phase measurement would be periodic,  providing only 

the principal    alue of the relative phase of the signals?   so that an ambiguous 

indication would be obtained.    As before,  the ambiguity can be resolved by 

providing for alternative measurements of the second and third frequencies, 

etc. 

8*4   Analog Tracking Receiver - Single Channel 

A rudimentary analog tracking receiver is shown in Figure 3.4-1, 

in which an oscilloscope display is used to permit manual alignment of the 

multiplexing function,,  while a continuous measurement of signal phase 

(phase tracking) is provided by a servo controlled tracking filter. 

In this embodiment;  a multiplex timer generates a set of switching 

fc waveforms,  one for each signal component,  and a ten-second linear sawtooth 

time base, which is applied to the horizontal deflection system of an oscil- 

loscope.    The Omega signals appearing in one r-f channel (10.2 kc) are 

isolated and amplified in an amplifier-filter and applied to the vertical de- 

flection system of the oscilloscope,  to be displayed on the ten-second time 

base.    Thusa  the timing of the multiplexing waveforms can be adjusted 

manually to match the timing of the incoming signal segments. 

The output of the signal amplifier-filter is also applied to the signal 

input of a phase detector,  whose reference input is a sinusoid of the same 

frequency as the Omega signals obtained from a 10.2 kc timing wave gener- 

ator,   either directly through relay (a),  or via a phase shifter through 

relay (b). 

The output of the phase detector is applied to an averaging filter, 

either directly through relay a',  or via an inverter through relay b'. 

• 
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The average amplitude of all inputs applied to the averaging filter 

excites a servo adjusting the phase shifter that supplies the 10,2 kc reference 

wave through relay (b). 

The relays (a) and {a,') are operated by one cf the multiplexing wave- 

forms (waveform B in this example) as selected by the operator,  to apply the 

incoming signal and the reference directly from the timer,  when the signal 

from one of the stations (Station B) is being received.    Relays (b) and   b ) are 

operated by another multiplexing waveform (waveform F in this example) to 

open the phase detector output via the inverter and the reference source via 

the phase shifter during the occurrence of the signals from station F. 

In this way,  the output of the averaging filter corresponds to the 

average difference between the phase of signal B with respect to the tinier 

output,  and the phase of signal F with respect to the phase shifter output. 

The servo adjusts the phase shifter to make this average difference 

subside to zero, which it does by making the phase of the shifted reference 

through relay (b) with respect to signal F the same as the phase of the un- 

shifted reference with respect to signal B.    In consequence^  the shaft angle 

of the phase shifter,  as indicated by the counter,   corresponds to the phase of 

signal F with respect to signal B„ 

This rudimentary form of receiver tracks the phase of one pair of 

signals at one frequency.     To produce a fix it must be reset to an independent 

pair of signals to produce the second coordinate required for position deter- 

mination. 

Figure 8.4 -2 illustrates a two-channel tracking filter in which a 

second tracking function has been added to permit phase readout of two pairs 

of signals simultaneously. 

Figure 8.4-3 is a more detailed block diagram of one form of analog 

tracking receiver constructed in accordance with these principles at the Naval 

Research Laboratory. 
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8.5   Phase Modulation (226-2/3-Cycle) Receiver 

It may be possible to satisfy the navigational requirements of some %l 

operations,   (Inter-continental air travel,  for example) with limited lane 

resolution using position data derived from the 226-2/3 cycle modulations 

on^y.    The size and complexity of receiving equipment is then reduced as 

comp red to that required for full radio frequency phase accuracy with more 

or less complete resolution of lane ambiguity.    Figure 8. 5-1 illustrates the 

structure of a fully automatic analog-type receiver indicating the relative 

phase of the 226-2/3 cycle modulation components of two pairs of stations. 

This receiver would consist of three sections:   A multiplexing 

function with automatic alignment by reference to a side frequency compo- 

nent; an RF phase tracking unit,  and a modulation phase-tracking unit. 

In this embodiment,  alignment of the multiplex switching function is 

obtained automatically, by cross correlating an appropriate unit multiplex 

waveform with the envelope response of an auxiliary receiver tuned to the 

side-frequency component of one station.    Then,  an RF phase tracking 11 

unit essentially identical to the two-channel tracking filter of Section 8. 4 

and Figure 8.4-2 phase locks an uninterrupted 13. 6-kc (CW) reference wave 

to each of the signals being observed. 

Since the received signals are phase modulated,   the RF phase detect- 

or,  in addition to providing tracking error signals to the rf phase tracking 

function,   also provides coherent demodulation of the incoming signals. 

The modulation components in the output of the rf phase detector 

are separated in a 226-2/3-cycle bandpass filter,  and applied to a modula- 

tion phase tracking unit to indicate the relative ph,    e of the modulation compo- 

nents. 

The operation of the modulation phase-tracking unit is essentially 

identical to that of the rf tracking unit,   except tha*; the uninterrupted low fre- 

quency cw reference wave is derived from the rf reference wave.    The modu- 

lation phase-track, ng phase-shifters are also mechanically coupled to the rf 

8-14 
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phase servos through differentials,  with appropriate gear ratios,  so that 

the modulation phase tracking function need only bring the modulation phase 

indications into alignment.    Tracking the signal velocity and acceleration 

etc.,  is accomplished by the rf phase tracking function. 

For operations that are limited to regions of strong signals,  an 

even simpler receiver could be provided that demodulated the signals with 

a simple frequency discriminator,  thus eliminating need for a phase track- 

ing function. 

As with the RF tracking systems,  an operationally equivalent struc- 

ture can be provided with digital circuitry. 

8. 6   All Electronic Analog Receiver 

An all electronic version of the analog tracking receiver with manual 

set up of the multiplex switching is shown in Figure 8. 6-1,  in which the electro- 

mechanical tracking filters have been replaced with electronic action. 

In this version of Omega equipments,  the tracking filters consist of 

voltage controlled oscillators operating at the signal carrier frequency, whose 

output is compared in phase with the incoming signal.    An error signal is 

derived from the phase difference which,  after smoothing in an operational 

amplifier-integrator,  is applied to control the phase and frequency of the 

oscillator,   so that its output phase tracks the incoming signals. 

The proper tracking bandwidth and transient behavior is then achieved 

by suitable adjustments of the integrating factor and the loop gain of the trü; ek- 

ing filter. 

As illustrated in Figure 8. 6-1,  a voltage controlled oscillator oper- 

ating at 1. 02 Mc produces a series of clocking or timing pulses with which a 

whole count or clocking interval corresponds to 0. 01 cycle of rf at 10. 2 kc. 

Therefore,  the requisite resolution of phase  measurement can be obtained 

from full counts of clocking intervals,   and fractional counts are not required. 

The clocking pulses operate a 100:1 divider to produce a 10.2 kc 

reference wave.    This is further divided by 1020,  down to 10 cps,   to provide 
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a timing signal to operate a multiplex waveform generator producing the 

multiplex switching waveforms,  and a ten-second linear sweep for a CRO 

display. 

The incoming signals are picked up,  amplified and leveled in ampli- 

tude by a signal amplifier-limiter,  and applied to one input of a phase 

detector, 

The station selector switch associated with the multiplex waveform 

generator determines the multiplexing waveform that opens the receiver to 

the signals.    This switch is set to produce the 'm1 waveform,  during the 

occurrences of signals from one of the stations,  chosen to be the master. 

The multiplex waveform *mf operates 'AND1 gates to supply the 

10. 2 kc reference wave,  obtained by dividing the 1. 02 clock pulse rate by 100, 

to the reference input of the phase detector;   and apply the error signal output 

of the phase detector to the input of the operational amplifier-integrator whose 

output controls the frequency and phase of the clock pulses. 

In the closed loop servo thereby established,   the 'm' operational 

amplifier integrates the phase error between the 'm' reference and the signals 

of the selected station.    The integrated error is applied to control the fre- 

quency of the clock pulse generator and the 10. 2 kc reference wave is locked 

in phase to the signal selected to be the 'm1 signal. 

A second voltage controlled oscillator (vco),  designated the 'x' 

oscillator,   operating at 10.2 kc,   supplies the reference to the phase detector 

during a   multiplex interval selected to be the 'x1 interval by the setting of the 

station selector switch.    Its phase and frequency are controlled by the inte- 

grated phase error accumulated during the 'x' intervals. 

Similarly,  a 'y' oscillator,   also operating at 10.2 kc,   is locked to 

the signals occurring during another multiplex interval selected for the 'y1 

intervals. 

The outputs of the 10. 2 kc phase locked oscillators,  as well as the 

1. 02 Mc clock pulse generator,   are divided by 1020,   to 10 cps,   so that there 
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are three series of 0. 1 second triggers produced.    Eash is phase locked to 

fe one of the three signals selected for measurement. 

At suitable intervals,  a counter counts clocking pulses from an 'm' 

trigger to the next succeeding 'x' trigger,  and reads out the time interval; a 

second pulse counter counts clocking pulses from an 'm' trigger to the next 

subsequent 'y1 trigger. 

Each total count so obtained consists of a number of whole counts of 

100 clocking pulses each,  determined by the particular counts at which the 

1020:1 dividers happen to reset,  plus a fractional count (i.e.,   less than 100) 

equal to the principal part of the corresponding differences in phase of the 

'm' and 'x' or the 'm' and 'y' signals. 

By resetting the counters arbitrarily to read the whole number of 

lanes,  included in the total Omega phase angles,   the readout can be made 

to correspond to the total count.    When so set up,   it will track the whole 

count,  without losing count,   since the oscillators will track the signals 

%, through whole cycles of phase,  and the readout triggers are locked to the 

controlling oscillators. 

8. 7   Digital Omega Receiver 

There may be applications for Omega where it is not feasible to 

have an operator manipulate receiver controls to reacquire signals in the 

event of a malfunction anywhere in the system causing the receiver to lose 

the signals.    Possible causes for loss of signal may be due to excessive 

noise,  a servicing changeover of a transmitter,  or an interruption of pri- 

mary power at some place in the system.    The Omega signal format has 

been designed to provide for completely automatic receiver operation,  in- 

cluding automatic acquisition of signals,   resolution of the lane ambiguity, 

and readout of the hyperbolic position data. 

At the present state-of-the-art,  the most practical approach to 

performing such a multiplicity of functions in a single unit appears to be 

£t through digital computer techniques.    A description of such a receiver in 
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complete detail is beyond the scope of this report.    This section will be 

limited to an outline of such a computer type receiving equipment indicative 

of how the essential functions may be accomplished.   The elements of a 

special purpose digital computer adapted to perform all of the operations 

required to obtain alignment of the multiplex fanction and an unambiguous 

indication of two or more lines of position, without external aid except 

initial selection of the particular hyperbolic data to be displayed are 

described. 

A fully automatic receiver must perform four basic types of functions. 

a. Alignment of the receiver commutating function with the signal 

multiplex sequence so as to identify the particular signals it is 

desired to measure. 

b. Determination of the sign?i relative phase at all frequencies 

incorporated in the signal format. 

c. Resolution of the lane ambiguity. 

d. Presentation of the signal timing in a form suitable for further 

processing. 

8. 7. 1   Digital Phase Tracking Filter 

The phase tracking and filtering functions essential to readout of 

the signal phase will be described first,  to illustrate how such functions can 

be accomplished in a digital system.    The receiver multiplex function must 

be aligned with the multiplex sequence of the incoming signals,  however, 

before the signal phase can be determined. 

Figure 8. 7-1A shows,  in rudimentary form,  a digital phase-tracKing 

filter by which the phase of an r-f signal may be determined by digital tech- 

niques.    In principle,   the operation of this circuit is essentially identical to 

the familiar analog phase tracking filters utilizing servo adjusted phase 

shifters or voltage controlled oscillators and phase detectors to phase lock 

a local reference to the average phase ot an incoming signal.    Thus,  in the 

digital system,  a stable local reference wave of the same frequency as the 

incoming signals is generated and compared in phase with the incoming 
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signals.    The phase difference,  or error,  is then averaged,  or smooched, 

and applied to control the phase of the locally generated reference to maintain 

alignment with the incoming signals. 

In this example,  the incoming signals are amplified and clipped to 

a constant amplitude square wave whose period is essentially that of the 

received signals,  but varies in phase from cycle to cycle with the instantaneous 

phase and amplitude of the combined signal and noise input,  as shown in 

Figure 8.7-IB. 
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The resultant unit amplitude square waves are sampled by a sampling 

gate operated by locally generated sampling pulses.   A positive or a negative 

unit pulse is produced at each sampling epoch   depending upon the polarity of 

the incoming signal at that instant.    The resulting pulses are counted,  or 

summed, with due regard to sign,  in a digital counter or register. 

The sampling pulses are provided by a 10.2 kc time code generator, 

consisting of a 100: 1 divider driven by a stable 1.02 Mc clock pulse generator; 

also a diode switching matrix operated by the more significant digits of the 

pulse count register.    This combines the time code divider waveforms to 

select the clock pulse in each time code cycle corresponding to the count 

standing in the register,  to operate the signal sampler 

If the sampling pulses are coincident with the zeros of the signal in 

the output of the limiter,  equal numbers of positive and negative pulses will 

be emitted by the sampler,  therefore, the total count in the register remains 

stationary.    If the sampling pulses lead the zero crossing epochs of the signal, 

the net count would be positive,  raising the total count standing in the register 

and causing the switching matrix to select pulses occurring later in the time 

code cycles to sample the signals; vice versa for lagging samples.    Thus,  the 

stable state to which the system subsides is to the count in the register pro- 

ducing sampling pulses coincident with the negative going zeros of the in- 

coming signals. 

The rate at which this subsidence to zero occurs is determined by 

the number of stages in the register.    For example, assuming a decimal 

system with a five place register,  of which only the two most significant 

digits control the time code matrix,  a net count of 1,000 samples is required 

to shift the phase of the sampling triggers by one percent of a cycle.    Further- 

more,  the amount of smoothing so obtained can be extended indefinitely by 

adding stages to the register. 

Since the clock pulse period is one percent of an r-f cycle,  the count 

in the register is directly the percent of a cvcle by which the signal lags the 
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time code, and can be read out by an indicator controlled by the register. 

Additionally, the circuit supplies pulses phase locked within a percent of a #* 

; cycle to the zeros of the signals. 

S 8.7.2   Type II and Higher Order Tracking Filters 

* If the phase of the incoming signal shifts at a constant rate with 

respect to the locally generated sampling pulses,  the count held in the reg- 

ister must increase or decrease at a constant rate,  to keep the locally gener- 

ated sampling pulses in alignment with the incoming signals.    This requires 

that the net number of pulses from the sampler be some positive or negative 

quantity,  not zero,  so that, to follow an incoming signal with a constant 

velocity component, there must be a fixed offset in phase between the local 

reference and the incoming signals; i. e., a tracking error. 

A system capable of tracking constant velocity without error can be 

provided by storing the total pulse count in two registers in tandem as shown 
m FigUfe 8. 7-2, whereby the net number of pulses emitted by the sampler is 

totalled in the first or 'velocity register.1 The switching matrix, establishing 

the phase of the sampling pulses, is controlled by a second, or 'phase reg- 

ister/ the controlling quantity being a count obtained by periodically adding 

the count held in the velocity register to the total standing in the phase 

register. 

This system subsides to a steady state condition when the count in 

the velocity register is equivalent to the shift in phase of the incoming signals 

between samples.    When added to the total held in the phase register,  output 

of the switching matrix is shifted the rig, t amount to match the change in 

phase of the incoming signals,  so that the net number of pulses emitted by 

the sampler subsides to zero. 

Third and higher order systems capable of tracking constant accel- 

eration, and constant rate of change of acceleration,  etc..  can be set up by 

providing an additional count totalling register for each order of integration. 

t 
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I 8. 7. 3 Phase Difference Indicator 

f The digital phase tracking filters of the preceding sections are 

| capable of tracking only one signal.    In order to determine the phase dif- 

| ference between time shared signals of the same frequency,   separate pulse 

jf count registers must be provided for each signal,  as shown in Figure 8. 7, 3 

The time code generator,  in addition to supplying time code input to 

the switching matrix,  also drives a multiplex waveform generator generating 

switching or time sharing waveforms matching the time sharing or multiplex 

pattern of the signals (Section 4.4).    These multiplexing waveforms, when 

aligned (by means not shown) with the incoming signal sequence,  operate the 

gates such that the A register is connected to the sampler and operates the 

switching matrix during the occurrence of signals from a particular station. 

The B register is connected during the occurrence of signals from another 

station.    When so connected,  the total count in the A register converges to 

the valup causing the sampling triggers to match the zeros of the one signal, 

and the total in the B register to the count causing the sampling triggers to 

match the zeros of the other signal. 

A third register,  calltd the difference register,   is periodically 

cleared,  then the count in the A register is added and the count in *he B 

register is subtracted; the difference being directly the difference in phase 

of the incoming signals. 

®" ^* * Signal Data Processor 

Extending the system of Section 8. 7. 3to one capable of determining 

the phase of two pairs of signals with Type II servo response for tracking 

constant velocity without error,  would require four phase-registers,  four 

velocity-registers and two difference-registers.    Each must be capable of 

both addition and subtraction.    If the system were to be further expanded to 

read the phase of each pair of signals at each of three radio and three modu- 

lation frequencies for complete resolution of lane ambiguity,   the number of 

registers required is multiplied. 
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A simplification may be achieved by utilizing the structure and logic 

of the general purpose digital computer,  in which data storage is accomplished 

by a storage unit capable of holding data only,  and a single arithmetic unit for 

performing the logical operations necessary to accomplish the system purposes. 

Figure 8. 7-4 shows such a computer structure. 

The basic tracking functions are the same as before: viz.  a clock 

pulse generator driving a time code generator and switching matrix provide 

sampling triggers at the signal radio frequency.    The triggers sample the 

Output of a signal amplifier-limiter to produce signal samples of plus or minus 

polarity,  depending upon whether the sampling triggers lead or lag the serös of 

the signal.    The net number of such signal samples are totalled and applied to 

the switching matrix tc control the phase of the sampling triggers. 

In this case,  however,  the processing of the signal samples is accom- 

plished by a computer structure shown on the right side of the diagram, 

Figure 8. 7-4. 

The computer consists of a data storage unit,  holding a set of DATA 

WORDS in the form of binary symbols,   representing the totals and integrals 

of the signal samples,  and the sequence of logical operations required to 

process the samples of the Omega signals to determine their relative phase 

and resolve lane ambiguity,   etc.    An arithmetic unit performs the actual 

logical operations,   and a controller unit directs the arithmetic unit to function 

accordingly,   taking instruction words up in succession from the storage unit 

Associated with the controller is a program counter,   driven by the time code 

generator, whose count is the address of the particular operation then to be 

performed. 

The controller operates with a two-phase cycle.    In the first phase, 

it directs the DATA  STORAGE to transmit to the controller,   the data word 

stored at the storage unit ADDRESS corresponding to the count standing in the 

program counter.    In the second phase,   one or two digits of the word then in 

the controller cause the arithmetic unit to perform a specific operation,   which 
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may be to ADD,  to CLEAR and ADD,  to SUBTRACT,   or simply TRANSMIT. 

The remainder of the word iii the controller register is the address to or 

from which the data word involved in that particular operation is transmitted. 

The operation of the entire system is then established by the sequence of 

orders in the data storage. 

The process of tracking the phase of a signal would be accomplished 

as follows. 

The computer program is arranged to go through a complete cycle 

of operations in exactly 10 seconds (the signal sequence period) so that,  when 

aligned in phase with the incoming signal sequence (by a process to be de- 

scribed in a following section),  certain counts ^n the program counter cycle 

always correspond to the beginning of each Omega station transmission. 

Then,  certain of the addresses in the storage unit are designated to hold data 

words corresponding respectively to the phase and phase-velocity of each 

signal component to be tracked. 

At the program count corresponding to the start of a transmission 

from a particular station,   the instruction in the program will direct the 

storage unit to transmit the phase word for that station to the arithmetic unit 

and the next subsequent order directs the arithmetic unit to transmit that word 

to the time code register to control the phase of the sampling pulses being 

emitted by the switch matrix. 

Subsequent orders direct the arithmetic unit to sum algebraically 

the next 10,000 or so signal samples.    At the end of the transmission from 

that station,   the immediately following orders direct the computer to add the 

total of signal samples to previous data held in storage    form the integral 

thereof,  and store as a new value of the phase word for that station^ 

These operations repeat for each signal to be tracked,   causing phase 

words for each Omega signal to be developed and stored separately in the 

storage unit,     These phase words are the time code representation of the 

8-30 



phase of each signal as observed,  relative to the time code cycle of the 

#j receiver.    At opportune times in the cycle,  the program directs the computer 

to determine the difference between two of the phase words,  and transmit the 

difference to a display unit. 

By developing both the sum of the signal samples and the time integral 

thereof,  and combining the results in suitable proportions,  a Type II tracking 

function of any desired time constant is derived that is stable and tracks con- 

stant velocity with zero error.    Obviously,  more complicated tracking functions 

of higher order can be obtained simply by programming the computer to form 

the necessary functions to be integrated into the final phase words that control 

the phase of the sampling triggers.    The only equipment requirements are 

additional storage capacity,  and a sufficient number of steps in the program 

to perform the added computations. 

8. 7. 5 Multiplex Switching Alignment 

In the Omega system,  all stations transmit at the same r-f frequencies 

gh in a repeating ten-second multiplex sequence.    The signals are separated in 

the receivers by multiplex switching functions operating in synchronism with 

the signal sequence. 

In the case of the computer-receivers,  the time multiplexing function 

is incorporated into the computer programming by organizing the program 

into ten-second cycles with a sequence of orders matching the signal multiplex 

sequence.    Sub-routines for processing particular signals are entered as the 

signal components occur. 

To segregate the signals correctly,  the program cycle must be aligned 

with the incoming signal sequence so that the start of each sub-routine matches 

the occurrence of the corresponding signal to within about one-tenth of a second 

Since the entire sequence period is ten seconds,  there are thus at least 100 

distinguishable alignments,  only one of which is correct. 

• 
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Automatic alignment of the computer cycle with the incoming signal 

sequence is provided by a signal envelope correlating sub-program,  inter- 

leaved into the signal tracking program.    Successive samples of the envelopes 

of the incoming signals,  taken at 1/10 second intervals,  are each added or 

subtracted into every one of 100 addresses in the storage unit,  so as to 

develop concurrently the coefficient cf correlation for each of the 100 possible 

phase alignments or displacements between the computer program cycle and 

the incoming signal sequence.    The timing of the signal processing cycle is 

adjusted to match the correlation function for which the coefficient of correla- 

tion with the incoming   signal envelopes is a maximum. 

8. 7. 6.   Lane Resolution 

Information for resolving the lane ambiguity of the Omega phase 

contour patterns is provided by the multiplicity of frequency components in- 

cluded in the signal format.    The hyperbolic phase angles establishing the 

Omega position contours can be determined in terms of a number of integrally 

related wavelengths, whose combination into single readings provides complete 

resolution of the ambiguities. 

Thus,  each station transmits r-f carriers at 13. 6,   11. 33 and 10. 2 kc; 

phase modulated with 226-2/3,  45-1/3 and 11-1/3 cps respectively.    Deter- 

mination of the relative phase of the 11-1/3 cps components from two stations 

establishes a phase contour in terms of a lane width of some 7200 miles, 

which,  being more than the length of a base-line,  is without ambiguity, but 

has a low order of accuracy. 

The relative phase of the 45-1/3 cps components from the same stations 

establishes another phase contour pattern in terms of a lane width of some 1800 

miles.    The phase of the 226-2/3 cps components,  a third pattern in terms of a 

lane width of 360 miles. 

The difference between the relative phase at 13. 6 kc and 11. 33 kc 

provides contours with a lane width of 72 miles;   the difference between the 
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relative phase at 1?» 6 kc and 10.2 kc a lane width of 24 miles; and finally the 

f measui ernenn i* 10. 2 kc provider a lane width of about 8 miles. 
^ 

The unambiguous indication of the position contour in terms of a 

whole number of lanes of the 10. 2 kc pattern,  plus a fraction of a lane from 

the principal part of the relative phase of the 10. 2 kc components,   is obtained 

by combining the measurements at all these frequencies as follows. 

The contour pattern at 11-1/3    cps has a lane width four times that 

of the 45-1/3    cps pattern. *   Hence,  if there were no dispersion or other 

error in tho measurements,  multiplying the 11-1/3    cps phase difference by 

four produces the same phase difference as that of the 45-1/3    cps compo- 

nents including whole cycles. 

However,  the 45-1/3    cps indication provides only the principal part 

of the indication,  since the essential ambiguity of such a phase indication 

suppresses the whole number of cycles.    Thus,   if the relative phase at 

11-1/3    cps were 0.538 cycle,  and there were no dispersion or other errors, 

i * the 45-1/3    cps indication would be 0. 152 cycle (4x0* 538 = 2. 152 with the 

digits to the left of the decimal suppressed). 

If the lane resolution is certain,   a phase indication *. f lower order, 

when multiplied by the ratio of frequencies,  may deviate by up to * one-half 

cycle from the indication of next higher frequency.    In this case,   the indica- 

tion of lower order might be anything from 0. 413 to 0. 663 cycle,  and the 

correct reading would still be 2. 152 cycle. 

When multiplied by four,  these two limiting values produce 1. 652 and 

2. 652 cycle respectively.    Hence,   in combining readings it is not enough to 

simply substitute the principal part provided by the reading of higher order 

for the fractional part of the indication obtained by multiplying the lower 

order indication by the ratio of frequencies,  since a  :arry into the whole 

number of cycles may be Acquired. 

♦Section 4. 5. 
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In a digital machine, the carry may be generated by the following 

sequence of operations: 

a. Multiply the indication of lower order by the rat?o of frequencies. 

b. Add the quantity 1/2. 

c. Subtract the indication of higher order. 

d. Set the principle part of the result (the digits to the right of the 

decimal) to zero. 

e. Add in the indication of higher order. 

How this sequence of operations produces the correct whole lane 

count can be seen from the following table.    On the left, the correct (45+) cps 

total reading is 1.996 and on the right it is 2.004, with the same (11+) cps 

readings of 0.376 (lower limit),  0.500 (middle) and 0.633 (upper limit) in both 

cases. 

Case 1 Case 2 

(11+) Reading 0.376 0.500 0.623 0.376 0.500 0.623 

(45+) Reading 0.996 0.996 0.996 0.004 0.004 0.0C4 

Four Times 
(11 + ) Reading 1.504 2.000 2.492 1.504 2.000 2.492 

Same Plus 1/2 2.004 2.500 2.992 2.004 2.500 2.992 

Subtract 
(45+) Reading 

1.008 1.504 1.996 2.000 2.496 2.998 

Eliminate 
Principal Part 1.000 1.000 1.000 2.000 2.000 2.000 

Add Higher 
Order Reading 1.996 1.996 1.996 2.004 2.004 2 004 

8. 8 Complete Computer Type Receiver 

The outline of an Omega receivers  capable of reading on any number of 

signals, while providing automatic multiplex alignment and complete ambiguity 

resolution,   is shown in Figure 8, 8, 1     It consists of an r-f signal processing 
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section» which filters the r-f signals from noise and interference in which 

they are ordinarily immersed,  and a digital type data processing section, &* 

or computer.    This is programmed to perform all the operations involved in 

processing the Omega signal phase to align the receiver computing cycle with 

the incoming signal sequence,  determine the relative phase of two or more 

independent pairs of signals at all frequencies incorporated in the signal 

format,  combine the measurements to eliminate ambiguities, and present 

the resulting position line coordinates either as a numerical readout,  or as 

digital data in a form suitable for further machine processing. 

The r-f analog section of the receiver consists of three band-pass 

signal amplifier-limiters with frequency responses centered respectively on 

the 10.2,   11. 33 and 13. 6 kc radio carrier frequencies of the Omega signal 

format, and bandwidths which maximize the effective signal-to-noise ratio of 

the low frequency phase modulation of each signal component.    The limited 

and leveled outputs of the three r-f amplifiers,  as leveled by the limiting 

sections,  are connected through gates operated by the computer program to 

a signal sampler and an analog-to-digital converter,  producing a digital w 

representation of the signal amplitudes as sampled. 

To provide the signal envelope amplitude as a function of time for 

correlation of the computer program cycle with the signal sequence,  linear 

envelope detectors extract the signal envelopes of each of the three r-f signals 

in the r-f amplifiers ahead of the limiters.    The three envelope signals are 

combined in a diversity combiner and filtered in a matching filter designed 

to enhance,  as much as possible,  the response to tae gaps between signal 

segments,  with respect to noise.    The composite amplitude function is like- 

wise connected to the signal sampler and analog-to-digital converter through 

another gate,  also operated on demand by the computer program. 

The basic timing reference of the system is provided by a 1. 02 Mc 

clock pulse generator, driving a time code generator which in turn operates 

a program register.    The overall timing complex provides a time code with 
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a ten-second cycle (1.02 x 107 clock pulses per period).    A time code switching 

matrix set up by a time code register supplies sampling triggers to the signal 

sampler at timing epochs determined by the count or Data Word inserted into 

the time code register. 

The computer proper consists of a data storage unit,  an arithmetic 

unit and controller,  an addressing unit,  and a subsidiary unit labelled the 

program transfer unit. 

The data storage unit is a digital storage device, which may be an 

acoustic delay line,  a magnetic core matrix,  a magnetic drum,  or any other 

element or combination,  as proves to be convenient and feasible to the over- 

all design of the system.    The storage unit is simply a memory,  capable of 

holding,  at distinct addresses,  any data words transmitted to it,  with readout 

as required by the program,  and erasure of stored data only on the insertion 

of new data at a given address. 

The arithmetic unit is an adding register,   capable of responding to 

a limited complement of orders,  viz; 

TRANSMIT Transmit the data word in the arithmetic 
unit register to an indicated address 

ADD Add the word at an indicated address to 
the total in the register 

SUBTRACT Subtract the word at an indicated address 
from the total in the register 

CLEAR AND ADD Clear the register and add 

ADD  LEFT Add displaced one digit left 

ADD RIGHT Add displaced one digit right 

Etc. 

The controller is another register,   not capable of addition,   into 

which words from other sources can be inserted.    Three of the digits in the 

controller register are always taken to be instructions for the arithmetic 

unit; vis, 
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000 Transmit 100 Add Right 

001 Clear and Add 110 Add Left 

010 Add 101 Etc. 

Oil Subtract 

and the remaining digits in the controller register are taken to be an address, 

in the storage unit,  or of the -ime code register,  or the analog-to-digital 

converter,  etc.  for the operation demanded of the arithmetic unit.    The 

controller operates in a two-phase cycle.    In the first phase,  it directs the 

data storage to transmit the word held at the address corresponding to the 

count standing in the program counter to the controller register.    In the 

second phase,  it then directs the arithmetic unit to perform the operation 

indicated by the data word so obtained,  with respect to the address contained 

in that word.    The timer then cycles the program counter to the next count, 

upon which the cycle repeats,  performing the next operation.    In this way, 

the overall program for processing the data is established and controlled by 

the sequence of instructions in the storage unit which, when taken up in 

sequence,  cause the computer to process the incoming data to provide the 

desired operations on or with it. 

The program transfer unit is provided to reset the program counter 

to any predetermined count at any time,   so that sub-routines of the program 

can be iterated; e.g.,  the signal sampling routine,  by resetting the program 

counter to the sub-routine entry count.    This makes a very large reduction 

in the total storage capacity required to contain the program instructions      In 

addition,  this function has the very important application of resetting the phase 

of the computer cycle to match the incoming signal sequence.    Thus,  the occur- 

rence in time of the computer sub-routines for processing each signal compo- 

nent matches the occurrences of that signal component,   so that the multiplex 

sequence function essential to Omega signal processing is included in the data 

processing program. 
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8. 9  Theory of Operation 

^l§ The computer portion of the equipment is programmed to perform 

all of the operations required to process the signals to bring the computer 

operating cycle into alignment with the occurrences of the various signal 

components.    In addition,  to determine the relative phase of the specified 

signa1 components at all radio and modulation frequencies; combine the 

measurements of relative phase to resolve ambiguities; and present the re- 

sults as a digital readout,  either in the form of visual signals, or as digital 

data for further machine processing. 

The entire program is designed to operate in a ten-second cycle,  or 

some multiple thereof,  matching the period of the incoming signal sequence. 

One hundred of the addresses in the storage unit are assigned to hold the 

hundred possible coefficients of correlation between the computer cycle and 

the signal sequence for all recognizable phase displacements there between. 

Other addresses are assigned to hold the time codes corresponding 

ft to the phases of various components of the incoming signals,  and the totals 

of the pulse samples,  etc.,  as required to provide the Type II or Type III 

servo action necessary to follow signals at constant velocity and/or accel- 

eration without error.    The remainder of the data storage (which may be non- 

alterable storage of some form) holds the sequence of instructions and ad- 

dresses required to specify the processing of the signal data. 

The computing program provides for determining concurrently the 

phase of the incoming signal sequence and resetting the program counter to 

match,  the relative phase of the desired signals at all frequencies incorporated 

in the signal format,   resolution of the ambiguities and readout of the Omega 

data.    Being completely cyclic,   the program can be entered at any step,   from 

which it converges automatically to alignment with the signals and readout 

of the signal phase without attention or external assistance. 

At 1/10 second intervals (every 102,000 counts of the time code 

generator and program counter) the program calls for a sample of the signal 
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envelope amplitude to be transmitted into the arithmetic unit.    Subsequent 

orders then direct that this sample be added or subtracted to the data words A 

at each of the 100 correlation coefficient addresses in the storage unit.    The 

coefficients of correlation between the computer cycle and the incoming 

signal sequence for all recognizable relative displacements are developed 

at these addresses.    In the process*  the computer compares the amplitudes 

of the correlation coefficients.    By means of the program transfer control, 

the program register is re^et to the count corresponding to maximum corre- 

lation with the incoming signal sequence,  thereby bringing the computer 

program into alignment with the incoming signal sequence.    The sequence 

correlating action is continuous:   independent of the signal tracking functions» 

and ultimately produces correlation coefficients based upon very long time 

averages of the signal envelope data.    The integration of data from successive 

envelope sequences into data already acquired produces an even more pro- 

nounce reduction of uncertainty,   so that,  a completely unequivocal indication 

of sequence phase must be obtained eventually^  even under worst conditions 

of noise and interference. $ 

At program counts corresponding to the beginning of each sector of 

the signal sequence,  the program directs that the data word representing the 

phase of the corresponding signal component be transmitted to the time code 

register to control the timing of the next sampling pulse to operate the signal 

sampler.    The resulting signal sample is added to the corresponding velocity 

word in the data storage unit-,   and integrated into the associated phase word. 

The time code generator is set to the phase word of the next signal component 

and the next sample quantity added to the corresponding velocity word,   etc 

To obtain sufficient time for processing samples of each of the three 

r-f carriers,  which may be transmitted from three different stations of 

interest in the same multiplex sector,   use is made of the fact that the noise 

functions of successive r-f cycled are statistically dependent (because the 

received signals pass through narrow band filters prior to limiting).    There- 

fore,   independent samples of the noise riding on the signals cannot be 
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obtained at sampling intervals less than the reciprocal of the r~f filter band- 

A width.    The widest bandwidth required is that needed to pass the 226-2/3 cps 

component modulating the 13. 6 kc carrier, or about 600 cycles. Independent 

samples of noise and interference cannot be obtained at intervals of less than 

1600 microseconds or so. All frequency components of the signal are multi- 

ples cf 1133-1/3 cps, and it is convenient to make this the basic sampling rate, 

providing some 882 microseconds in which to obtain and store samples of the 

three r-f carriers. 

Recovery of the phase modulation components included in the signal 

format for lane resolution is obtained by distributing successive samples of 

a given r-f signal,  as obtained at intervals of 1/1133 seconds,   cyclically over 

four addresses in the storage unit,  so that each address receives every fourth 

sample and inter comparing the integrated values.    Since all signal components 

in the Omega signal format are even multiples of factors of 1133 cps,   stationary 

values are obtained at the four addresses, which can be interpolated to provide 

the relative phase of the phase modulation components. 
% 

By the above process,  the overall program develops words in stor- 

age corresponding to the velocity and the relative phase of each r-f signal 

component relative to the receiver time code.    They are averaged over a 

large number of samples to provide smoothing of the data,  and integrate the 

velocity components to produce the continuing rates of change of the magnitudes 

of the phase words,  as required to track the incoming signal velocities with 

zero error.    In the 0. 2 second intervals between signals,  as well as in the 

sectors of the signal sequence in which no signals of interest are being trans- 

mitted,  the program carries out the synthesis of the phase difference measure- 

ments to resolve ambiguities; transmitting the composite readings to the read- 

out display,   or other digital read-out as desired. 

8-41 



-4*** m 

*i 
■ > 

* fi 

X 

9. 0     Navigation Charts and Compensation Graphs 

As shown in Section 5.2,  it is possible to transmit signals of excellent 

stability that leave their various transmitting antennas in phase.    The navi- 

gator observes the phase difference between any two of these signals.    Neglec- 

ting for the moment ambiguities,  this phase difference defines a line of position 

The charting problem is to compute in advance the relationship between phase 

difference and position and to display this relationship in a convenient way for 

navigational use. 

The transmission time determines the phase difference between the 

signal transmitted and the signal received.    Discussion of the problem in 

terms of transmission time is convenient because this procedure involves no 

difference between ambiguities,  while the transmission times from two sta- 

tions can immediately be converted into a phase difference.    The transmission 

time is,  of course, the distance divided by velocity of propagation.    In the 

VLF navigation band, there is some difference in the phase velocities of 

various frequencies; and the group velocity,  at which a difference frequency 

or modulation frequency travels,  may be as much as one percent slower than 

the phase velocity which determines the transmission time of a carrier phase. 

We can neglect these variations for the time being and concentrate on the 

method of calculationvof a received signal carrier phase. 

To solve this problem we must know or determine a number of quantities. 

The distance depends upon the geographical coordinates of the transmitter and 

receiver and upon the size and shape of the earth.    The velocity of propagation 

is near the velocity of light but varies slightly with the height and electrical 

state of the ionosphere,  the electrical conductivity of the earth,  and also with 

the latitude of the transmission path and its orientation with respect to the 

earth's magnetic field.    As stated below,   rules of accounting for these factors 

have been deduced from Omega measurement studies made at many places and 

from theoretical considerations. 
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9. 1     Calculation of Distance 

Charts for Omega,  like those for loran, have been computed on the 

assumption that the Clarke spheroid of 1866 accurately represents the size 

and shape of the earth.    It is true that recent studies have greatly improved 

our knowledge of the shape,  but they have produced only unimportant changes 

in our ideas of size.    The longest distance attainable on earth differs only by 

approximately 400 feet when calculated on the Clarke spheroid and on the best 

modern spheroid.    Further,  because our rules for determination of velocity 

were deduced from analysis in terms of the Clarke spheroid, it is better to 

use the same definition in the inverse computation.    There is, therefore, no 

reason to change from the Clarke spheroid for Omega purposes. 

Distances are calculated using the Andoyer-Lambert formula for the 

length of a geodesic (or path of minimum length) on a spheroid.    This is an 

approximate formula,  but the  e is no evidence that its accuracy does not 

exceed any potential accuracy cf Omega.    Here again, there is no justifica- 

tion for a future change in techniques.    The Andoyer-Lambert formula calcu- 

lates the distance on a sphere having a radius equal to the equatorial radius 

of the earth and then applies a small correction that depends upon the size 

and shape of the earth,  upon the distance and the difference in longitude of 

the end points,  and upon the avenge latitude and the difference in latitude 

of the end points.    It may be expressed as: 

d = acr    +   6s (9. i_i) 

where: a = equatorial radius of the earth = 6378. 206 km 

or = angular distance in radians 

6s = small correction defined below 

j  may be calculated by any convenient trigonometrical formula for 

the distance on a sphere,   such as: 

coscr=     sin <}>     sin<(>     +   cos <(>     cos <|>     cos (X      -  \) (9*1-2) 
1 C* X C, Li L 
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where:           4> ~ geographic latitude of transmittei 

3§                                        $? - geographic latitude of receiver 

X = geographic longitude of transmitter 

X. = geographic longitude of receiver 

The small correction is conveniently given (without explicit calcula- 

tion of the mean latitude) by: . 

af   1(3 sin er - <r) (1 + S + C) (1 + S - C)      (3sincr + (r) (1-S + C) (1-S-C)"] 
4    I 1 + cos <r 1 - cos <r I 

where: f   = flattening of the spheroid = 1/295 

S    =  sin  c|>     sin <|> 

and C   =  cos <j>     cos cj) 

It is obvious that two distances,  and hence two transmission times and 

their difference,   can be calculated by this method.    Unfortunately the prob.em 

cannot be solved inversely.    It is necessary, therefore, to calculate time 

differences and times for a large number of conveniently located points in a 

service area (such as at even degrees of latitude and longitude) and then solve 

for the geographical positions of lines representing suitable constant values of 

time difference by inverse interpolation. 

Fortunately this extensive computation can be done by machine and 

need be done only once, because the results can be stored in the form of 

charts or tables (or in a computer memory) and distributed to all navigators. 

9. 2    Calculation of Transmission Time 

9 

It is convenient to calculate transmission time (like the distance on an 

oblate spheroid) by finding the time for an assumed signal traveling at the 

free-space velocity of light along the geodesic at the surface of the earth. 

This approximate value can then be modified for the various small factors 

mentioned above. 
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The nominal value of transmission time is equal to the distance divided 

by the velocity of light.    This can be expressed in ciny convenient units,  such 

as microseconds or periods of a chosen frequency.    We may,  for example, 

take the equatorial radius of the earth, a,  as 6378.206 km/299793 km sec"*1 

= 21275. 4 microseconds.    If we do this for the computations of Equations 

9. 1-1 to 9. 1-3, all geodesies come out directly in microseconds of trans- 

mission time for our hypothetical surface wave.    If our attention is focused 

exclusively upon a single frequency,  say 10.2 kilocycles, we can take the 

radius, a,  as: 

6378. 206 km x i0200 sec" =    217.009 
299793 km   sec"1 

This quantity is the number of free-space wavelengths of 10. 2 kilocycles in 

the equatorial radius of the earth.    Computations using this constant for the 

radius,  a,  will give distances in wavelengths or the numerically identical 

transmission times in carrier periods. 

The rules for correcting this hypothetical transmission time to an 

actual time (or phase) can be given only approximately at the date of writing, 

because the values are continuously being improved as observations are 

made at additional locations.    At present, the rules will be given for 10. 2 

kilocycles only because there has been little experience at other frequencies. 

At the time when values must be chosen for computation of charts,  care 

should be taken to obtain the latest data and to compare the rules for various 

frequencies with theoretical values as they may be at that time. 

We can predict that computation of transmission time should lake 

account of the following fa   ; >rs: 

(a) frequency or frequency difference 

(b) time of day 

(c) length of path over land 

(d) conductivity of land in the path 
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(e) latitude of the path 

(f) orientation of the path with respect to the earth's 

magnetic field 

Several of these factors have unimportant effects and others have not 

yet been resolved.    For example, the changes over land and sea are easy to 

recognize but are not yet associated with the conductivity of the land.    Again, 

it is not clear that the latitude effect appear* except in conjunction with the 

orientation.    Whatever the limitations of our knowledge are, the rules avail- 

able at present suffice to predict the observed phase (within a few micro- 

seconds of time) over considerable geographic areas and follow the variations 

mentioned in the list above. 

9. 2. 1   Phase as a Function of Distance 

Figure 9*2-1 shows two assumed examples of how phase varies with 

distance.    The "phase delay" plotted here is the amount by which the actual 

phase lags behind the phase calculated for the velocity of light along the sur- 

face.    The variations  shown in Figure 9. 2-1  are only a fraction of a period 

in extent,  and are drawn in somewhat exaggerated form for the sake of clarity. 

The delay curves slope generally downward,  which indicates that the phase 

velocity exceeds the velocity of light. 

In Figure 9. 2-1  it is assumed that at long distances the variation of 

phase with distance is linear and is determined by the phase velocity of the 

first mode of transmission.    This behavior is indicated by the constant slope 

of the dashed lines.    At short distances the second mode cannot be neglected 

and presents a signal with a noticeably different phase velocity but with a 

lower amplitude.    Thus, there are "beats" between the two signals which 

decrease in separation and increase in size at the shorter distances.    At 

some short distance,   control of the phase is taken over by the ground wave 

(not shown here,  but near zero delay).    This apparently happens without the 

second mode having ever assumed control,  at least at 10. 2 kilocycles. 
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The beats of practical importance can be resolved only in the first few 

H hundred miles from a transmitter,  and their effect has not been detected beyond 

2,000 miles.    Their size,  beyond 500 miles or so,   seems to be limited to two 

or three microseconds in time. 

Presumed curves are shown in Figure 9. 2- 1  for two times of day in 

order to explain a difference that is sometimes observed in diurnal curve form. 

In the figure, we note that the beats vary somewhat in size and position as a 

function of time of day.    If the phase at noon is later than it is earlier in the 

day (as in A in Figure 9. 2-1 ), the daytime part of the diurnal phase curve 

will be convex upward as in A of Figure 9. 2-2.    At another distance (such as 

B of Figure 9. 2-1) there may be an upward ripple early in the day and a down- 

ward ripple at noon.    This effect enhances the normal concave-upward character 

of the daytime curve,  as shown in B of Figure 9. 2-2. 

The terminal slopes of Figure 9. 2-1  vary at different times of day. 

This is equivalent to saying that the phase velocity is a function of time or, 

f *> more fundamentally,   of the sun's elevation above the horizon. 

From these figures we see that a separate velocity solution may be 

formed at each hour of the day for a given frequency.    Assumption of a con- 

stant velocity takes care of most distances,  but a small correction that is an 

empirical function of distance must be added algebraically in the case of 

distances less than,   say 1,000 miles.    This treatment sufficies to cover 

points (a),   (b),  and (c) in the list under Section 9. 2. 

9. 2. 2   Velocity Over Land and Sea 

The phase velocity over land is distinctly less than over sea water in the 

daytime (see Section 3. 2).    There seems to be almost zero effect of this kind 

at night,  although we must allow for its introduction into the computations if 

it is later found to be significant.    As in the  phase diagrams above,  a separate 

solution may be found from the experimental data for each hour of the day. 
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MAY  BE   FOUND AT  DIFFERENT DISTANCES 

• 

9-8 



In principle,  the phase delay over land,  as compared with that over sea 

f* water,   should be a function of the electrical conductivity of the land.    This 

quantity is difficult to define for a frequency as low as 10. 2 kilocycles,  whore 

the depth of penetration into the ground is so great.    Also,  maps of surface 

conductivity are very poor for most of the earth.    Thus far:  the effects of land 

have been so small that resolution in terms of conductivity has not been possible, 

although we know that the extremely poor conductivity obtained in the arctic 

permafrost and icecap areas has a greater effect than that of land in temperate 

regions. 

It appears that a small additive coefficient (eventually a function of con- 

ductivity) multiplied by the length of path over land will serve to correct a sea 

water phase delay to the value for a mixed land-and-sea path.    This coefficient", 

such as others mentioned above, may be evaluated for various times of day. 

9* 2, 3   Velocity as a Function of Direction 

Section 3. 1 showed that the attenuation rate of a signal depends greatly 

upon the direction of propagation with respect to the geomagnetic field.    There 

is also a small effect on the phase velocity.    These factors have been studied 

by assuming a law of variation and then testing for the coefficient that brings 

the best agreement between experiment and calculation. 

It is obvious that the velocity cannot vary with magnetic direction at 

the poles when the magnetic field is vertical.    It has.  therefore    been assumed 

as a first approximation that the directional effect is proportional to the hori - 

zontal component of the earth's magnetic field and proportional to the sine of 

the  azimuth of a point on the transmission path.    Both quantities vary along 

the path,  but their product (if we assume the horizontal field to be proportional 

to the cosine of the magnetic latitude) is a constant along the path.    This con- 

stant,  K<j> ,  is numerically equal to the cosine of the angle between the great 

circle containing the transmission path and the geomagnetic equatorial plane 

and may be found from the following relation after the locations of the end 

points of the path have been transformed into geomagnetic coordinates: 

<# \ 

** 

• 
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K= -lÄ i^i: 2 l_Ma^ 
{ sin cr m> 

where the angular distance,  <rt  is obviously the same in either geomagnetic 

or geographic coordinates. 

The geomagnetic coordinates,  referred to a north pole at 78.5degrees 

N,  69 degrees W, may be determined from the relations: 

o o o 
sind»,,        = sin 73.5    sind*  + cos 78.5    cos d> cos (\  - 69 )        (9.2-2) YMag. 

s = cos f sin (K ■ 69°) 
Mag. cos+Mag 

where +%,        and Xm,        are latitude and longitude in geomagnetic coordinates. 
Mag. Mag. 

In Equation 9.2-1,  the sense of the difference in longitude (receiver 

minus transmitter with west longitude taken as positive) is such that K$   is 

positive for transmission toward the west.    It varies from +1 to -1 and 

achieves its maximum absolute value only for transmission along the geo- 

magnetic equator. 

The most convenient form for use in calculating transmission time 

is the constant Tx   for a given transmission path, which is the product of K^ 

times the distance in wavelengths. 

9.2.4   Computation of Time of Transmission 

The factors discussed above may be summarized in the following 

relation for the transmission time in periods: 

T = (c/v) TG + KL TL + KM TG + £(TG) (9.2-4) 

where: 

c = velocity of light in vacuum, 

v = phase velocity over sea water, 

T     =   total transmission time in free-space periods or total 
distance in free-space wavelengths, 
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T     - transmission time in periods over land or distance 
over land in wavelengths, 

K     = land  coefficient  =   fTc/v)L - (c/v)l 

KM= magnetic coefficient = (K  /2) |(c/v)     - (c/v)     , 

f(T   ) = short distance correction,   equal to the difference between 
the curve and the straight line in a diagram such as 
Figure 9.2-1. 

As a practical example for long distances    neglecting f (T   ) I , we 

cite noon and nighttime equations for 10.2 kilocycles. 

NOON 

T = 0.99678 TV, + 0.0004 TT   - 0.0002 T\ (9.2-5) 
G L» 9 

NIGHT 

T = 1.00080 T    + 0.0000 T^ + 0.0008 T^ (9.2-6) 

As mentioned above,  the land-sea effect seems to disappear at night,  while 

the directional effect becomes much larger and changes sign.    It must be 

emphasized that these coefficients are tentative because they are continually 

being improved. 

Since the coefficients KT   and rC     are so small,   it is not necessarv 
Li M 

to measure the distance over land or to compute T.    to great precision. 

The magnitude of the day-night phase variation is given by the dif- 

ference between Equations 9.2-5 and 9.2-6,   or 

AT = 0.00402 T. - 0.0004 T     + 0.0010 T (9.2-7) 
G I-» 9 

It is seen that at 10.2 kilocycles the size of this day-night phase shift can vary 

by a factor of two with changes in direction and in the amount of land in the 

transmission path. 
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Considerably larger values of K    , the land coefficient of Equations 9. 2-5, 

9. 2-6, and 9. 2-7,  are to be expected in the arctic areas. 

9.3   Charts 

Because the diurnal variation in transmission time may amount to 

several miles in position,  it is necessary to decide how to present this in- 

formation to the navigatior.    We visualize a two-step system which can best 

be described in terms of "old-fashioned" navigation with chart and dividers, 

providing 

(a) a chart or charts that show the positions of the most probably 

useful lines of position on a scale suitable to the navigator's 

purpose, together with marginal notes that define   any needed 

corrections for secondary frequencies and which are keyed to: 

(b) a set of compensation graphs drawn for the different lines of po- 

sition for various dates and which are given at small enough geo- 

graphical separations so that interpolation is usually not neces- 

sary. 

The chart format should follow loran and other precedents in scale 

and design.    For Omega there will be a large number of families available, 

and some judgement should be exercised so that the chart is not made con- 

fusing by too many lines. 

Because all stations are equal in Omega,   it becomes a matter of 

definition whether readings are made in the sense A-B or B-A.    Because 

the nomenclature on the charts must be kept simple and yet provide for 28 

families of linen of position,  it appears best to us to name the eight trans- 

mitters for the first eight letters of the alphabet,  and then refer to a line in 

terms of both letters.    As an operating convention,  we suggest that this ref- 

erence always be in the order of the alphabet and that the sense of the phase 

difference shown on the charts be the phase of the signal from the first named 

station referred to that of the second. 
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Thus,  measurements in a pair consisting of stations B and E will 

/* be calculated and read in the sense B-E; and lines will be marked on the 

chart as BE 237,  BE 238,  etc., as requisite.    The navigator's equipment 

will be switched,  in this case,  to measure the phase of B with E as a refer- 

ence.    An arbitrary constant,  equal at least to the length of the base line 

between transmitters,  must be added to the computed readings to avoid the 

occurrence on the chart or table of negative numbers for lines of position. 

If the chart is calculated in terms of 10.2 kilocycle readings,  as seems most 
2 2 reasonable, this constant should be 900 periods*     This number is 3    x 4 x 5 , 

or the ratio between 10, 200 cycles and 11. 33 cycles (the lowest modulation 

frequency).    Thus 900 would always be the reading of the center-line of every 

pair.    The readings would increase toward the station whose letter identifica- 

tion lay later in the alphabet and would decrease in the opposite direction; 

and the total range of readings would be twice the length of the baseline in 

wavelengths. 

Position lines on charts should,  of course, be keyed by the use of 

common colors to the compensation graphs to be discussed in the next sec- 

tion.    Otherwise,  judgements about color, weight of lines,  spacing between 

lines,  and other matters should be made by the charting authority.    It should 

be remembered,  however,  that because of the long base lines in Omega,  most 

position lines are nearly great circles and,  consequently,  are more nearly 

straight and parallel than in other systems charted in the past.    For this 

reason and because there are more families of lines to be shown,  the interval 

between lines may well be large,  leaving much to interpolation by the naviga- 

tor should he require maximum accuracy in his plotting. 

9. 4    Diurnal Compensation Graphs 

Calculation of charts in terms of the average daytime phase seems 

best because daytime is the period of best accuracy and because this is a 

procedure parallel to the charting of loran.    All steps outlined above should 

be taken with velocity values chosen to represent the average daytime condi- 

tions.    This will result in charts that are substantially correct when there is 
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daytime over the area containing the two transmitters and the receiver.    If 

the magnitude of the diurnal shift is of importance to the navigator, a com- 

pensating quantity must be added to the observed readings before entering 

the charts.    The variation of this compensation with time and space is the 

subject of this section. 

Figure 9.4-1 shows (at the top) two estimated diurnal phase varia- 

tions observed in Hawaii from hypothetical stations in New Zealand and Cali- 

fornia,  each referred to its daytime value.    The difference between these 

two curves is the diurnal variation of the phase difference to be expected in 

Hawaii.    The negative of the lower curve in Figure 9*4-1 would be the com- 

pensation graph for this pair at the date given. 

A curve of this kind can be calculated and drawn in all necessary de- 

tail,  leaving the main chart unencumbered.    A family of these compensation 

graphs can be supplied for various geographical areas and for various dates 

throughout the year. 

An additional advantage is that,  upon eventual derivations of more 

detailed computation methods based upon actual experier ce with Omega,  later 

editions of the compensation graphs can ba prepared without requiring revi- 

sion of the main library of the more expensive charts.    The compensation 

graphs, because they are drawn for various dates throughout the year,  can 

also be used to absorb the slight annual variation in phase velocity, whose 

existence is suspected but not yet well evaluated. 

In order to visualize the frequency in time and space with which the 

compensation graphs should be supplied, we have prepared Figures 9.4-2 

and 9.4-3.    Figure 9.4-2 shows three compensation graphs (for a given pair 

and date) for the three receiver positions which occupy roughly the corners 

of an equilateral triangle 1, 000 miles on a side.    The differences at their 

most extreme correspond to about two miles in position.    It is clear that such 

diagrams need only be presented every 200 to 500 miles or once for each 

plotting sheet used by the shipboard navigator. 

Figure 9.4-3 was calculated for a pair having a large difference of 

longitude,  to make the sample diurnal patterns shift in time as much as 
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possible.    For a fixed receiving position and a given time of day,  the extreme 

variation throughout the year is seen to correspond to three or four miles of 

position.    It is,  therefore,   clear that approximately one diagram per month, 

or six or seven diagrams for the entire year (since spring and fall diagrams 

will differ only slightly),  will suffice to present the temporal variation in 

adequate detail. 

The effort required in preparing charts and compensation diagrams 

will be large.    The magnitude can be judged by considering the number of 

charts required to cover the world. 

It seems likely that map scales used with a long-range aid such as 

Omega will be in the range from 1, 000, 000 to 5, 000, 000 or, roughly, from 

15 to 70 miles per inch.    Table 9-1 shows few charts of most general utility. 

It is convenient to fix our attention on the VL 15 chart,  or plotting 

sheet.    At this scale each map covers some 500 by 700 miles; and,  in general, 

only one set of diurnal compensation graphs should be required per chart. 

These must be constructed for each of the useful sets of position lines or (as 

discussed below) for a few sets of lines taken together in pairs.    We may es- 

timate that five useful lines of position may be chosen; and,  a? the table shows, 

there would be about 500 such charts if it were decided to map the entire world 

at this scale.    There will,  therefore, be about 2, 500 sets of compensation 

graphs,   each covering the annual behavior of a position line in a particular 

area.    Fortunately these graphs need not be large or detailed. 

In many ways it is more satisfactory to present the compensation in- 

formation to the navigator in the form of a correction in miles than as a cor- 

rection in reading (as described above).    This implies that the charting authority 

has estimated which pairs of lines the navigator is most likely to use in a given 

area.    If such a decision has been made,  it is easy to compute the diurnal com- 

pensation necessary and to plot it for a given date on the same scale as the main 

chart.    This is a most natural and convenient method,  but we must remember 

that there are many more pairs of lines than there are lines.    Consequently,   se- 

lection is necessary,  or there will be too many compensation diagrams. 
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TABLE 9-1.  CHART SCALES USEFUL FOR OMEGA 

i;                Title Projection Scale 

Approx. 
N.   Miles 
per Inch 

Size 
In 

!   Inche s 

Approx.  No. 
of Charts to   j 
Cover World 

j World Aeronautical 
1            Charts 

Conic 1,000,000 14 22x29 1,400            1 

1              VL 15 
Mercator 1,000,000 15 34x52 500            j 

3,000 Series Plotting 
f              Sheet 

Mercator 
\ 

1,000,000 15 35x46 500 

1,000 Series C&GS Mercator 15 000,000 »4 36x46 500 

1 Jet Navigation Charts Conic 2,000,000 27 42x57 120            I 

\             VL 30 Mercator 2,000,000 30 35x54 120 

Global Navigation 
and Planning Charts 

Ccnic 5,000,000 68 32x47 20 

j              VL 70 
1 

Mercator 5,000,000 70 33x52 20 
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A diagram drawn for a chosen pair of stations is a continuous curve 

lying near zero at mid-day and having a highly   nonuniform variation of 

time along the locus.    The shape is similar to a parallelogram with extra 

loops at diagonally opposite ends, and the loops may be as large as the 

parallelogram.    Such diagrams for various times of year overlap considerably, 

and the times at the extreme vary by many hours if the stations involved are 

separated (as is usual) by several hours of longitude. 

Experimentation with such diagrams has convinced us that they will be 

useful for many navigational purposes and should be included in the chart 

margins,  but that they will not be convenient to use when the highest accuracy 

is required. 

On a 1, 000, 000 scale chart,  such a diagram might have a maximum 

departure from the origin of six or eight miles,  or about one-half inch on the 

chart.    At 5, 000, 000 to 1, this maximum dimension would be about one-tenth 

inch.    On a figure with similar dimensions, the time scale cannot be marked 

with any great precision; and it  should be noted   that the greatest compensations 

are transient and are passed through rapidly.    Such diagrams should not be used 

exclusively because they cannot be scaled without errors of a mile or two.    For 

deep-water or aircraft navigation they would be entirely adequate,  and they 

offer the highly attractive feature that the kind of diurnal variation and its 

general size and importance are clearly apparent to the navigator.    On ship- 

board, for example, they would serve to show the times at which chart 

compensation is small and unimportant,  and,  conversely,   warn of the hours 

at which the compensation is large and must be handled with care. 

On occasions when maximum accuracy must be achieved,  the navigator 

should have recourse to graphs of the first kind,  where reading compensations 

are displayed pair by pair as functions of time.    This procedure calls for more 

effort on the part of the navigator but makes available the full accuracy of the 

system. 

• 
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It should be clearly understood that the difficulty of applying corrections 

to achieve an accuracy of a fraction of a mile is exactly the problem of charting 

the world to such a precision.    It requires a large number of charts and cor- 

rection diagrams»  if the navigator is not to be forced to work to dimensions 

in the order of 1/100 of an inch. 

Of course,  all of this compensation can be represented in other ways, 

in nomograms,  or in a computer memory.    It is also true that a navigator 

will seldom need to draw upon more than a small fraction of the entire library 

for a given voyage or operation,  and that much of the actual compensation will 

be done by approximation,  such as simply remembering a certain reading tends 

to be two or three miles too far to the northwest at 1100 Z. . Nevertheless,  a 

considerable effort will be required to chart the entire world for Omega and 

to prepare and disseminate the compensation data. 

9. 5     Observations of Various Frequencies 

If there were no other reason for such a choice, the complexity of the 

charting problem would suggest that observations made at any of the five 

lane-identification frequencies should be converted to equivalent 10. 2, kilocycle 

readings.    This can easily be done in the receivers,  where the difference phase 

at 13.6 kilocycles,  for example,   can be indicated at 3/4 its actual value or in 

periods of 10. 2 kilocycles.    This  would leave a small error caused by the 

difference in velocity of propagation at 13.6 kilocycles.    This error would 

change very slowly with position,   so that a notation such as "add 0. 17 lane at 

13. 6 kilocycle" could be given on the chart at intervals of a hundred miles or 

so. 

A correction of this sort, perhaps the diurnal compensation itself, can 

be added to the observed reading or may be used by having in the receiver a 

dial and differential that would advance or retard the indicated reading by 

small amounts.    Adjustment of such a compensation dial from time to time, 

in accordance with information taken from the chart or from the diurnal 

compensation diagrams,  would keep the indicated readings in agreement with 
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the charts.    At 10.2 kilocycles this adjustment would be exactly the magnitude 

given by the compensation graphs or tables.    At other frequencies the adjustment 

would compensate the difference in phase velocity with respect to 10. 2 kilocycles 

as given by key entries on the main charts. 

This discussion has been given in terms of charts and compensation 

graphs for the sake of simplicity.    There are many other ways of storing the 

computed data for the use of the navigator.    The computational effort is large 

but need be performed only once unless experience over several years should 

indicate that more accurate calculations can be made.    In this case, a second 

edition of the compensation diagrams can be produced without requiring 

re computation and replotting of the charts themselves. 

The discussion of charting herein is entirely preliminary and tutorial. 

Much further study should be given to the twin problems of predicting charted 

values as a function of time and of presenting them to a navigator in the most 

concise and easily useful form. 
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ABSTRACT 

f~ At VLF, very low frequency,  most antennas are electrically small. 

Because of the resulting low value of radiation resistance, very large ground 

systems are required to obtain even nominal radiation efficiency.    The 

structural size requirements of VLF radiation systems are seen to be pri- 

marily functions of radiated power capability and bandwidth required.    Antenna 

radiation system costs are found to vary as the square root of power radiating 

capability.    Theoretically determined values of ground system resistances 

are found to agree well with experimental results for actual VLF antennas. 

Since yearly primary power and transmitter investment costs decrease 

with increasing efficiency while the yearly investment costs of the ground 

system increase with efficiency,  it is obvious that there is a region of trans- 

mitting antenna system efficiency that will yield a minimum of total station 

yearly costs.     This minimum cost point is determined for a station operating 

at 10 kc/s with a power output of 10 kilowatts.    It is shown for the example 

chosen that the optimum region, which is near 30% efficiency,  is fairly broad. 

* The iocation of this optimum region is expected to vary with operating con- 

ditions that include frequency,   station size,  cost of primary power,  and 

interest rates. 
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1.    INTRODUCTION 

When specifying the performance of a VLF transmitting station for 

communication or navigation purposes,  there are three fundamental require- 

ments which may be placed upon such a station.    These requirements are: 

(1)   power radiating capability; (2)   bandwidth; and (3)   electrical efficiency. 

The power radiating capability required is dependent upon data rate,  message 

reliability,  range or area coverage required, propagation characteristics, 

and background noise.    The bandwidth required is determined by data rate, 

signal format,  and type of modulation employed.    The over-all transmitting 

station electrical efficiency,  which is not as basic and independent a require- 

ment as the first two factors,  is a combination of the efficiencies involved by 

which the transmitting station converts primary electrical power to rf power, 

and then the rf power to radiated electromagnetic energy.    The transmitting 

antenna efficiency is interrelated with the power levels considered and 

bandwidth requirements.    In addition,  it is dependent upon economic factors. 

In fact,  as we shall see,  it is possible to arrive at an optimum antenna system 

efficiency that yields a minimum yearly cost for a given station. 

In general,  for VLF transmitting antennas, which constitute a large 

part of the cost of a VLF transmitting station,  either the power radiating 

capability or bandwidth requirement will be dominant in determining the size 

or an installation to meet specified performance.    In attempting to arrive at 

an optimum electrical efficiency,   it soon becomes apparent that one can 

define an economic rating factor that is the stations operational capability 

divided by the yearly cost of operation.    In some instances,  this factor could 

be defined in terms of satisfactory coverage area divided by the yearly cost 

of providing this satisfactory coverage.    Since the operational requirements 

frequently can be simply defined in terms of our first two primary station 

requirements,  i. e. ,  power radiating capability and bandwidth,  it then be- 

comes a simple matter to determine the yearly costs of a station that will 

meet these requirements as a function of electrical efficiency. 



Yearly costs can be assumed as falling into two primary categories:   (1) 

investment costs, and (2)   operational costs.    When the power and bandwidth 

requirements are assumed to be fixed, it is possible to further divide the 

investment and operational costs into those which are relatively independent 

of station electrical efficiency and those which are dependent upon electrical 

efficiency.    In general, the efficiency dependent yearly investment costs will 

increase with increasing efficiency while the efficiency dependent operational 

costs» i. e. , primary power, will decrease with increasing efficiency.    In 

view of this,  it is apparent that the overall yearly costs will have a minimum 

value at some point that will be dependent upon the characteristics of the in- 

creasing and decreasing cost functions. 

In order to illustrate the manner that an optimum efficiency can be 

obtained, we have chosen as an example a VLF transmitting station for the 

Omega world-wide navigation system.    Since the data rates required of 

navigational systems are extremely low,  bandwidth requirement will not 

L»e dominant in this case and we will be dealing primarily with the power 

radiating capability as the determining factor in required size of this trans- 

mitting installation.    Based on previous engineering analysis,  it has been 

determined that the basic frequency for this navigation system will be at 

about 10 kc/s while the power radiating requirement will be approximately 

10 kilowatts per station. 



Q 
2.    RADIATION SYSTEM COST RELATIONSHIPS 

For most VLF transmitting stations, the dominant investment cost 

factor is that of the support towers or masts.    In order to H^termine the 

manner that these support costs vary with power radiating   ,.   pability. a 

number of existing VLF stations have been examined and the expected cost 

of the support structures determined.    A single cost - vs.   - height curve for 

heavy duty masts was used for all structures.    The power radiating capabili- 

ties expected from each of these stations at a frequency of 10 kc/s with a 

top hat voltage of 100 kv is shown in Figure 1.    It is interesting to observe, 

as might be expected, that there is some scatter about the empirical line 

that gives the cost of the towers only as: 

Cost [$106]*    ^XloV^Ikw] 
(towers only) V [kv] f   [kc/s] 

(2-1) 

.f* This relationship shows that the tower or support structure cost of the trans- 
it 

mitting station increases as the square root of the power radiating require- 

ments and decreases as the square of the center frequency.    Note also that 

cost is essentially inversely proportional to the voltage; however, this latter 

relation is only approximately true over a limited voltage raage.    As higher 

voltages are required, the cost of support structures will go up due to in- 

creased weight of insulators and wire. 

Operating experience, as well as engineering design considerations, 

lead one to tentatively consider top hat voltages in the 150 kv region as a 

good compromise between a reduction in tower cost as well as reliable 

operation and relative freedom from corona or insulator problems.    In 

addition to the tower costs,  one must consider the cost of insulators,  guys, 

hoists, and other associated mechanisms.    In general, when attempting to 

determine radiation system costs, these factors can be considered as roughly 

increasing the tower only cost by about 40%.    It should be emphasized that 

§ 



the cost relationships given here are only approximate,  anu in a detailed 

design,  the exact cost can be determined to a much greater degree of pre- 

cision.    In such detailed dejign,  these exact costs wnuld,   of coarse,   be used 

in the subsequent analysis. 

The VLF antennas listed in Figure 1 are all of tht- type employing 

masts or towers to support a Cc-pacitive "top hat. "   Several VLF antennas 

have been built that employ surrounding mountains to support c ateiary spans 

for the capacitive top hat.     The performance of such antennas,  although 

somewhat mere difficult to calculate,  has proved the feasibility of these 

"mountain cyp?" antennas.    When suitable terrain is available,   it can be 

shown that the cost of such antennas is much less than that of conventional 

mast supported structures.    In this connection,  it is interesting to note that 

the Haiku station,  which has been employed in much of the Omega system 
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3.    GROUND SYSTEM RESISTANCE AND COST 

The antenna loss resistance,  R , which is seen at the input to an 

antenna,  can be considered as consisting of at least three components,  L e. , 

R.   =   R   + R   , + R . „   AS t c        sd        g (3-1) 

where:   R    is the component due to copper losses,  R      is the effective series 

component due to dielectric losses in the insulators,  and R   is due to losses 

in the ground system.    In most well designed antennas,  R      and R    should 

be almost negligible compared to R .    In view of this, we shall attempt to 

determine the cost - vs.   - R   from experience as well as theory.    Note that 

the following   heoretical analysis will employ the usual method of assuming 

R     =   R    + R   , where R    and R    are the respective electric and magnetic 
g E H E H 

field loss components of ground resistance. 

The total amount of wire required in a ground screen to produce a 

given ground resistance is dependent upon the actual configuration of the 

antenna downleads and top loading.    In addition, the coit of installing a ground 

system is not exactly related to the length of wire employed since an appre- 

ciable cost is also involved in the cross-bonding that must be done carefully 

to yield optimum results.    In spite of this,  experience has shown that it is 

possible to arrive at a very good approximation to ground costs by means of 

an average cost per unit length of ground system wire.    In order to obtain 

some idea of the amount of wire that must be employed to obtain a given 

ground system resistance,  R  ,  for a typical VLF antenna, values of R 

were obtained for the Cutler, Goliath, Annapolis,  and Lualualei VLF antennas. 

These antenna loss resistance values are shown in Figure 2 where it is 

interesting to observe the rather complex variation of R   with frequency     If 

most of the ground losses are occurring as H field induced loss outside the 

ground screen area,   it is expected that R    will increase as f'  .    As irequency 

is increased,  the losses in the screened area will increase and when they 
3/2 

become dominant,   Ra should vary as f       .    This behavior is seen for Cutler, 
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• 

% while the Lualualei antenna shows the f    pcr+ion, and the Goliath antenna 

Q, shows the £       portion.    The low frequency  >  rtion of Goliath :s believed to 

be showing a negative slope because of poor • .a ul&tara.    This means that 

insulator component, R   ., is not negligible ^.r this antenna. 
sd 

When attempting to extrapolate ground resistance values expected for 

[ the Cutler, Goliath and Lualualei antennas to 10 kc/s, we must disregard 

any poor insulator influence, and realize that in the 15 kc/s region most of 
,% the antennas are behaving as though R    = k f   .    This it the theoretical be- 

! g 

havior of the ground resistance component, R   , frequently referred to as 
j H jy 

the H field loss resistive component,  [Smith and Devaney,  1959].    The f 

behavior is only expected when A R   , contributed beyond the ends of the 

ground system screen, exceeds AR    within the screened area.    For a given 

ground system, when frequency is decreased, the so-called electrical field 

loss component R   ,  [ Wait,   1958], which is essentially independent of fre- 

quency for E losses in the screened area and typical soils, will eventually 

become dominant.    In other words, R , is expected to reach a lower limit- 

ing value as frequency is decreased.    The possibility of this occurring near 

10 kc/s has been included in the resulting values of R   expected at 10 kc/s 
o 

shown as squares on Figure 3.    These P.   values are plotted as a function of 
■ h 

total ground screen wire length.    The estimated cost of each ground system 

shown as the right hand ordinate is obtained by multiplying the length of wire 

in the ground system by $0. 5 for each meter of installed wire.    This v&lue 

includes wire costs, the cost of plowing in this wire and certain allowance 

for bonding.    This average cost of around 50 £ per meter of installed ground 

wire yields total ground system costs typical of actual experience.    It is 

well known that R   is dependent upon the ground conductivity, <r, which can 
g 

vary appreciably with location.    The manner in which the value of <r is likely 

to influence R   and required ground system size will be considered in the 

following analysis. 



4 

Theoretical determination of ground system resistance can be very 

lengthy and complex, for the complicated VLF antenna structures shown. 

When a simple vertical electrical menopole anteni»r is considered with a 

radial grour.d system, values of R    can be obtained from curves derived by 

Wait and ]K>pe [ 1954] and also from a more detailed set of curves and 

tabulated data by Maley, King, and Branch [ 1963]. 

When antennas are electrically very small, which is the usual case 

at 10 kc/s,  R    becomes a function of the ratio of ground system radius to 
H 

antenna height,  and it is possible to plot the data from the first two pages of 

tabulated data in Maley,  et al in the form shown in Figure 4.    The values 

of R    shown are for a fixed ground system parameter, which is actually 
Vz 

equal to a wave tilt,  T  ,  of 0. 03 (called 6 by Maley) where  | T   j « (u> €   /<r)    . 
6 o 

The H field loss resistance is seen to depend upon ground system radius 

divided by effective height, a/h  ,  and N, the number of radial wires.    Values 

of R    for other frequencies and ground conductivities can be obtained from 
H 

the approximate solution for the case where N is large enough so that the 

dominant H field losses ar    occurring beyond the edge of the radial ground 

screen and it shown as the dashed line in this figure.    The derivation,  to be 

published elsewhere*,  is too lengthy to include here but the result is 

RHÄ^f    (Va)2 (3-2) 

where R'     is the effective surface resistance of the ground surrounding the 
H 

antenna.    This surface resistance is 

R»      ft»  2   X  iO"3 i/z <r~L//i 

H (3-3) 

where f is the frequency in cycles/second and <r is ground conductivity in 

mhos/meter. 

*   VLF Handbook,  A.   D.   Watt,  to be published 1964. 
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The way in which <r influences the total ground system resistance, R f 
S 

and the length of wire required for a given resistance value, is very complex. 

AR   ,  is inversely related to or,  AR    due to H field losses outside the ground 
Vz screen was shown to be inversely related to or    , and AR    due to losses 

1/ H 
within the screened area is directly related to <r    . 

The length of wire in a simple radial wire ground system is I = Na 

where N is the number of wires, and a is the radial length.    The wire spacing, 

S, at any arbitrary radial distance,   p ,  is S = 2TT p /N. 

The resistive component due to E field losses,  K-, is frequently 

important ior short top loaded antennas.    For purposes of comparison with 

ehe experimental values of R   shown in Figure 3, we will assume a top-loaded 

antenna where h   = 200 meters, and the top loa   n<\ is assumed to be a disk 

of radius a1 = 600 meters. 

Under conditions where the ground system radius,  a,  is equal to or 

greater than (a' + h ) and the number of wires, N, in the grid is large enough 
e 

to keep the wire spacing, S,  small compared to a skin depth, 6,  in the earth 

medium, the £ field resistance component due to losses in the region 

0 < p <(a' + h ) is very approximately* obtained as 
e 

AE       Ä 4 
E 3 <r N (a» + hj   * (3-4) 

*   In deriving this expression,  the vertical electric field is assumed as con- 
stant over the effective area covered by the top hat as shown by Hansen 
and Larsen [ 1962].    Actually, near the down lead the field increases 
above this constant value of Ez Ä I /(2TT w €    h  ).    For our present analysis 
this increase near the down lead can be considered as being com, ensated 
for by a decrease in field when p -* a1 + h . 7 e 



The J5 field loss resistance contribution in the region (a' + h) < p  < a can be 

approximated as: 

AR      *-£- 
E2       *N 

1 J_ 
,   3 3 

(a1 + h) a (3-5) 

while the contribution due to losses occurring beyond the ground screen 

where p > a is 

14 h 

(3-6) 

Resistive values expected at 10 kc/s for the antenna described where 

a'/h    & 3 are given in Table 1 for several values of N and for ground screen 

radius to antenna effective height ratios,  a/h    of 5 and 10.    Values of R 
e H 

given are obtained from Figure 4.    The resulting values of R    as a function 
8 

of total wire length i,  and the expected cost using the assumption of 50 cents/ 

meter of wire are plotted on Figure 3 along with the experimental valaes.    It 

is interesting to observe from the shape of the dashed curves that a simple 

variation of N with a fixed radius,  a,  does not yiela an economical solution 

over a wide range of R  .    The solid line with the dotted extrapolation to larger 
o 

values of R    with a slope of -1 is believed to be typical of what can be obtained 
6 

with rather simple types of ground systems.    It must be emphasized that this 

is not necessarily the minimum cost ground system.    A detailed optimum 

ground system design is dependent on many factors including ground conditions 

at each site in addition to the physical characteristics of the radiation structure. 
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Figure 2.    Antenna Loss Resistance as a Function of Frequency 
for a Number of VL.7 Transmitting Installations 
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4.    RESISTANCE EFFICIENCY RELATIONSHIPS 

When the effective height of the antenna is 200 meters, the radiation 

resistance is obtained from the relation 

R     =   1. 76xi0"8h2   f2   [kc/s] 
r e J 

=   1. 76X10"8X 4   X 104 X 102 

* 0. 07 ß. 

The antenna system efficiency, TJ    ,  can be written as 
as 

R r 
'as        R   + R   + R. 

r        g        i 

where R   is the radiation resistance, R   is the ground system resistance, 

end R. is the resistance of the tuning inductor.    As a first approximation 

we can assume that we will divide the losses equally between the ground sys- 

tem and the inductor, in which case,  r\     = R /(R   + 2 R ) and as a result 
as        r      r g 

we obtain 

R   (1 - l) 
R 

g *T) 

It is now possible to show the relationship between antenna efficiency and 

required ground system resistance and resulting costs.    These are shown 

in Table 2. 
TABLE 2 

1 1   -   T| 

0.9 

(1   -   T|)/2t| 

4.5 0.31 

Cost » 

0. 1 1.8   X  104 

0.2 0.8 2 0. 14 3. 7   X  104 

0.3 0.7 1. 17 0.082 6  X 104 

0.4 0.6 0,75 0.052 io5 

0.5 0.5 0.5 0.035 z.z x io5 

0.* 0.4 0.33 0.023 7   X 10 
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5.    STATION COSTS 

An exact determination of the investment and operational costs of a 

given installation is an extremely complex problem and we shall only attempt 

to roughly indicate some of the impoitant factors which can be divided into 

three main categories:   (1),    those that are relatively independent of station 

power; (2), those that are dependent upon station power,  and or bandwidth; 

and (3),  those that are dependent upon power and efficiency. 

5. 1   Fixed Costs 

In actuality,  completely fixed costs do not exist for transmitting 

facilities,   since usually as the power increases,  the complexities and num- 

ber of personnel increases so that housing site size and everything increases 

as the size ox the facility increases.    For our analysis,  particularly if we 

are dealing with a rather small range of powers,  or as in this case fixed 

power,  the following factors are essentially fixed.    These costs,  which are 

all in the investment category,  include site purchase* and preparation cost, 

general site improvement,  including roads,  buildings,  communications,  etc. 

The exact amount of these fixed costs will depend a great deal upon the loca- ^ 

tion of the station and for purposes of illustration only,  we will assume that 

for a 10 kilowatt Omega station the above relatively fixed costs will total 

approximately 3   X  10    dollars. 

5. 2   Power and Bandwidth Dependent Costs 

This category includes factors that are determined by the size of the 

transmitting antenna; e. g. ,  towers, top loading,  insulators,  hoists,  and 

other associated equipment,  which increase as the size of the antenna is 

increased. 

For the 10 kw power radiating capability considered,   if the trans- 

*   At some locations,  the ground area necessary for installing a large ground 
screen may place this factor in Section 5. 3 with the efficiency dependent 
cost factors. 

16 



mitting antenna is operaced at 150 kv, the tower only cons from equation (2-i) 

fc will amount to about 3. 8   X 10    dollars.    If the towers,  insulators, guys, 

hoists,  etc.  are included, the above must be increased by about 40 percent, 

v/ith the result that the antenna minus the ground system and load coil is 

expected to cost approximately 5. 2  X 10    dollars. 

5. 3   Efficiency Bandwidth and Power Dependent Costs 

This category, which consists of both investment and operational 

costs,  includes such items as standby power, transmitter, transmitter to 

antenna matching networks, and a special category, the ground system. 

Note that this latter system actually is primarily dependent upon efficiency; 

although to some extent,  on the other two factors.    The various efficiency 

dependent costs as a function of efficiency are shown in Table 3, where the 

ground system plus tuning costs are assumed to be twice the ground system 

only costs in Table 2.    The required transmitter power shown in Table 3 

is seen to decrease with efficiency and the column showing the cost of the 

/> transmitter and ground plus tuning systems is based upon an assumed trans- 

mitter cost of $1. 00 per watt.    As we will see in the next section,  it is 

important to consider the cost of station operation on a prorated yearly basis. 

In order to do this, we have taken the efficiency dependent costs and arrived 

at a prorated cost per year.    In this case, ths station life is assumed to be 

20 years and interest rates at 5 percent per annum.    The yearly costs in 

this case are approximately*   x/20 + 0. 05x/2  « 0. 075x, where x is the cost 

of an item.    We have not included the investment costs of the variation in 

primary standby power required as a function of efficiency since it will be 

essentially 10% of the transmitter cost. 

*   The x/20 term is payment on principle,  the next term will depend upon 
the type of interest computation involved.    A straight line average approxi- 
mation to simple interest is 0. 05x/2.    A somewhat more precise relation 
for 20 payments is an average of 0. 05x/l. 905.    Since interest rates and 
station life can vary,  it is believed that 0. 075x is a good approximation 
to use in computing yearly investment type costs. 
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TABLE 3 

Transmitter, Ground System,  and Antenna Tuning System 
Costs - versus - Efficiency 

P trans. Cost of 

n Ground + Tuning watts Trans, .   + Ground + Tuning Cost/Year 

0. 1 3.6X104 io5 1. 36 XiO5 1. o xio4 

0.2 7.4 X104 5 XIO4 1. 2 XIO5 0. 9 XIO4 

0. 3 1. 2 xio5 3. 3 XIO4 1. 5 XIO5 1. 1 xio4 

0.4 i xio5 2. 5 XIO4 2. 3 XIO5 1. 7 X104 

0. 5 4.4 X10 
4 

2 XIO 4. 6 XIO5 3. 5 XIO4 

0.6 1.4 X10 1. 67 XIO4 1.4 XIO6 10. 5 XIO4 



*4$ 

Figure 5 shows the yearly cost of primary power as a function of 

^ antenna efficiency.    Also included in Figure 5 is the prorated investment 

cost for the other efficiency dependent parts of the transmitting system that 

include the ground system, transmitter, and tuning inductor.    The sum of 

these is indicated as the yearly costs that are a function of n.    It is impor- 

tant to note that if the cost of primary power is greater,  as may be the case 

in remote locations, the point of minimum yearly costs will shift to the right. 

Conversely,  if the power is cheaper,  the point of optimum efficiency will be 

lower.    In general,  it appears for the conditions assumed in this example, 

that an antenna system efficiency of 25 to 35 percent is a good design objective. 

It should be emphasized that this design objective will not be the same for all 

VLF transmitting facilities since the optimum efficiency will vary with: 

power radiating capabilities of the system,  frequency range employed,  station 

location and antenna configuration. 

In order to give some idea of the actual variation in total station 

JLp operating costs as a function of antenna system efficiency, the upper curve 

in Figure 3 has been shown, which is based on r\ independent costs of 8 X 10 

dollars, that includes all site costs and t] independent antenna costs.    This 

fixed cost,  when prorated in the same manner as was done for the efficiency 
5 

dependent costs,  is 6 X 10    dollars per year.    T^hen this is added to the yearly 

cost of the efficiency dependent functions,  one obtains the upper curve, which 

does not include any allowance for station personnel salaries. 
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6.    DETERMINATION OF YEARLY OPERATING COSTS - VS - ANTENNA 
SYSTEM EFFICIENCY 

The yearly cost of operating a transmitting station can be determined 

as the sum of all fixed costs, which can be expressed in a prorated yearly 

basis,  depending upon the life expectancy of the station and the current 

interest rate.    Added to this prorated investment cost must be operating costs 

that include primary power and station operating personnel salaries,  etc. 

Since this item of salaries is difficult to assess,  and not likely to be depend- 

ent upon transmitting system efficiency,  it has not been included. 

The point of optimum efficiency can readily be obtained by consider- 

ing only those prorated yearly costs that are a function of antenna system 

efficiency.    The primary power cost for the final amplifier is essentially the 

only variable that will be dependent upon antenna efficiency where the variable 

station operating costs are concerned.    Table 4 shows this cost,  based on the 

assumption that the power required from the tranrmitter is eOjual to P  /r\     , 
r     as 

where r\   ^ is the antenna system efficiency,  and the final amplifier efficiency 
as 

is T|       «0. 5.    It is also assumed that the station will be operating essentially 
pa 3 

full time; i. e. ,  Ä 8. 7 X 10    hours per year and thaf the cost of 60 cycle 

power is approximately 0. 03 dollars per kilowatt hour. 

TABLE 4 

Cost of Primary Power - versus - Efficiency 

Transmitter final Transmitter final 
r Primary Power, watts KWH/Year Primary Power,  Cost/Year 

0. 1 2 X105 1. 7 X10 5. 1 X10 

0.2 405 8. 7X105 2.6 X1C4 

0. 3 6. 6 X104 5.7X105 1. 7 X10*1 

0.4 5 X104 4.4 X105 i. 3 X104 

0. 5 4 X104 3. 5 X105 1. 05 X104 

0.6 3. 3 X104 2.9 X105 8. 7 X103 

21 



7.    CONCLUSIONS 

The results of the analysis for the particular VLF antenna considered 

show a very broad minimum in yearly costs located in the region between 20 

and 40% efficiency.    It should be emphasized that a number of approximations 

have of necessity been made in this analysis which,  although justifiable for 

planning purposes,   should not be employed when solving for the final design 

of a VLF transmitting facility.    When a final design optimization is carried 

out,  the exact properties of the soil on the site should be employed in the 

calculations and,  of course,  the detailed variations in electric and magnetic 

fields considered when arriving at ground system losses for a given arrange- 

ment of ground system wires. 

If an antenna is located In an area where real estate i± expensive and 

the total area employed for the ground screen system must be purchased, 

the optimum efficiency may be a few percent lower than given above.    As 

pointed out earlier,  the point of optimum efficiency is expected to vary with 

frequency as well as other factors that include primary power costs,  ground 

conductivity,  and radiating power level. 
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are three series of 0, 1 second triggers produced.    Each is phase locked to 

one of the thr*e signals selected for measurement 

At suitable intervals,  a counter counts clc ,; :ng pulses from an 'm' 

trigger to the next succeeding 'x' trigger,  and re?   * out the time interval, a 

second pulse counter counts clocking pulses from an 'in' trigger to the ne>t 

subsequent 'y' trigger. 

Each total count so obtained consists of a number of whole counts or 

100 clocking pulses each,  determined by the particular counts at which the 

1020:1 dividers happen to reset,  plus a fractional count (i. e.,  less than 100) 

equal to the principal part of the corresponding differences in phase of the 

'm' and 'x' or the 'm' and 'y1 signals. 

By resetting the counters arbitrarily to read the whole number of 

lanes,  included iv the total Omega phase angles,  the readout can be made 

to correspond to the total count.    When so set up,  it will track the whole 

count,  without losing count,  since the oscillators will track the signals 

through whole cycles of phase,  and the readout triggers are locked to the 

controlling oscillators. 

8. 7   Digital Omega Receiver 

There may be applications for Omega where it i > not feasible to 

have an operator manipulate receiver controls to reacquire signals in the 

event of a malfunction anywhere in the system causing the receiver to lose 

the signals.    Possible causes for loss of signal may be due to excessive 

noise,  a servicing changeover of a transmitter,   or an interruption of pri- 

mary power at some place in the system.    The Omega signal format has 

been designed to provide for completely automatic receiver operation,  in- 

cluding automatic acquisition of signals,   resolution of the lane ambiguity, 

and readout of the hyperbolic position data. 

At the present state-of-the-art,  the most practical approach to 

performing such a multiplicity of functions in a single unit appears to be 

\A through digital computer techniques.    A description of such a receiver in 
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complete detail is b2yond the scope of this report.    This section will be 

limited to an outline of such a computer type receiving equipment indicative 

of how the essential functions may be accomplished.   The elements of a 

special purpos > digital computer adapted to perform all of the operations 

required to obtain alignment of the multiplex function and an unambiguous 

indication of two or more lines of position,  without external aid except 

initial selection of the particular hyperbolic dc-ta to be displayed are 

described. 

A fully automatic receiver must perform foui basic types of functions. 

a. Alignment of the receiver commutating function with the signal 

multiplex sequence so as to identify the particular signals it is 

desired to measure. 

b. Determination of the signal relative phase at all frequencies 

incorporated in the signal format. 

c. Resolution of the lane ambiguity. 

d. Presentation cf the signal timing in a form suitable for further 

processing. 

8. 7. 1   Digits,: Phase Tracking Filter 

The ph.?se tracking and filtering functions essential to readout öf 

the signal phase will be described  first,  to illustrate how such functions can 

be accomplished in a digital system.    The receiver multiplex function must 

be aligned with the multiplex sequence of the incoming signals,   however, 

before the signal phase can be determined. 

Figure 8. 7-1A shows,  in rudimentary form,   a digital phase-tracking 

filter by which the phase of an r-f signal may be determined by digital tech- 

niques.    In principle,   the operation of this circuit is essentially identical to 

the familiar analog phas^ tracking filters utilizing servo adjusted phase 

shifters or voltage controlled oscillators and phase detectors to phase Lock 

a local reference to the average phase of an incoming signal.    Thus,  in the 

digital system,  a stable local reference wave of the same frequency as the 

incoming signals is generated and compared in phase with the incoming 

8-20 
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An example of data on the time of arrival of the 3. 4 kc difference 

frequency is shown in Figure 2. 4-5 «    This is an example of one-way transmission 

over a single path,    In this case*  probably because of the relatively short dis- 

tance,  there is an unusually well-rrarked diurnal variation in the average values. 

Since this total variation is nearly 50 microseconds,  or 1/2 period of 10.2 kc, 

it seems unlikely that satisfactory lane identification can be had without allowance 

for the expected diurnal changes« 

On the other hand,  the standard deviations shown at the bottom cf 

Figure 2.4-5 arc satisfyingly small in comparison with 50 microseconds,  indi- 

cating that 10. 2 kc lane identification can be made with good reliability if the 

diurnal variation be allowed for. 

Figure 2.4-6 is a mora realistic example of three-path data for the 

Forestport-Balboa pair observed at San Diego for the month of November,   1964. 

In this case,  the root-mean-square errors are somev hat larger than are to be 

expected for the operational Omega system (because the data were taken with the 

master-slave relationship that will no longer be used) and even so average less 

than 20 microseconds.    It should be noted that the 11 us standard deviation deduced 

for a single path is not greatly different than the values on Figure 2, 4-5,  and in- 

dicates that,  if taken signal-by-signal,   identification should usually be highly 

reliable.    An exception to this statement may be made for the sunrise period 

(near 1(T GMT in Figure 2.4-6) when the standard deviation appears high enough 

to limit the probability of successful lane identification to the 80-90% region. 

It can be shown on theoretical grounds that the further stages of lane 

identification we have proposed are progressively more reliable than the first. 

A few experiments have been made using very weakly modulated signals radiated 

from Hawaii and received in Cambridge,  Massachusetts.    An example of data 

at 212-1/2 cps,  for only 14 hours per day,  is given in Figure 2.4^7.    No great 

attention should be paid to the apparent diurnal variation.    In this case the re- 

quirement for successful identification of the next-higher frequency is that the 

standard deviation should be small compared with 440 us,  as it certainly is. 
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