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ABSTRACT 

The results of a study of time optimal rendezvous 

In three dimensions with bounds on the rocket thrust 

and the available propellant are described. The equa¬ 

tions of motion are linearized and Neustadt's method is 

used to solve the two-point boundary value problem in 

the seven-dimensional state space. Three convergence 

acceleration schemes are studied. Fletcher and Powell's 

modification of Davidon's method was superior to 

Powell's method and a modified method of steepest ascent. 

Examples of terminal rendezvous paths are presented and 

discussed in terms of the magnitudes of the bounds on 

thrust and fuel. The dependence of terminal errors or. 

initial measurement errors in position and velocity is 

also discussed. The range of initial values include 

position errors up to 25 miles and relative velocity 

errors of 200 ft/sec. The thrust accelerations of the 

rockets are on the order of 1 ft/sec2; the propellant 

bounds (ideal characteristic velocities) range between 

600 ft/sec and 250 ft/sec. 

This report has been reviewed and is approved. 
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Colonel, US4f 
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SECTION 1 

INTRODUCTION 

The teminal phase of orbital rendezvous has been 

studied by many investigators. These studies range in 

scope from analyses of coordinate systems and simplified 

dynamical equations to large scale computer simulations 

of proposed guidance schemes. Our work has been directed 

towards the solution of the linearized three-dimensional 

time optimal rendezvous problem with bounded thrust and 

limited fuel. The main objective of this study was the 

generation of optimal paths and control laws. Ihe 

computational scheme was also of interest as it represents 

one of the first applications of Neustadt1s synthesis 

method (1,2) to a high order system. The time optiital 

problem with bounded fuel is similar in many respects to 

the minimum fuel problem with time fixed; the system 

equations are the same and the Euler equations are closely 

related. Neustadt«s method is applicable to either 

problem. 

We will discuss the previous research very briefly; 

extensive reviews have already appeared in orbital flight 

handbooks. 

The type of guidance system used for terminal phase 
of rendezvous depends to a very large extent on the 

propulsion system of the maneuvering vehicle. Ihe early 

rendezvous studies by Sears and Felleman (3), Clohessy 
and Wiltshire (4), Wheelon (5) and Hord (6) provided an 

analytical basis for many subsequent investigations. 

Studies of impulsive guidance schemes based on orbital 

mechanics have been made by Eggleston (7), Stapleford (8) 
and Hornby (9) among others. The results of Reference 

(8) show that those guidance schemes which assume 
instantaneous velocity changes will have significant 

Manuscript released by the authors July 1964 for publi¬ 
cation as an RTD Technical Documentary Report. 
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errors unless the thrust acceleration Is relatively 

hlghj the burning times would then be sufficiently short 

to Justify the assumption of impulsive velocity changes. 

Rendezvous using continuously burning or throttleable 

rockets has been studied by Cicolani (10), Carney (11), 

and Passera (12). 

Fuel optimal and time optimal rendezvous maneuvers 

have been studied by Goldstein et al. (13), Kelley and 

Dunn (l4), Hinz (15), and McIntyre and Crocco (l6), but 

no synthesis procedures were developed and the thrust and 

fuel constraints wore applied separately. Simulations of 

pilot-controlled rendezvous have been carried out by 

Brissenden et al. (17) and Beasley (l8) among others. 

The sections to follow contain the formulation of 

the optimization problem, a description of Neustadt’s 

method, and a discussion of the results of the computa¬ 

tional study which includes a comparison of three methods 

for minimizing functions of several variables. 

The rendezvous maneuver is based on controlling the 

relative motion between two space vehicles. Let the non¬ 

maneuvering vehicle be used as the origin of a moving 

coordinate system. The gravitational terms in the equa¬ 

tions of relative motion can be linearized using the assump¬ 

tion that the relative distance between the two vehicles 

is small compared to their distances to the Earth's center. 

The result is a set of linear differential equations for 

the relative position and velocity; i.e., ?A1,Xj+^Blkuk 

where x is a six-dimensional vector describírig the 

state of the system (relative position and velocity) and 

u is a vector representing the rocket thrust accelera¬ 

tion. The matrices A and B describe the coupling 

between the different aegrees of freedom of the system 

and the control. The solution of a rendezvous prob¬ 

lem consists in finding an allowable control, u(t), 

which brings the maneuvering vehicle 
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into coincidence with the target with zero relative 

velocity. The problem as stated is a terminal control 

problem and is not an optimization problem. Specialization 
is achieved by putting constraints on the kinds of 

control actions which are permissible; e.g.# impulsive 

thrusts, continuous thrusts. Further specialization 

of the terminal control problem is obtained by stating the 
kind of guidance law to be employed, e.g., proportional 

(homing) navigation (19) or exponentially weighted 
proportional guidance (20). 

The problem of terminal control is changed to one 

of optimal control by asking for a path that satisfies 

not only the terminal conditions and the constraints 

on the control action but furthermore, gives an optimal 

value to a functional (usually time or fuel) taken 
along the path. 

From a design standpoint, the adjustable parameters 

are rocket thrust levels and fuel allotment; the duration 

of the flight to rendezvous or the maneuvering time is 

frequently a secondary consideration, as long as it does 
not become excessively large. From an operational 

standpoint, however, the maneuvering vehicle has to 

reach the target, and the thrust levels and fuel on 

board are fixed and act as constraints on the possible 

solutions. In an actual rendezvous, it is necessary 
to find a control law, compatible with the real 

thrust and fuel limitations, which brings the maneuvering 

vehicle to the target. The time optimal controller can 

obtain a nominal path consistent with the propulsive 
capabilities of the system. 

The time optimal rendezvous is formulated as a 

two-point boundary value problem in a straightforward 
way using the maximum principle. 

3 



The solution of this two-point boundary value prob¬ 

lem involves searching for the optimal initial conditions 

for the adjoint equation. Neustadt's iterative method 

for the time optimal control problem finds the optimal 

initial conditions for the adjoint but this method re¬ 

quires a program for maximizing a function of several 

variables. This is a difficult maximization because 

the maximum is quite flat and the location of the maxi¬ 

mum must be found precisely. Earlier studies (21) 

showed that Powell's convergence acceleration method 

worked well. In the present study, we compare Powell's 

method with a modified method of steepest ascent and 

also with a method described by Fletcher and Powell (22). 

The latter procedure was based on work done originally 

by Davidon (23). 

The optimal rendezvous paths for two different ini¬ 

tial conditions and for several values of thrust level 

and fuel allocation are presented along with a discus¬ 

sion of the sensitivity of terminal errors to initial 

errors in position and velocity estimation. 

4 



SECTION 2 

FORMULATION OF THE PROBLEM 

The problem under consideration is the terminal 

phase of a space rendezvous maneuver. The object of 

the study is to examine minimum-time paths subject to 

restrictions on the maximum thrust levels and bounds on 

the propellant available for maneuvering. The thrust 

acceleration levels are moderately low; on the order of 

1 ft/sec . The highest AV available in any example was 

600 ft/sec; the least AV was 250 ft/sec. The total 

propellant available in all cases was less than 5j6 of 

the total vehicle mass. The dynamic equations do not 

include the effect of the time varying total mass 

because the inclusion of this effect makes the problem 

much more difficult to solve. 

There is a duality between the minimum-time and 

minimum-fuel problems. The time-optimal and fuel- 

optimal rendezvous problems have both been studied 

before (13,14) in linearized form. The complete solu¬ 

tion of these two-point boundary problems was not ob¬ 

tained by the previous investigations. We solve the 

two-point boundary problems by the application of 

Neustadt's method for the time-optimal case with 

constraints on the thrust and on the fuel. The computa¬ 

tional techniques developed for the time-optimal case 

are applicable, with minor modifications, to the minimum- 

fuel problem. The three dimensional powered flight 

equations are linearized by assuming that the relative 

distance between the target and the maneuvering vehicle 

is small compared with the distance of target to the 

Earth's center. A uniformly rotating coordinate system 

is employed as shown in Figure 1(a). The rotating rec¬ 

tangular system with axes labeled xp x^, and x^ has 
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its origin at the nominal target radius and moves with 

the target's mean motion. The xl axis is in the 

orbital plane in the tangential direction, opposite to 

the direction of the rotation, the x3 axis is in the 

outward radial direction and the x^ axis is orthogonal 

to both the x1 and x^ axis. Figure 1(a) shows the x1 

x3 x5 trlhedr,°n located at the radius Ro. The trihedron 

XYZ is an earth centered non-rotating rectangular coor¬ 

dinate system used as a reference frame for the initial 

orbit. 

A target in a circular orbit at the nominal radius 

will be stationary if placed at the origin of the rot .- 

ting system. Target vehicles in orbits with eccentricity 

correspond to a rendezvous with an object moving with 

respect to the origin of the x^. x^ x^ system; i.e., there 

will be relative motion between the target and the origin 

of the coordinate system. This study was limited to 

circular target orbits although the method employed in 

solving the optimal control problem can handle moving 

targets. 

The derivation of the linearized equations is 

easily available in the literature* and will not be 

repeated here. It is important to note that the trans¬ 

formations leading to the linearized equations of rela¬ 

tive motion are not unique ( 14), The equations result¬ 

ing from the application of different transformations 

may be identical in form; however, the interpretation of 

the dependent variables and steering angles is different. 

We use the rectangular form in this study; it is clear 

that the synthesis method works in either case. 

#See, for example, References 13 or 14. 
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The linearized equations of motion are: 

*2 * Síüx^ + 
t 

(1) 

where the dot indicates d/dt and u1 = A(t) cos Q cos ¢, 

Ug * A(t) cos Q sin ¢, and * A(t) sin 0. Figure 1(b) 

illustrates the definition of the steering angles, 0 and 

¢. The thrust acceleration constraint is given by the 

equation + u| + u| • A2(t); 0 ¿ A(t) < Amax and the 

propellant constraint is given by the requirement that 

-£-/oA(t)dt lmp(0) where mp(0) is the initial propellant 

mass, mQ is the total vehicle mass which is assumed to be 

constant, and c is the rocket effective exhaust velocity. 

It will be convenient to make the fallowing trans¬ 

formations of variables. The time is rescaled in terms 

of the angular velocity. Let t' = art, and define 

(2) 

The equations are rewritten below in terms of the new 

variables. The prime denotes d/dt'. 

(3) 
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The equations of motion can be put into a more 

compact form by using the matrix notation y' * Ay + Bu 
where 

A = 

0 1 

0 0 

0 0 

0 -2 

0 0 

0 0 

0 

0 

0 

3 

0 

0 

0 

2 

1 

0 

0 

0 

0 

0 

0 

0 

0 -1 

0 

0 

0 

0 

1 

0 

and B 

0 0 

1 

0 

0 

0 

0 

0 

1 

0 

0 0 

0 

0 

0 

0 

0 

1 

The solution of these equations is given below in the 

well-known integral forms 

t ' 

Y(t')[y(0) + J Y^MbWuítMt], y(t') 

where 

dY 

dt' 
* AY, Y(0) = I 

Y(t% 2(cos t'-l) 

-2 sin t' 

0 

0 

y'V) 

4 sin t'-St' 6(t'-sin t') 2(1 -cos t') 0 

4 cos t'-3 6(1- cos t') 2 sin t' 0 

-3 cos t'+ 4 sin t ' 0 

3 sin t' cos t' 0 

0 0 cos t 

0 0 -sin t 

1 -4 sin t,+3t’ 6(sin t'-t') 2(l-cos t') 0 

0 4 cos t'-3 6(1- cost') -2 sin t' 0 

2(cos t'-l) -3 cos t'+4 - sin t' 0 

2 sin t' -3 sin t' cos t' 0 

0 0 o 

0 0 0 

0 

0 

0 

0 

sin t i 
cos t'J 

0 

0 

0 

0 

cos t' -sin t 

sint' cost' 

The function z(t ,tj) to be used in Neustadt*s 

method (l) is now defined: 

(4) 

(5) 

(6) 
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z(t'tT\) = -J Y”1(t)b(t)u(t, T))dT (7) 

where u(t,t^) is the control obtained by maximizing the 

hamiltonian. The individual components of zit’,^) ares 

z1(t',n)..y'[(3t - 4 sin t)^ + 2(1 - cos T)u2JdT 

0 

z2(t’,T)) *-J'^4(cos T - 3)u1 - (2 sin T)u2JdT 

o 

t! 

,h) = »y'^2(cos t - l)ul - (sin x)u2jdT 

o 

z4(t',T|) = »y' ^(2 sin t)u1 + (cos x)u2JdT 

o 

z^(t ', tj) s «y1 ^( - sin x)u^Jdx 

o 

tr 
z6(t',,)a-y I (cos x)u3Jdx 

(8) 

The significance of this function will be made clear 

later on. It is introduced at this point simply to 

show its dependence on Y“^(t'). 

Now, introduce adjoint variables V'ii i K 1...6, 

satisfying the differential equations if/' = - at^. 
The solution of these equations is: 

where 1^(0) = -t^. 

10 



Let 

a * 21^ - ity, ß = 2r)2 + 7 = 3ti2 + 2^ 

a = 2a> b = 2ß, c = 

These expressions are substituted into the expanded 

equations to give the following relations between the 

components of ^ and tj: 

V'1(t ' ) = -T)1 

^2(t') * a sin t' - b cos t’ - ct ' + 7 

V'-aft') = -3a sin t ' + 3ß cos t' + 2ct * - 27 

• (9) 
^4 (t ) = ß sin t' + a cos t ' - 2^^^ 

^5(t') sin t' - ti5 cos t' 

= T)^ Sin t' - cos t' 

A new variable, y^, is introduced now to account for 

the fuel constraint. The variable satisfies the 

differential equation 

dy„ dm ( 

dt^ * dt^ * ^ yj(^) =8 ^(0) *œûV (10) 

where Xy(0) * -c In(-° ^* AV, is the propellant 

mass flow, c is the rocket effective exhaust velocity, 

and mo is the total vehicle mass. The adjoint variable 

Vrj corresponding to y7 satisfies the equation (d^/dt') 

= 0. The initial condition ^(0) is called -t)7 and 

is an additional unspecified parameter. We also define 

an additional comnonent to zit^rj), namely, 

t‘ 

z7(t',T)) . -j A(t,ti)<Jt (11) 

0 

which is related to the other components of z(t',T)) in 

an obvious way. The thrust acceleration dependence on 

q will be obtained from the maximum principle. 

11 



^To find the optimal control we form the hamiltonian 

H from the adjoint variables and the state 

velocity vector and then maximize H with respect to 

u subject to all constraints on u. The thrust accel- 

The Gen¬ eration is bounded so ^uÿ + u| + u^ £ Amax 

straint on the available propellant may also be written 

as an inequality, i.e. 

// U1 + u2 + u3 dt Ie 
.!e 
m 
o 

AV x7(0) 

where mp is the total available propellant mass and 

mQ is the total mass at the initial time. The hamil¬ 

tonian to be maximized can be separated into two parts; 

one part depends on the control and the other part is 

independent of the control. The hamiltonian for the 

time optimal problem is (24): 

H I Vi/J + Vs+ Vit + V6 - V(t,) + 1 
i-1 
J-l 

o 

H ‘ I *iAijy: 
i«l 
J-l 

(12) 

+ A(t*)^2 cos 0 cos ^ + 008 0 8ln 8ln Ô-^7J+1 

To find the optimal steering angles, we maximize 

the hamiltonian with respect to 0 and ¢: 

12 



ÒH 
Ò0 V'g cos 0 sin 0 + cos 0 cos tfjAít ') = O 

*=£ tan 0 = V4/02 

=■» sin i = ^4/^2 + ¢4 
(13) 

==í> COS 0 « ^ ^4 

r T 

~ 02 sin 0 cos ¢-0^ sin 0 sin 0 + 0g eos ©jAÍt')« O 

* [“ ^2 + ^4 sln 6 + ^6 008 &] = 0 

=$> tan 0 - fç/{% + (14) 

=> COS 

sin e = ¢5/^2 +^4+^6 

/2 2 / f2 2 3 
0 « VV2 + 04 / /02 t 04 + 0g 

The optimal burning program A^t’) is found by 

maximizing the hamiitonian with respect to A(t'): 

6 y__ 

H =I Vl/j + + *4 + «I - 1>7] 
1 = 1 

J=1 

0, , fAmax!when + «4 + *6 ' > 0 
A (t ) = i /-- 

1 V- /2 2 2 
0 jwhen V02 + 04 + 06 - 0? < 0 

The optimal control components u°, u2, u?, are 
mJ 

(15) 

13 
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given below in terms of the adjoint variables 

ul = A°(t,)^2/r 

u2 * A°(t ' )^/r (26) 

* A°(t')^g/r 

where r = ^ + ^4 + 

Note that ^ is always £ 0 because -¾ « 0 ^ * 

constant * - hy and dt ^ 

^T° 
^ 1 0 (see Ref. 2I) 

Define a function f as follows. 

f = r - fj 

The function f is used in the program as part of the 

procedure for obtaining the times when the control goes 

on and off the boundary; i.e., find all times such that 

? = r - if/y = 0 

The condition above yields transcendental equations. 

The zeros of derivatives of these functions cannot be 

determined analytically and a special numerical test 

was developed to find them. 
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SECTION 3 
•■■■■■■■■■■■■■■■■■■■i 

THE COMPUTATION OP OPTIMAL CONTROLS 

A. Neustadt's Method. Algorithms for synthesizing 

minimum time and minimum effort controllers for linear 

systems have been developed by Neustadt ( 1 , 2 ). 

These algorithms provide convergent iterative procedures 

for solving the two-point boundary problems associated 

with the optimization problems. The computational 

difficulties associated with two-point boundary 

problems are well known. The purpose of this section 

is to discuss the computational aspects of Neustadt's 

method applied to the rendezvous problem. 

A complete account of the mathematical details 

of the method is available in the literature. We 

will present a summary of the development with the 

stress placed on geometrical interpretations. The 

general idea will be illustrated using a time optimal 

controller as an example. Suppose we are given the 

linear system: 

X * A(t)x + B(t)u (17) 

where x is an n-vector 

u is an r-vector 

A and B are n x n and n x r matrices 
respectively. 

The control u is to be a piecewise continuous func¬ 

tion of time and is also restricted to a compact 

convex set of allowed functions, U. The initial 

conditions xi(0) are prescribed and the desired 

terminal state is also specified. 

The objective of the control is to transfer 

the system state to the origin in the least time. 

15 



The conditions under which this problem has a solution 

have been discussed at length elsewhere (24,25). We 

assume that these conditions are satisfied. The hamil- 

tonian for a general performance index, L(min / L dt), is 

H = I *i[ Z Vj + Z Bllculc] + *oL (18) 
i=l J k 

In the time optimal problem, L = 1 and a i. The form of the 

control is available directly from the maximum principle, 

i • e., 
n r 

max H = max) V (19) 
ueU ueuA M 1 1K K 

1=1 K=1 

The control is given in terms of the adjoint varia¬ 

bles ^(t). The adjoint variables satisfy the differ¬ 

ential equations 

V'i(t) = ' • ^(°) = -,ii (so) 

Controls satisfying the maximum principle depend on rj and 

are denoted as u(t,tj). The problem is to find the initial 

conditions on the adjoint so that the system goes from 

the initial state to the final state when the control 

u°(t,Ti), (derived from the maximum principle), is applied. 

The solution of the system (17) can be written as 

X(t) = X(t)|x(0) + /X"1(t)B(t) u(T)dT] (21) 

o 

where X(t) is the fundamental matrix solution of (17). 

Let the target, x(T), be the origin. The set C(t)(t ¿ 0), 

defined as the set of all points swept out by the vectors 

t 

x(t) = - y' X^ÍTjBÍTjuÍTjdT 

0 

16 



for a given positive t and for all admissible u, is 

called the reachable set with respect to the origin. 

This set comprises all points from which the origin can 

be reached within time t. The boundary of C(t) for 

each t is an optimal isochrone. The conditions that U 

be compact and convex insure that C(t) will be closed, 

bounded and convex. Furthermore, if t < t' then C(t) 

is contained in C(t'). It is shown in Refs, (l) and (2) 

that the normal to the support plane or tangent plane at 

a point of the boundary of C(t) is the vector r\t i.e. 

the initial condition for the adjoint. The function 

t 

o 

for any t\ ^ 0 and t > 0 is a mapping of vectors tj 

into vectors z(t,T|). This function generates the 

boundary of C(t) for a given t > 0. 

The method of solution will first be described, 

then explained further, then Justified. The iterative 

search for the optimal r\ begins by guessing the slope 

of the support plane at x(0), i.e., guessing a start¬ 

ing value for r, (call it t]1). In all of our computa¬ 

tional studies, we use a unit vector parallel to x(0) 

as a starting value for t\. The function z^t]1) is 

generated as a function of t and the integration is 

stopped at the time when 

fit,!)1) 5 T)1 . [zit.T)1) - x(0) J = 0 
This time is called F(t)1), i.e. 

It is shown in Reference 1 that f(t,T]) i8 a monotonie 
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«I 

increasing function of time. It starts with a negative 

value r\ • (-x(O) ) and must vanish because f (t, n) 3s continuous 

and monotonie Increasing in t. The vector - x(0) 

is recorded and provides the direction for the correc¬ 

tions to The rule is to take 

n1+1 
k^ztFÍT)1),')1] - x{0)| 

llztFh1), n1] - x(o)|| 

where || || denotes the Euclidean norm and k is a 

parameter used to adjust the step size. The goal of 

these iterations is to find the tj* that maximizes 

F(tï*). This vector, t]°, causes the boundary conditions 

to be satirflod when u°(t,T]0) is applied *j th2 system 

(17). The iterations are based on the idea of steepest 

ascent, and the gradient of FÎT)1) with respect to t) 

can be shown to be the vector {zÜFÍti*),^] - x(0)}. 

The key to understanding the significance of the 

various steps involved in this method can be found in 

the theory of convex sets. There are three steps in 

the preceding development that are essential. Let the 

trial value of be rç*. Construct the path z(t,T)*) 

as a function of t and find the point where this path 

crosses the trial support plane through x(0) with 

normal tj* as shown in Figure 2(a). The scalar product 

T1 * [zit,!^) - x(0)] is a monotonie increasing function 

of time. It starts from a negative value tj* . (-x(O)) 

and vanishes when z(t,T)*) crosses the hyperplane through 

x(0) with normal tj1. The location of this point on the 

hyperplane is also shown in Figure 2(a). This t)1 is 

the optimal tj for the point ztFiii1),^1], so tj1 is 

the normal to the boundary CtF^1)] at the point 

z[F(t)*),ti*] . The time F(t]*) is less than the optimal 
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Roth of Zos 
function of t for 
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Boundary of CCFtyD 

t-zCF(i?‘),V3 
i^[zCF^i),i^l-x(o)} «0 

(a) Path Visualization 

Boundary of CCF(ij)3 

(b)Normal Projection 

Figure 2. Geometrical Aspects of Neustadt‘a Method 

19 



time T° because CÍFfii1)] is contained in C(T°). 

The Justification for these assertions is based on 

the convexity of C(t). Observe that x(0) lies in 

the boundary of the set C(T°). The convexity of 

CtFfîl1)] assures us that • zEfÍt)1),^1] > tj1 • y 

for all vectors y, y / ztPh1)^1] in CfFiii1)]. 

This is easy to see by looking at the projection of 

z[F(tj^)#^^] onto tne normal to the hyperplane as shown 

in Figure 2(b). But t)1 . x(O) = t)1 . ztFin1),^1] by 

definition of F(t)1). Therefore x(0) is not in 

CÍFÍt]1)] but lies outside it and T° > F^1), unless 

* x(O); in that case FÍti1) = T°. This 

means that F(tj) is maximized when z[F(tï),ti] = x(0). 

Neustadt has shown, in the references cited, that • * 
VFirj1) is the error vector z[F(t)^),tj^] - x(0), and 

the iteration rule for steepest ascent follows directly 

from this. The two-point boundary value problem has been 

transformed into the problem of locating the maximum 

value of a function of several variables. It is important 

to note that it is the location of the maximum value of 

F(t|) which determines the optimal control. The maximum 

value itself is not used in the solution of the two- 

point boundary value problem. 

Earlier studies (21,26) on the synthesis of optimal 

controls by Neustadt*s method showed that the problem of 

finding the vector t)°, which maximized F(tj), could be 

difficult. In these studies of third order systems, 

Powell's convergence acceleration method was successful 

in bringing the terminal conditions into the desired 

values. 

Some research into the computational aspects of 

this problem was carried out as part of the rendezvous 

studies. We hoped to find a computational scheme that 
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would be easier to program than Powell's method and 

would be at least as good in bringing in the boundary 

conditions. The main problem is simply that F(t|) is 

a very flat function of r). The value of the optimal 

time is easily obtained but the end conditions are 

frequently in error by large amounts. 

In the rendezvous studies, we tried the following 
methods: 

1) Powell's Method 

2) Modified Steepest Ascent—special logic for 

testing steps (see Refs. 21, 26, and 

Appendices II—VII) 

3) Fletcher-Powell modification of Davidon's 

variable metric method 

Brief descriptions of these methods are contained in 

the Appendices. For more detailed descriptions of 

Powell's, Fletcher-Powell's, or Davidon's method, the 

original papers (27,22,23) should be consulted. 

A set of figures to illustrate the relative conver¬ 

gence rates for these three maximization methods has 

been prepared. The gradient of the function being maxi¬ 

mized is available at each stage of the computation, 

making it possible to do the job without a numerical 

partial differentiation. The function itself is so 

flat that its use is very undesirable in any of the com¬ 

putation, except perhaps for some very simple logical 

tests. The optimal step, in all of the methods tested, 

is computed using a criterion based on an orthogonality 

property of the gradient (28). 

Figure 3 shows the sequence of steps in convergence 

of F(tj) to T and IIz[f(t]),tj] - x(0)|| to zero using 

Powell's method. Each point plotted corresponds to an 

21 



optimum step; the abscissa, N, corresponds to total 

number of steps. The quantity ||z[F(q),q] - x(0)|| 

is the length of the gradient vector in the nondimen- 

sionalized y-system. The optimal time is established 

by the hundredth step but ||z[F(tO,t)] - x(0)|| is not 

satisfactory until the last step. The optimal time is 

an important quantity, but the really significant items 

are the errors in the boundary conditions in the physical 

space. The decision to stop the computation is made on 

the basis of the physical boundary conditions and not 

on the ||z[F(q),T)] - x(0)|| errors. Figure 4 shows the 

terminal error sequence for the relative range R(T) 

and relative speed |v(T)|. These are the terminal 

errors which would result from application of optimal 

control u(t,Ti*) evaluated at T * F(t)1). There is a 

"bouncing" character to these graphs; the major reduc¬ 

tion in error occurs at the last few steps in a cycle. 

Thirty-seven optimum steps are taken, requiring 154 

separate calculations of zit,^). 

The modified method of steepest ascent was applied 

to this example with reasonable success. The convergence 

of the sequences of F(t]) to T° and ||z[F(t)),t)] - 

x(0)|| to Z2ro is shown in Figure 5. The optimal time 

is established quite soon but the boundary conditions 

shown in Figure 6 are not satisfied until l67 steps are 

made. The trend of the convergence of terminal condi¬ 

tions to the desired values is exponential at approxi¬ 

mately 70 steps per order of magnitude reduction. There 

is a big reduction in error at the last step shown. The 

errors in the boundary conditions were acceptable at 

this point and the program automatically stopped. The 

number of steps, 167, is comparable to the 154 required 

by Powell’s method. 
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The results of the Fletcher-Powell version of 

Davldon's variable metric method applied to this 

example are shown in Figures 7 and 8. This Is the most 

rapidly convergent scheme that we have tried so far. 

The errors in the boundary conditions are reduced by 

three order of magnitude in 13 optimum steos requiring 

64 evaluations of z(t,T)). Figure 9 shows an unaccel¬ 

erated steepest ascent maximization using optimal steps 

(see Ref. 21). 

« 
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SECTION 4 

RENDEZVOUS STUDIES 

Rendezvous paths have been generated for two sets 

of initial conditions. The thrust level and fuel alloca- 

tions were used as parameters. The first example Is 

typical of a class of nearly planar problems. The Ini¬ 

tial position Is Xj .-100,000 ft., X = 50,000 ft., 

*5 " 25*000 ft-* and the Initial velocity components are 
*2 « 200 ft ./sec,, Xji . 50 ft./see., Xg =-20 ft./sec. 

The motion out of the target orbital plane Is small} the 

projection of the thrust vector In the x. - x, plane 

lies In the general direction of the line of sight. 

Figure 10 shows the superposition of graphs of the 

relevant trajectory variables for several values of thrust. 

The bound on the fuel Is fixed at AV . 350 ft./sec. As 

the upper bound on the .hrust acceleration Is raised, 

there Is a gradual transition from a continuous burning 

program to a program with a single coast period. The 

opt1ms1 time Is Increased from 10 min. to some point 

beyond 16 min. as the thrust acceleration Is reduced 

from 1.0 ft./sec. to .25 ft./sec.2. The steering pro- 

grams change slightly. 

A set of trajectories with varying thrust levels 

with the bound on fuel fixed by AV = 400 ft./sec. is 

shown In Figure 11. There Is a considerable amount of 

Information contained In these figures. The steering 

angle, e. Is always small and has a switching type char¬ 

acteristic. An examination of the Xg - x, phase portrait 

shows a motion resembling that of a two-dimensional switch¬ 

ing system with fuel constraint. In this Instance, the 

coupling between the xx - Xj motions and the x, 

motion Is not very strong. The fluctuations In cos 8 

are small and the interaction between the steering 
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laws, for motion In the target orbital plane and motion 

normal to the target orbital plane. Is weak. Figure 12 

shows the - x^ plane and the projection of the 

thrust vector onto this plane. The thrust vector Is 

nearly orthogonal to the line of sight In the beginning 

and swings around opposite to the velocity vector during 

the final braking maneuver. 

Examination of the steering laws for the other 

thrust levels suggests the use of simplified guidance 

laws based on the ideas of homing systems as described 

in the references cited earlier. The optimal controller 

does have the advantage of predicting whether a rendez¬ 

vous is possible with a given amount of fuel. In cases 

of marginal fuel supply, a homing system may exhaust the 

fuel before the rendezvous is completed. A closed-loop 

optimal system might also do this. 

The possibility of allowing the system to run open- 

loop for considerable periods of time, as well as the 

actual utility of the optimal controller in any circum¬ 

stance, depends on the sensitivity of the end conditions 

to errors in initial estimates of position and velocity. 

Sets of partial derivatives have been obtained for some 

of the trajectories selected as examples. Table 1 shows 

the matrix of partíais for the case A » .5 ft/sec2, 

x^(0) = 600 ft/sec. Errors in the measurements of 

initial velocity have a large effect on the terminal 

errors. This effect depends strongly on the nature of 

the burning program. 
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TABLE 1 

J 
1 

2 

3 

4 

5 

6 

7 

MATRIX OF PARTIAL DERIVATIVES 

i 1 2 3 4 5 6 7 

-.95 -.0001 

-360.96 .3807 

-.58 -.0022 

-610.20 -I.5034 

0. .0001 

I7.I9 .0321 

0 0 

.03 .0012 

593-01 1.8042 

-2.O5 -.0039 

-670.36 -.8906 

.02 -.0004 

0 -.1379 

0 0 

-.03 .0004 0 

34.38 .1022 0 

.06 .OOO3 0 

8.59 -.0486 0 

-.68 .0008 0 

-653-17 -.6724 0 

0 0 0 

These partial derivatives represent the effect 

of applying the incorrect control, based on estimate? 

of the system state vector, to the vehicle located 

at the nominal initial point. The propagation of 

actual initial velocity and position errors for a 

given control law can be calculated easily from the 

fundamental matrix solution. The coefficients given 

here involve the change in the optimal control with 

change in initial state vector; a somewhat more 

difficult calculation. 

The second example is typical of a class of abort 

maneuvers and provides a more interesting class of 

trajectories than the first example. The maneuvering 

vehicle is initially moving away from the target; it 

becom3s necessary to return to the target vehicle as 

soon as possible. 

The initial conditions are x1=x0=xir= 60,000 ft . 
/ 1 0 5 

x2=x^=Xg= 100 ft/sec . 

The variety of optimal paths found, for the 

thrust levels and fuel allocations studied 
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range from continuous burning programs with no coast 

periods to triple burn, two coast period programs. 

Some of these multiple coast arcs have very short 

burn times, giving rise to near impulsive thrust transfers. 

Figui. 13 shows the x1 - projections of 

the motions. The thrust level is fixed at 1 ft/sec2 

and the fuel allocation is reduced from AV = 6OO to 

AV = 25O ft/sec. The optimal time varies from 17 

min. for the case AV = 6OO ft/sec. to 55 min. for 

the case AV = 300 ft/sec. and 67 min. for AV = 250 

ft/sec. As the fuel allocation is reduced the 

excursions in x1 increase to a maximum of 195,000 ft. 

The out-of-plane motions are depicted in an x^ - x^ 

plot in Figure 14 . Figure 15 shows the 

propellant time histories Xy(t) . The steering 

angles 0 and 0 are given in Figures 16 and 17 

The motion and optimal steering program for these 

maneuvers are clearly three dimensional in nature. 

In the absence of the tidal forces the time-optimal 

policy for these initial conditions would be to 

thrust directly back at the target along the velocity 

vector, coast if necessary, and then apply braking 

thrust. An inspection of the trajectories and the 

steering angles shows that this field-free analysis 

is very far from the time-optimal program. The 

out-of-plane correction is initially small, i - 20° j 

the initial in-plane corrections are nearly perpendicular 

to the velocity and line of sight vectors. The out- 

of-plane errors are reduced during the coasting 

phase as are the planar errors. The final braking 

maneuver divides the thrust between the in-plane and 

out-of-plane components, i.e., 0 « 40° . The three 

bum case is different. The intermediate pulse is 

directed mainly in the x^ direction and sharply 
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reduces the out-of-plane velocity at a time when the 

out-of-plane error Is small. The final pulse is mainly 

in the plane, as shown in Figure 16. 

The error sensitivities for typical trajectories 

of this class have also been obtained. Tables 2, 3 

and 4 show the matrices of partial derivatives for 

the initial condition x1 = x^ = x^ = 60,000 ft. , 

x2 = x4 = x6 = 100 fAiax = 1,0 ft/sec2 and 
for AV = 600, 450 and 250 ft/sec., respectively. 

TABLE 2 

MEASUREMENT ERROR SENSITIVITY COEFFICIENTS |ôxi(T) | 

L^xJT^7j 
^max = ft/sec2 AV = 600 ft/sec 

TABLE 3 

MEASUREMENT ERROR SENSITIVITY COEFFICIENTS |ôxi(T) | 

L3xJTff7J 
Amax= 1 *0 ft/sec2 AV = 450 ft/sec 
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TABLE 4 

The sensitivity to initial velocity measurement 

errors is very large, especially in the case of the 

triple burn path. 

The effect of reducing the thrust level can be 

seen by comparing Tables 5 and 6 with Tables 2 and 

3. 

TABLE 5 

MEASUREMENT ERROR SENSITIVITY COEFFICIENTS 

Uxj(OjJ 
Amax = ft/sec AV = 6OO ft/sec 
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TABLE 6 

The reduction in thrust acceleration level causes 

a general Increase In the sensitivity to measurement 

errors. We see that a low thrust acceleration system 

coes not necessarily result in a system with low 

sensitivity to errors. 

A collision between the rendezvous vehicle and the 

target vehicle can occur if the initial planar errors 

, Q v _ y _ y = y, = 0 . If no control 
are zero, i.e., xi - x2 - x3 *4 
is applied there will be a collision at the line of 

nodes of the two orbits. The equations for the out-of-pa.ane 

motion in this particular case are simply 

+ = A (t) u^ 

The time optimal control for this system with a fuel 

constraint is of the bang-off-bang type. The possibility 

of collision in the optimally controlled case depends 

on the initial conditions; specifically the2valUx6°2 

the integral of the uncontrolled motion, x^ + (—) . 

For large values of this quantity there is no way to 

manipulate the control, u^, to avoid a collision. 
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The difficulty is easily corrected by using u^ 

and u2, i.e., ¢, to change the relative planar 

motions. Automatic terminal rendezvous systems, what¬ 

ever the basis of the control and guidance designs, 

should provide for the situation described above. It 

seems unlikely that the two orbits would be established 

so perfectly that the relative local planar motions 

would coincidej but the possibility of this happening 

is there. 

The relationships between rendezvous time, thrust 

acceleration level, and fuel are shown in Figure 18. 

For a given amount of fuel the time decreases as the 

thrust increases. The time decreases as the fuel 

increases keeping the thrust acceleration fixed. 

Neither result is very surprising. The sensitivities 

to initial velocity errors discussed previously generally 

increase in magnitude as the time increases. The tabu¬ 

lated results show that this is not true for all cases 

studied. 

The three burn cases(3OO and 250 in Figures 14, 15, 

16, and IT) are nearly three inpulse transfers and are 

extremely sensitive to initial velocity errors. 

» 
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SECTION 5 

SUMMARY AND CONCLUSIONS 

We have studied a linearized three-dimensional 

time optimal rendezvous with bounds on the thrust and 

on the fuel. The problem is formulated using the 

maximum principle to find the relations between the 

adjoint variables and the optimal steering laws and 

burning program. The solution of the two-point bound¬ 

ary value problem is obtained by applying Neustadt's 

method. This method requires the maximum value of a 

function of several variables to be found. The location 

of the maximum point must be found precisely if the 

boundary conditions are to be satisfied accurately. 

In the rendezvous studies, three methods for 

maximizing functions were tried. These are: 

(1) Powell's method 

(2) Modified Steepect Ascent 

(3) Fletcher-Powell modification of Davidon's 
method 

The Fletcher-Powell-Davidon method gave the best 

results in terms of the number of steps required for 

convergence to the desired values of tne terminal 

conditions. These results show that it is possible 

to obtain the optimal control law and corresponding 

solutions to the two-point boundary problem in a 

reasonable number of iterations. The next task is to 

find ways to use these solutions to control a rendezvous 

maneuver. 

The use of time optimal control in a closed feed¬ 

back loop with an inequality constraint on the fuel 

can lead to trouble if there is any noise in the 

measurement of the state variables. Filtering the 

measurements will reduce the problem but will not 
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overcome it. The main difficulty is the possibility of 

errors in burning program, e.g., spurious pulses being 

applied during a coast phase. The fuel remaining after 

the termination of a burning period may be just suffi¬ 

cient to complete the rendezvous, so that a spurious 

pulse may put the rendezvous out of reach or make a 

collision inevitable. If the nominal path uses up all 

the fuel allocated, there is no margin for errors. If 

the braking pulse is inadequate, the vehicles collide. 

Pulses cannot be prohibited a priori because certain 

optimal trajectories do call for short duration pulses 

as part of the control program. One proposal is to 

hold back some of the fuel and use it later for correc¬ 

tions. The optimal controller can still run closed-loop, 

but the propellant allocated for the maneuver is adjusted 

to fit the situation. 

One plan is to use the optimal path as a nominal 

trajectory and steer about this using a conventional 

controller. The simplest scheme is to let the system 

run open-loop until a final correction is made. If the 

nominal paths can be generated rapidly on board, it 

should be possible for a pilot to allocate fuel (less 

than the total available), find the time-optimal path, 

and repeat the calculation using fuel as a parameter 

until he finds a fuel-time combination that he likes. 

This has an advantage over the dual formulation of pick¬ 

ing a time and minimizing fuel. The minimum fuel corres¬ 

ponding to an arbitrary choice of rendezvous time may 

exceed the fuel available, so that the computation 

will have to be repeated with an increased time; this 

can be avoided by making the initial choice of time 

very large. If the rendezvous problem has a solution 
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at all, then the time-optimal controller finds one on 

the first choice of fuel, i.e., fuel allocated = fuel 

available. 

A combination of the two schemes is appealing. 

The dual problems are so similar computationally that 

the same computer could handle either with minor 

modifications to the main program. The optimal 

time, T° , can be found by using the fuel available 

as a constraint. A nominal path can be selected 

using the minimum fuel program with a time t > T° . 
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APPENDIX I 

ACCELERATED CONVERGENCE TECHNIQUES FOR FINDING 

MAXIMA AND MINIMA OF FUNCTIONS OF SEVERAL VARIABLES 

1 - Powell^ Method 

Powell's method is a recursive procedure for 

finding local extrema of multivariate functions. It is 

an extension of the accelerated-gradient method (27,28) 

and will always converge to the extremum of any unimodal 

function. In order to understand Powell's method, it is 

necessary to understand the philosophy of a recursive 

procedure. The difference between a recursive procedure 

and an iterative one is basically the difference between 

starting at the top and working down and starting at the 

bottom and working up. For example, if f(n) = n Í, 

then f(n) can be written recursively, f(n) = nf(n-l), 

or iteratively 

n 

f(n) = H m 
m=l 

A flow diagram of a recursive procedure to compute n î 

would resemble that in Figure 19. 

Powell's method in much the same way uses the loca¬ 

tion of the extremum in a constrained (n-l)-dimensional 

space to locate the extremum in an n-dimensional space. 

Since the extremum in a one-dimensional space can be 

located by any number of methods (e.g., the method of 

false position to locate the zero of the derivative of 

the function), then the extremum can be located in an 

arbitrary n-dimensional space. The series of steps 

used to locate a maximum in n-dimensional space using 

Powell's method are: 
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1. Start with an n-variable problem and an initial 

point (A). 

2. Compute the gradient at A. 

3. Step in the direction of the gradient until the 

local maximum (B) in that direction is located 

(a single variable problem in terms of distance 

along a line through A, parallel to the gradi¬ 

ent) . 

4. In the (n-l)-dimensional hyperplane (P), perpen¬ 

dicular to the gradient(or to the line AB) at 

B, locate the local maximum (C) of the function 

(an (n-l)-variable problem). 

5. If step four can be done, locate the local 

maximum (D) on the line AC (another single¬ 

variable problem). 

6. If step four cannot be done, consider the (n-l)- 

dimensional local maximization as a new problem 

and repeat steps two to four with A1 now the 

point B for a solution to step four (an (n-l)- 

variable problem). 

7. etc. 

It is clear that eventually the hyperplane in step four 

will reduce to a one-dimensional line and the one-variable 

problem can be solved as mentioned above. The point 

D(=C) for the one-dimensional problem is then used in 

the two-dimensional problem to find D there. This 

point D is in turn used in the three-dimensional prob¬ 

lem and so on until the point D is found in the (n-2)- 

dimensional hyperplane. This is used as the maximum in 

the (n-l)-dimensional hyperplane of step four. 

If the function is a quadratic form, then point D 

can be shown to be the location of the maximum of the 

function. If the function is unimodal, then point D 
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can be shown to be an improvement over point A, the 

improvement being greater as point A approaches the 

extremum point, where a quadratic form is usually a 

good approximation to the function. If the function is 

multimodal, the steps above have to be modified so that 

the closest maximum is always selected. 

If the function in question is a quadratic form in 

two variables, f(xpx2), then Powell's method will 

operate as shown in Figure 20. The contours of equal 

functional value are concentric ellipses with center at 

the extremum. It is easy to show that the line connect¬ 

ing the two points, where a pair of parallel hyperplanes 

(lines in the two-variable case) are tangent to two 

equal function contours (two ellipses in the two-variable 

case) for the quadratic form, passes through the extremum 

values of the variables. If the function in question 

Is a quadratic form in three variables, fU^x^x^, 

then the real recursive nature of Powell's method can 

be shown as in Figure 21. The unprimed letters refer 

to the original n(3)-dimensional problem, the primed 

letters to the (n-l)(2)-dimensional problem in the 

hyperplane P through B, perpendicular to the gradi¬ 

ent of the function at A, and the double-primed letter« 

to the one-dimensional problem, the last step down in 

the recursive process. The contours of equal functional 

value are now concentric ellipsoids. The two-dimensional 

"cut-out" shows how the maximum in the two-dimensional 

plane, perpendicular to the gradient, is found. 

The problem of computing gradients in constrained 

hyperplanes has not been discussed because it is quite 

complex and is adequately treated in (28). The problem 

of finding the maximum along a line (steps 2 and 4) is 
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essentially the same as that of determining the extremum 

in one-dimensional space and is also treated in (28). 

It is worthwhile to note that the derivative of the 

function along a line at a point Ç is given by the 

dot-product of the "direction" of the line and the 

gradient at point Ç. Then step three above could have 

been written as "... until the point (B) is reached, 

where the derivative of the function with respect to 

distance traveled is zero ..." or "... until the point 

(B) is reached, where the gradient of the function is 

perpendicular to tne gradient of the function at the 

point A..." . 
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2 - Fletcher-Powell-Davldon Method 

The geometrical Interpretation of Davidon's 

variable metric method will be sketched briefly here. 

A complete description can be found in the original 

papers referenced earlier. The method is an iterative 

gradient technique. It consists in calculating the 

gradient of f(x) for successive values of the n-vector 

X and attempting to find the places where Vf = 0 , and 

^2f 
3x“òx II ls P°sltive definite. If the function being 

minimized is quadratic, then || is a matrix of 

constants. If this matrix (the Hessian) is known then 

the minimum point can be found in one step 

02f 
áx^òx Vf (x) 

For a general function the Hessian is not a 

constant but is a function of position. Furthermore 

the Hessian is often not known explicitly and can be 

obtained only by calculation. 

In Davidon's method the inverse of the Hessian 

is not computed directly but successive approximations 

are made. A positive definite symmetric matrix H is 

chosen initially and is modified at each step according 

to a prescribed rule. That is, instead of stepping in 

the direction opposite the gradient at all times (as 

in the steepest descent method) the direction of the 

step is modified so that the step at the ith stage 

is taken in the direction H^.Vf^1) . The unit matrix 

is a satisfactory first choice for H . The sequence 

of operations at the ith stage is listed below. The 

superscript indicates the stage of the iterations. 
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1. Find the optimum step in the direction 

- H'1 ' Vffx1) 

2. Evaluate f(x1+1) and Vf(x1+1) 

3. Set y1 = Vf(x1+1) - Vf(x1) 

4. Modify H : Hi+1 = H1 + A1 + B1 

The matrices A and are obtained by 

calculation according to these definitions 

A1 = o^t-H1 Vffx1)]ffi) a^t-H1 Vfix1)! 

t-a1 H1 7f(x1)] . y1 

The symbol a ® b means that a linear operator D 

is formed from vectors a and b ; the matrix elements'1 

of this operator are: D, 

i 
ij = ai bj 

a is a positive constant corresponding to the 

length of the optimal step at the ith stage. 

Fletcher and Powell show that the process is 

stable and that the minimum of a quadratic form in n 

variables is obtained in n iterations. 
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APPENDIX II 

COMPUTER PROGRAM FOR FINDING THE EXTREMUM 

OF A MULTIVARIATE FUNCTION 

The following sections (A--F) will enable the reader 

to use the program developed for this contract to solve 

the problem of finding the extremum of a multivariate 

function. Although the subroutines were used in a 

specific application, they were written in a sufficient¬ 

ly general way so that any individual could use them for 

his own application. FORTRAN II source program IBM cards 

are available from either ARAP or WPAFB. 

The theory behind the various methods is discussed 

at some length in Reference (28) except for the Fletcher- 

Powell method, the theory of which is discussed in Refer¬ 

ence (22). A set of operational notes describing the 

program inputs and outputs (but not internal operation) 

is available at ARAP for two versions of the whole rendez¬ 

vous program used in the simulation study. These programs 

were designed for a specific purpose and, unless a possi¬ 

ble user has the same purpose in mind, the programs will 

probably be unusable. One version injects random addi¬ 

tive measurement noise and attempts to compensate by 

feedback, and the other computes partial derivatives of 

the terminal state with respect to trajectory. FORTRAN II 

source program IBM cards are available from WPAFB. 
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A. Explanation of Subroutines 

1. This section attempts to explain the workings 

and usage of a set of subroutines for the problem of 

finding the extremum of a multivariate function. The 

various additional subroutines that are necessary are 

listed and the manner of linking these to the available 

ones is explained. The various inputs that must be 

provided are listed and explained in some detail. Due 

to the peculiarities of each machine installation and 

to the particular application in mind, there are some 

changes that may need to be made in the given subroutines, 

but these are minor and associated only with the output 

of the various quantities. All necessary modifications 

are noted and explained. 

SEARCH — This is the main subroutine of the package 

and is the one which is called upon to seek the extrema. 

The function of this subroutine is to execute all major 

initialization, to perform the necessary recursion, and 

to find the gradient in the hyperplane given either the 

directional derivatives or the actual gradient at a 

point. Since the program is capable of being used both 

for problems in which directional derivatives can be 

determined directly and for problems in which the 

gradient must always be found, SEARCH provides the logic 

for differentiating between these and performing the 

necessary computation for each. 

0PSTEP — The function of this subroutine is to 

determine a sequence of steps in a direction given by 

SEARCH such that the sequence converges to the optimum 

step. An optimum step is defined as that step in the 

given direction such that the gradient is perpendicular 

to the given direction at the end of the step. 
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MKSTEP — The function of this subroutine is to 

actually make a step along a given direction, check to 

see whether the step was acceptable (i.e., did not 

overstep any imposed boundaries), check to see whether 

the step was "optimum" to the desired tolerance, check 

to see whether the maximum number of permissible steps 

has been exceeded and execute all desired printing. 

WP — The function of this subroutine is to 

compute the dot product of two given vectors. 

N0RM — The function of this subroutine is to 

compute the norm of a given vector as well as the 

normalized version of the vector. 

MV0VMP — The function of this subroutine is to 

compute the product oí a matrix times a vector or a 

vector times a matrix as called for and output the 

resultant vector. 

B. Additional Necessary Subroutines 

(MAIN) — (The name may be anything and in fact 

this may be the main program). The function of this 

program is to do the necessary inputing and to call 

SEARCH. 

GRAD — The function of this subroutine is to 

compute the gradient or directional derivatives as 

called for by SEARCH and MKSTEP. 

PAGECK (This may be Just a dummy subroutine). 

The function of this subroutine Is to provide ejecting 

to a fresh page when necessary and desired page heading. 

PRNTSP — The function of this subroutine is to 

print any additional variables desired beyond those 

printed by MKSTEP. Printing occurs following printing 

by MKSTEP. 
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C. Points of Interest to the User 

1. The one parameter of SEARCH, N0KFL indicates 

the success of the convergence: 

N#KFL = 1 - Convergence successful 

= 2 - Convergence unsuccessful in specified 
number of cycles 

- 3 - Somebody goofed 

a. The first guess is not acceptable. 
b. A guess is acceptable to GRAD and 

the same guess is not acceptable 
on a later call. 

* 4,5,etc. May be used by GRAD to terminate 
convergence and indicate reasons. 

2. If an appropriate PAGECK is provided and some 

printing is desired, the first printing will take place 

on a fresh page and page ejection and heading will be 

provided on subsequent pages. 

3. NPRTFL offers numerous forms of printing. 

The thousands digit keys the printing at the end of 

each step, the hundreds at the end of each optimum 

stto, the tens at the end of each cycle, and the units 

at the end of the convergence (terminated by success or 

by too many cycles). The highest order digit greater 

than 0 controls the MKSTEP printing. If, for example, 

the hundreds digit is 1 or greater and the thousands 

digit is 0, then printing will occur after every optimum 

step. Use of digits greater than 1 will be explained 

in the section on the construction of GRAD. 

4. There are two basic modes of operation and 

five auxiliary modes controlled by the input P40DE. If 

rç0DE is odd (1,3í5>7í9)í then the SEARCH package presumes 

that GRAD will calculate directional derivatives directly. 

If M0DE is even (2,4,6,8,10), then the SEARCH package 
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presumes that GRAD always computes the gradient. If 

M0DE = 1,2 Normal Powell's method 

= “ Powell's method without optimum 
steps during dimension reduction 
part of cycle. 

= 5»6 - Just optimum steps 

= 7,8 - Just standard steps with the require¬ 
ment that a good step be made and with 
provision for doubling the step-size 
for the next step whenever the direction 
al derivative at the end of a step is 
greater than 50$ of the derivative at 
the start of the step. (Same provision 
holds for MfÍDE = 3,h). 

= 9,10 - Fletcher-Powell-Davidon 

(N.B. Use of all five modes of operation on one repre¬ 

sentative seven-dimensional problem revealed that modes 

1j2, 7,8, or 9,10 were practical with the first two 

modes requiring almost the same number of steps and 

9,10 almost half. For M0DE 1 or 7, M0DE 1 would 

have required less computation.) 

5. The SEARCH package is presently written so that 

GRAD must check to see whether convergence has been 

accomplished and to inform the SEARCH package. In addi¬ 

tion, GRAD must inform the SEARCH package whenever a 

’'point'' lies outside any of the imposed boundaries. 

6. WP may be used by any other subroutine. The 

arguments are VI, V2, VIV2, N respectively. VI is one 

of the 10-dimensional vectors, V2 the other, V1V2 the 

dot product result, and N the actual number of dimensions. 

7. N0RM may be used by any other subroutine. The 

arguments are V, VN, VL, N respectively. V is the 10- 

dimensional input vector, VN the resultant normalized 

version of V, VL the norm of V, and N the actual number 

of dimensions. 
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8. MV0VMP may be used by any other subroutine. 

The arguments are AM, VI, V2, NR, NC, NC0DE respectively. 

AM is the 10 X 10 matrix, VI the vector multiplying AM 

or multiplied by AM, V2 the resultant vector, NR the 

actual number of rows in AM, NC the actual number of 

columns in AM, and NC0DE indicating whether matrix- 

vector or vector-matrix multiplication is desired. If 

NC0DE=1, matrix-vector multiplication is performed and, 

if NC0DE=2, vector-matrix multiplication is performed. 

9. During the dimension reduction part of a Powell 

cycle, if M0DE is odd, SEARCH forms an orthogonal matrix 

along whose columns GRAD determines directional deriva¬ 

tives. SEARCH (via MV0VMP) then multiplies the vector 

of directional derivatives by the transpose of the 

orthogonal matrix to obtain the actual gradient in the 

hyperplane. If M0DE is even, SEARCH computes the 

gradient in the hyperplane by subtracting from the 

actual gradient the components of the actual gradient 

that lie along the previous higher-dimensional hyper¬ 

plane gradients. 

10. One of the inputs to the SEARCH package is 

STEPMN. If, during the process of trying to take a 

step such that the final product is at least positive, 

the ratio of the difference of two successive steps to 

the length of the position vector is less than STEPMN, 

then one of the following takes placei If the Fletcher- 

Powell mode Is being used, it is restarted--if the 

desired step is still less than STEPMN, the special 

section below takes over; if the dimensional reduction 

section of a Powell's cycle is underway, it is stopped 

and dimensional increase started; if dimensional increase 

is underway, it is continued; if the dimensional reduc¬ 

tion has Just started (the step is taking place in the 
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full dimensional space), then the special section of 

SEARCH takes over. The special section examines the 

present gradient and starts stepping each of the compo¬ 

nents of the position vector starting with the one 

corresponding to the largest component of the present 

gradient. This process continues until a successful 

step is made along one of the components. At this 

point the normal procedure is applied. If no success¬ 

ful step can be made, the convergence process stops 

with N0KFL=3. 

11. The optimum step subroutine, 0PSTEP, is 

completely different from that described in Referenct; 

28 . In particular, the initial guess for the optimum 

step size is chosen by means of a complex rule (except 

for Fletcher-Powell when the last optimum step is used). 

The step-size, STEP, is first set to the maximum of the 

previous optimum step-size (arbitrarily .05 to start) 

and STEPMN times the norm of the position vector. SMX 

is then set equal to the maximum of STEP and 10# of the 

norm and SMN to the minimum of the two quantities. 

STEP is then computed such that 

SMX • 2~a = SMN • 4a 

The logic behind this computation is somewhat abstruse 

and may become clearer through an explanation of the 

workings of 0PSTEP. 

In computing the optimum step, two separate sections 

of 0PSTEP are usually encountered. The first section 

contains the programming necessary to accommodate a 

positive dot product of the gradient and direction 

vector. As long as the dot product remains positive, 

computation remains in the first section. In this 



section the next guess for STEP is nated by linearly 

extrapolating the previous two points to find STEP such 

that the dot product would be zero. If this linear 

extrapolation results in a negative step-size or in a 

step-size greater than FACMX (an input usually set 

equal to 4) times the previous step, FACMX times the 

previous step is chosen as the next guess. 

Once the dot product goes negative, the computa¬ 

tion enters the second section of 0PSTEP and remains 

there. In this section the present guess is always 

bracketed by two previous guesses--one for a smaller 

step-size (with a positive dot product), one for a 

larger (with a negative dot product). Both the inter¬ 

polated and extrapolated guesses are computed. If both 

lie in the interval in which the actual solution is 

known to lie, and the difference between them is less 

than 25# of that interval, quadratic interpolation is 

used. If this is not the case, then, if quadratic 

interpolation yields a guess which is no further from 

the center point of that interval than 25# of the inter¬ 

val, then the quadratic interpolation guess is again 

used. Otherwise the center point of that interval is 

chosen. 

12. MKSTEP is the subroutine which actually 

checks to see whether the optimum step has been found. 

The criterion for an acceptable optimum step is that 

the dot-product for that step be positive and less 

than ANGMN, the maximum of ANGAMN (an input depending 

on the problem) and GFAO (an Input usually set equal 

to .01) times the dot product at the start of the step 

(i.e., for a step-size of zero). If any step is not 

acceptable to GRAD, then STEP Is set equal to the average 

of STEP and the previous acceptable step (initially zero). 
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If the ratio of the difference between the present 

unacceptable step and the previous acceptable step to 

the norm of the present position vector ever falls 

below STEPMN, the most recent step which resulted in a 

positive dot product is accepted, regardless of the 

size of the dot product. The same procedure is fol¬ 

lowed whenever the number of guesses for an optimum 

step ever exceeds NSTPMX (an input usually set equal 

to 15). if, however, no previous acceptable step 

resulted in a positive dot product, then the present 

step-size is continually halved until either an accept¬ 

able step with a positive dot product has been found or 

until the ratio of the step-size to the norm of the 

position vector falls below STEPMN. In the latter case, 

STEP is set equal to zero and the search for an accept¬ 

able step is terminated. In addition, SEARCH is notified 

of this difficulty so that it may take special steps, if 

needed (see 10). 

IB. The quantities normally printed by MKSTEP 

when called for are the following: 

NCYC - The number of complete Powell’s cycles 
that have been completed (for ^0DE=5,6.7, 
8*9,10, NCYC is the number of (optimum) 
steps that have been completed). 

ND - The number of dimensions of the present 
hyperplane while dimensional reduction is 
underway and lowest number reached while 
dimensional increase is underway. 

NU - Equals zero during dimensional reduction 
and equals the number of dimensions of 
the present hyperplane during dimensional 
increase. 

NSTEP - The number of step:; that have been made in 
the present search for an acceptable 
(optimum) step. 

NSTEPL - The maximum number of steps that have 
ever been required to find an acceptable 
(optimum) step during the present call of 
SEARCH. For reasons explained in (12) this 
number may exceed NSTPMX. 
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STEPI - The step-size at the start of the oresent 
step, 

STEP - The step-size at the end of the present 
step (will only be different from STEPI 
if a boundary is encountered or if NSÎPMX 
has been exceeded). 

ANO - The dot product at the end of the present 
step, 

ANOMN - The required tolerance for the present 
optimum step (see 12). 

DDO - The dot product at the start of the 
present (optimum) step (i.e., for a step- 
size equal to zero), 

SONG - To find the actual direction vector for 
stepping, the components of DC below should 
be multiplied by this (remember that for 
minimization,steps are taken along the 
negative of the direction vector). 

ETA(I) - The components of the present position 
vector, 

DD(l) - The directional derivative(s), If M0DE 
is odd, on)y ene number is printed which 
has the same magnitude £.s ANO. If M0DE 
is even, these numbers lepresent the 
present gradient as given by ORAD. 

DC(I) - The direction cosines of the vector being 
stepped along (see 30N0 above). The forma¬ 
tion of these is explained in Ref. 28. 

Following the above four lines of output will be any 

additional output desired by the user and executed in 

PRNTSP. 

D. Instructions on the Preparation of the Additional 

Subroutines 

1. Common Storage - In order to shorten the calls 

to various subroutines in the SEARCH package, most of 

the variables that are shared are stored in common. 

For any subroutine that Is not involved in the SEARCH 

process the two statements 

DIMENSION WWWW (279) 
WWWWW 
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will allow additional variables to b© stored in common 

without interfering with the SEARCH package. 

2. (MAIN) - This program must input (or compute) 

the 95 items needed by the SEARCH package, namely* 

FMTSCH(36) 

t 

FMTPSP(36) - 

NSCHPL 

NFS PL 

Í0DE 

NDIM 

NPRTFL 

NCYCMX 

i ' 'Hl 

NSTPMX 

FMXMN 

FACMX 

OFAC 

If PAOECK is written as intended, this 
array should contain the format corre¬ 
sponding to the heading used for print¬ 
out of the SEARCH variables described 
in Section IV, 13. It may be read in 
using the format (3(12A6/)) and should 
resemble a F0RMAT statement except 
that the word FORMAT is omitted, i.e., 
the format begins with a left parenthe- 
sir. 

If PAOECK is writtan as intended, this 
array should contain the format corre¬ 
sponding to the heading used for the 
printout of any additional information 
in FRNTSP. Otherwise it is the same 
as FMT3CH above. 

The number of lines printed by MKSTEP 
(unless MKSTEP is changed, this should 
be 5). 

The number of lines printed by FRNTSP. 

Explained above. 

The number of dimensions involved (the 
number of componente in the oosltion 
vector). 

Partially explained above and partially 
explained below in (3). 

The maximum permissible number of 
Powell cycles (for M0DE«5,6,9,1O, the 
number of optimum steps; for Í#DE«7,8, 
the number of "good" steps). 

The maximum permissible number of 
step® (or guesses) to find the optimum 
(or "good") step. 

1.0 "'or maximizing a function. 
-1.0 for minimizing a function. 

Explained above. 

Explained above. 

iBwIp*' i»¡-¡ 
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- If, during dimensional reduction with 
ND < NDIM, the norm of the gradient 
projected onto the hyperplane ever 
falls below RADMN, dimensional reduc¬ 
tion is stopped aftd dimensional 
increase starts, 

- The minimum criterion for an optimum 
step (see IV, 12 above), 

- Explained above. 

- The initial guess for the position 
vector. If this is not acceptable to 
ORAD, searching immediately terminates 
with N0KFL-3. 

The ''main" program uust also call SEARCH using the state¬ 

ment CALL SEARCH (N0KFL). The values of Nj^KFL returned 

have been explained above. When SEARCH returns to the 

calling program the final position vector is given in 

double-preciaion by ETA(I) in common. In addition, 

DD(I) is the array of directional derivatives and NCYC 

holds the number of cycles completed, 

3. ORAD - This program must actually compute 

either the gradient or specified directional derivatives 

as well as the function, if desired. The pertinent 

Inputs to this program in common are! 

NPRTFL - The thousands digit of this number may 
be used to key various types of print¬ 
ing* If, for instance, a trajectory 
must be computed in order to find the 
gradient, then if the thousands digit 
is 0 or 1, no printing takes place in 
ORADf If It Is 2, printing occurs only 
at a few specified points and, if it 
1» 3, printing occurs at every point. 
There may be as many as nine different 
options including no printing and 
these in turn may vary depending on 
whether an optimum step has Just been 
completed or a cycle, or convergence 
achieved, Returning to the example, 
the input to SEARCH may be 1023 for 

RADMN 

ANGAMN 

STEPMN 

ETAO(IO) 
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NPRTFL. In this case, the normal 
SEARCH printing would take place at 
the end of every step and ORAD would 
see NPRTFL as 1023. At the end of a 
Powell cycle, MKSTEP would call ORAD 
once more with the same position 
vector and NPRTFL temporarily set 
equal to 2300. When convergence had 
been achieved or NCYC had exceeded 
NCYCMX, MKSTEP would call ORAD once 
more with the same position vector 
and NPRTFL temporarily set equal to 
3000, This special printing at the 
end of a cycle and at the end of the 
convergence process would occur before 
the natural MKSTEP printout. 

ETA(10) - The double-precision position vector. 
For many problems, the most signifi¬ 
cant part of each word is sufficient, 
but for those problems where it is 
not, the double-precision makes a 
big difference. 

The GRAD heading should read something like SUBROUTINE 

GRAD (NDD, NFINFL, DDM, NACCFL, NOKFL). HDD and DDM are 

meaningful only in case i#Dr is odd (but DDM must always 

be dimensioned as DDM(lO,10)). In this case NDD Is the 

number of directional derivatives desired by the calling 

subroutine in the SEARCH package and the columns of DDM 

contain the direction cosines of the directions wanted, 

in other words if NDD*2, then two directional deriva- 

t ves are called for and the NDIM direction-cosines of 

the first are in the first column and of the second in the 

second column of DDM. NFINFL, LACCFL, and M0KFL, are all 

output quantities of GRAD, specificallyt 

NFINFL 

NACCFL 

1 If convergence not complete. 
2 if convergence criteria satisfied. 

1 if present position vector accept¬ 
able. 
2 if present position vector unaccept 
able (e.ff., outside some imposed 
boundary). 
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N0&FL - 1 if convergence is to proceed natural¬ 
ly, 4 and up if convergence is to foe 
immediately terminated. This value of 
N#kFL is communicated back to the 
"main” program. 

Provided that NACCFU1, HjfcPUl, the array DD(I) in 

common should contain either the NDD directional deriva¬ 

tives in order or the NDIM components of the gradient 

depending upon whether is odd or even respectively. 

4. PRNTSP - whenever this is called, it is called 

by MKSTEP with the statement CALL PRNTSP (DD,2) or with 

CALL PRNTSP (DD,3). The latter call occurs only when a 

Powell cycle has been completed, convergence achieved, 

or NCYC > NCYCMX, and when sense switch 6 on the 7090 

console has been depressed. Hence this call might cause 

PRNTSP to print out some information on-line in case the 

u*er is present at the 7090 and interested in such out¬ 

put. The CALL PRNTSP (DD,2) occurs whenever MKSTEP 

prints and Just following such printout (depending on 

NPRTFL). Except that DD (or whatever dummy variable is 

used in PRNTSP) must be dimensioned DD(10) and that there 

must be two parameters, PRNTSP may be anything the user 
I «, * ! : --1' '■ r ¡I |)i * 1 

desires. In one case, PRNTSP was used to pript the end 

point of a trajectory involved and in other Just to 

print the function. 

5. PAQECK - This routine may be a dummy Just to 

satisfy FUTRAN or it may be programmed as intended-- 

to provide page headings on every new page. There are 

two types of calls of PAQECK in the SEARCH package, 

neither of them actually occuring unless NPRTFL > 0. 

The first call is CALL PAQECK (FMTSCH, FMTP3P, 0, 2) 

and was intended to start a fresh page each time SEARCH 

was called. The second call is CALL PAQECK (PUTSCH, 

FMTPSP, NSCHPL + NPSPL, 1) and it was intended that 



PAOECK check to see whether NSCHPL + NPSPL lines could 
fit on the present page and if not, to eject to the next 
page and provide page headings. The PAOECK routine which 
is used at ARAP and which might provide an example calls 
a subroutine CHRON that might not be locally available. 
The function of CHRON is to interrogate the on-line timer 
and to yield two six Hollerith (alphanumeric) 
character words containing the date and time. PAOECK 
may be used, as is the A RAP version, to number pages 
successively, to provide page ejection with heading 
and to provide for initializing the page counter. The 
one feature of PAOECK that is mandatory is that it 
properly dimension the first two parameters as 36 word 
floating point arrays. 

E. Possible Changes in SEARCH Package 

The only changes that should ever be required in 
the SEARCH package are those in MKSl^P to provide an 
acceptable output format for ETA and DD. The statement 
numbered 1002 now provides the format for ETA, DD, and 
DC except that if any component of ETA falls below .001 
or exceeds 100., then IOO3 is used to print ETA. These 
two numbers are set by the first two executable state¬ 
ments of MKSTEP as ETMIN and ETMAX, respectively. 

In general the WRITE 0UTPUT TAPE statements will 
have to be changed in MKSTEP to conform with a specific 
installation so that the tape called for (3 in the present 
version) is the correct one. 

F. Afterthoughts 

1. When M0DE is even, SEARCH provides one accuracy 
check. If, during dimensional reduction, the dot product 
of the gradient projected on the hyperplane with the 
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gradient is ever ¿0, then dimaneional reduction stops 
and dimensional increase starts. The dot product should 
never actually be negative, but if there are a large 
number of dimensions, it is possible that sufficient 
loss of accuracy may occur so that it is in fact 
computed to be negative. 

2. If there are no special criteria that have to 
be satisfied for over-all convergence, a useful one is 
that the norm of the gradient should fall below some 
experimentally determined number. In general, RADMN 
should alio be set equal to this number and hence can 
be considered ae an additional input to GRAD in common. 
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