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Summary

The results obtained from a basic research program conducted by the
United Aircraft Research Laboratories during the period from June 1, 1964, through
May 31, 1965, under Contract IA-31-124-ARO-D-221 to investigate the basic contami-
nant reactions in re-entry wakes are summarized herein. Three different experi-
mental laboratory investigations were conducted to determine the effect of the
presence of impurities which exist in re-entry wakes in the form of alkali metals
and their compounds on the electron number density and effective collision fre-
quency.

In the first experimental investigation, electron cyclotron resonance

techniques were used to measure the equilibrium electron number density and effec-
tive electron collision frequency in sodium hydroxide vapor over the energy range

from 0.09 to 0.226 eV. The equilibrium number densities detected in these experi-
mental investigations indicate that by using the JANAF thermochemical data, an
electron concentration is predicted which is an order of magnitude higher than the
present experimental results at 12000 K and a factor of 5 higher at 14660 K for so-
dium hydroxide pressures of 1 to 10 mm. The effective cross section determined
from these measurements, which shows a strong velocity dependence, is approximately
l0 cm- 1 mm-1.

In the second investigation, a modified Ramsauer beam experiment was used
to determine the total collision cross section of sodium ions with several of the
atmospheric constituents, such as oxygen, nitrogen, and nitric oxide, over the en-
ergy range of 1.08 to 10.35 eV. The cross section for these interactions ranges

from 65 cm- 1 mm-1 at energies of 10 eV to approximately 310 cm- 1 mm-1 at energies
of 1.08 eV. The energy dependence of the cross sections indicates that no chemi-
cal reactions occur between sodium ions and the various atmospheric species at
these energies.

In the third investigation, a crossed-beam double modulation technique,
in which an electron beam was interacted with a molecular beam of sodium hydroxide,
was used to study negative ion production by electron impact. Over the electron

energy range of 0.05 eV to 10 eV, negative currents were detected which could be
directly attributable to the interaction of the two beams. The magnitude of the

cross section for the interaction exhibits a maximum of 3 x l0-16 em2 at an en-
ergy slightly less than 2 eV. Further investigations are required to definitively

determine the species formed by the interaction.

1
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ELECTRON°MOLECUTZE COLLISION FREQUENCY MEASUREMENTS

Introduction

The electrical transport properties of re-entry wakes which influence
the effective radar cross section are determined by the magnitude of the electron
densilty and the electron collision frequency for momentum transfer. A knowledge
of these two parameters is fundamental to an understanding of the physics and
chemistry of such flows and reactions. Of particular interest are the transport
properties of the alkali metals and many of their compounds because alkali metal
impurities in re-entry wakes can cause significant increases in the electron con-
centration.

The most versatile and accurate methods for the determination of very
low-energy electron collision cross sections and low electron concentrations are
microwave techniques. Of these, the electron-cyclotron resonance microwave tech-
nique (Refs. 1, 2, 3) is the most sensitive. With this technique, independent
measurements can be made of electron density and collision frequency. The col-
lision frequency is determined from measurements of the line width of the micro-
wave cyclotron resonance absorption spectrum, and the electron density is deter-
mined from measurements of the absolute magnitude of the absorption together with
the total area of the absorption curve.

B3cause of the extremely high sensitivity that can be achieved with the
electron-cyclotron resonance technique. the properties of plasmas with low degrees
of ionization can be investigated. For the case of the alkali metals and several
of their compounds, sufficient ionization can be produced solely by thermal oven
heating of the vapor of these materials, due to their low ionization potential,
to produce detectable signal levels. Because a true equilibrium plasma can be
generated by simple oven heating of the vapor under study, it is insured that in
complex systems, such as sodium hydroxide, various species are not preferentially
produced over those that would be present under conditions of true thermodynamic
equilibrium.

The purpose of the present investigation was to experimentally determine
the electron number density and the effective collision frequency existing in a
thermally generated sodium hydroxide plasma over the temperature range of 10000 to
1500 0 K. These measurements were to be made using cyclotron resonance techniques
similar to those previously employed to measure the collision frequency of elec-
trons in cesium vapor over the energy range of 0.05 eV to 1.0 eV.4 One of the
results generated by this experiment&! investigation was that the electron con-
centration was lower by a factor of 10 at a temperature of 12000 K and lower by a
factor of about 5 at a temperature of 14660 K compared to that predicted by ther-
modynamic calculations based upon the JANAF thermochemical data. Measurements

2



D-920252-6

indicated that less than 105 electrons cm" 3 are generated at 12000 C in this vapor
even with pressures between I and 10 mm, but between i07 to 108 electrons are
generated around 1466°K for the same pressures. It was also determined that the
collision frequencies measured indicate a rather low cross section, approximately
2.5 x 10-16 cm2 , for momentum transfer collisions in the superheated mixture.
Also the measured difference between the dc and ac collision frequencies indicates
a rather strong velocity dependence on this cross section.

Theory of Microwave Power Absorption in a Plasma Under
Cyclotron Resonance Conditions

When the cyclotron frequency of the electron is equal to the frequency
of an applied microwave electric field, the collective motion of a group of elec-
trons is in phase with their acceleration due to the applied microwave electric
field, and they are able to absorb an appreciable amount of the rf power. The
shape of such a cyclotron absorption curve as a function of frequency in a fixed
magnetic field is related to the electron heavy-particle collision frequency, and
the total power absorbed integrated over all frequencies is directly related to
the electron density. The area of the integrated power absorption spectrum is
independent of the velocity dependence of the collision frequency so that the
electron density can be icadily measured independent of the species involved.

A good electrical analogy of a plasma in a dc magnetic field is a sim-
ple electrical inductance and capacitance (L-C) tank circuit. If there is no
resistance in this tank circuit, the frequency response for power absorption is
monochromatic. The inclusion of resistance in the tank circuit lowers the Q of
the circuit and broadens the spectral line width. The magnitude of the line
width can be directly related to the magnitude of the resistance in the tank
circuit. Electron collisions play the same role as the resistance in the tank
circuit. They represent a viscous damping force on the motion of the electrons
and contribute to the real part of the complex electrical conductivity.

The equation describing the electron current flow through a plasma
under the combined influence of electric and magnetic fields may be derived
on the basis of the physical model for a plasma originally developed by Lorentz.5 6

In this approach it is assumed that collisions are instrumental in setting up a
nearly spherically symmetric velocity distribution of electrons and that small
deviations from spherical symmetry are described accurately enough by the second
term in the spherical harmonic expansion of the velocity distribution function.
Upon substitution of this first order expansion into the Boltzmann equation, two
coupled equations containing the terms of the expansion result. If it is assumed
that a long wavelength electromagnetic wave is propagating through the plasma in

3
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the "x" direction, that the ac electric field associated with the wave is along
the "y" direction, and that an applied dc magnetic field points along the "z"
direction, the relationship between terms of this expansion and the equation for
particle current result in the following expression relating electron current

4• density to electric field

n~fee 2  A__ _ _ ___ _ _ ?
4rrw _______ VM v+ jW 2 f 3

f- -- -- 1 (V(v)+ W1 +.'w I+ (v(v)+jw)2 + W -v

where

r, m - electron mass
e - electronic charge

v - electron velocity
ne - electron number density
5 - current density
E - electric field intensity

fo 0 - isotropic part (first term in spherical harmonic expansion) of the veloc-
ity distribution function normalized to unity

Li (v)- elastic electron-atom collision frequency for momentum transfer
- radian frequency of electromagnetic wave

wb - electron-cyclotron frequency = eBz/m (where Bz is the dc magnetic flux
density)

A ,,-unit vectors in the x, y, and z directions

In this derivation it has been assumed that the ac magnetic fields are negligible
in comparison with the applied dc magnetic field, that the plasma is homogeneous,
that the collision friction force exerted on ele:trons is due to elastic momentum

t..ansfer encounters with neutral particles, and that electron-electron encounters

have no direct influence on the momentum of the electron gas. The form of the
"electric field use& in the derivation of Eq. 1 is given by

-E = jEy(zy)e (2)

where

t - time
R - phase constant of the electromagnetic wave

The average electromagnetic power absorbed by the plasma is given by

Pobs :- I/2Ref ! ! JdV (3)
f4
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Pabs - power absorbed
YY - complex conjugate of electric field intensity

V - volume occupied by plasma

Re - "real part of"

Combining Eqs. 1, 2. and 3 results in the following expression for the absorbed
power

Pabs -3 f E2 (z y)n- .(v)rV(v) +wz , v3cvdV
3 f J .d Y e lv((2 + (W_ WOJ(Vý+(v.W + Wb) 2 1 a (4)

It will now be assumed that the plasma under consideration fills a por-
tion of a rectangular waveguide as in Fig. 1. In the absence of plasma the wave-
guide propagates the dominant transverse electric mode which is given by 7

"=IEOSIN ieikht ) (5)

where

E - maximum amplitude of the electric field intensity
a - waveguide width in "z" direction

If it is assumed that the plasma is so rare (fractional power absorbed per wave-
length - 1) that the electric field is unperturbed by the presence of the plasma,
then from Eqs. 2, 4, and 5 the power absorbed becomes

4Vv)[u2(v)+w2tw2] __Vdvd

Pabs f r E SIN 2 a V3dvdV
3 Y M Vr1 2 V + W W ' V v + w w ? v (6 )

In the analytical development leading up to Eq. 6, it was assumed that the plasma
was homogeneous. For the case of the rarefied plasma under consideration, gra-
dients may exist. However. because there are no significant plasma gradients in
the direction of the electric field and because of the tenuous nature of the
plasma, the plasma behaves as though it were homogeneous and a simple averaging
process can-be used to account for gradients in electron density. Therefore,
Eq. 6 becomes

Pabs:L29! r S-- v3 dvdzdxdy
S0 I 11P M + (w2 - wb)2] [,P2(v)+(w4+wb)l C) V(7

where the electron density has been assumed uniform in the "z" direction. Upon
integration Eq. 7 becomes
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Pobs =-MA Neo) [f.i~vv~p3 v~~~aoa v 8U0 V2(v) +(W-Wb) 0 v2(v) + (W+Wb) J

where resonant term nonresonant term

N - total number of electrons in the waveguide
e

It is apparent from Eq. 8 that near resonance (w- Wb) the resonant term will
be much larger than the nonresonant term when the square of the radian frequency
of the electric field is much larger than the square of the collision frequency,
i.e., (w 2 wb ý> Y2(v)). Therefore, near resonance the power absorbed becomes

7b (eE.) 2  f v(v)v 3 afp/av dvPob$ :0 V-N v (v)+•_bz (9)

The power absorption will exhibit resonance behavior whenever the cyclotron fre-

quency equals the microwave radian frequency. This condition can be achieved by

holding the applied microwave frequency constant and varying the applied magnetic

field; which was the method employed in this experiment.

The area under the absorption curve of Fig. 1 is given by

A ~~r _.~b dQrC~ 2 C (10)
6 .m Jf 'oV~v

where

A - area under absorption curve

Since S and v are independent, the order of integration is immaterial. Integra-
ting first with respect to 11 yields

vr (e Eo2 7r- fV3
A 6 m 0  Ne V3af0o d vdv (11)

Of significance is the fact that the velocity dependent collision frequency has
been canceled by the first integration. Integrating with respect to electron
velocity yields

2
A( E) N (12)

6
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Equation 12 points out the significant fact that the area under the absorption•
curve is, subject.to the assumptionj outlined previously, directly proportional

to the total number of electrons in the plasma-filled waveguide, independent of

the form of the velocity-dependent collision frequency or the form of the iso-
tropic part of the velocity distribution function. Since the electric field
strength and the volume of the plasma container are presumed to be kown, the
electron density can be determined from a measurement of the area under a single
absorption curve.

The average power incident on the plasma for the case of the dominant

TE01 mode propagation can be shown to be7

PI lI 7  W W2 E 2ot, k13)

where

Pinc - power incident
E o - permittivity of fr-!e space

"Fo - permeability of free space

- cutnff radian frequency (wc =I/@P/fo
b - waveguide dimension in "y" direction

The fractional power absorbed is now defined

PINC -PUT Po bs

PINC PINC

where

Pout - power incident on plasma reduced by the power absczbed

Integrating this expression over Q as in Eq. 10 results in the following combina-
tion of Eqs. 12 and 13

fP.,. df 2. 17f0 2
_,, _- A .m",o ab (15)

Therefore, the electron density becomes

SN=O^.lm /ro ob

where

A* - area under absorption curve zormalized with respect to the incident
power

7.
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V - volume of plasma container

Equation 16 relates the electron density directly to the normalized area under

the absorption curve; all other quantities in Eq. 16 are known.

If it is now assumed that the isotropic part of the electron velocity

distribution is Maxwellian and this form is combined with Eqs. 9 and 10, the fol-

lowing expression results

Pobs e~IWO Ne . 8 mS vatov~ve- V

-a~j v'5iz) -) d,,Pc 2O CO . 2(V) R.f2V1 -"• 40 -. (17)

where

T - electron temperature (equal to the background gas temperature under
thermodynamic equilibriam conditions)

At resonance 02 = 0, and Eq. 17 becomes

Pinc 0 A~O 2 V6 V)(8
11,20 2 -g ao=(8

8
which defines an effective dc collision frequency. Therefore,

Pabs =N eC , - -

Well off resonance, S 2>> 1,2fv) and Eq. 17 becomes

PabsId>v e2  /;O 2& I k*vU V4P,.,' t>,= -N fc• ) -ý _L 8 m )• ()4e'2•

SOb mv R (20)

As in che previous case, an ac effective collision frequency can be defined.

Pob: I 2 2 -( Vf(a)

2(21)

Equations 19 and 21 relate the power absorbed by the plasma to an ef-

fective collisional parameter, which describes the over-all resistive effect of

collisions. Near resonence the cyclotron motion of the electrons is in phase

with their motion due to the electric field, collisions impede power absorption,

and the plasma behaves as in the dc case. Far removed from resonance, collisions

enhance the power absorption, and the plasma behaves as in the standard ac case. 6

Although the effective collision frequencies defined by the previous equations

are useful plasma parameters, it should be noted that the averaging of the actual

velocity dependent collision frequency is different for each ease, and consequently,
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the ac and dc effective collision frequencies are not equal. However, if the

velocity-dependent collision frequency is not a strong function of electron ve-

locity over the range of interest, the ac and dc effective collision frequencies

are approximately the smne, effectively independent of the averaging process.

The total momentum transfer collision frequency arising from a mixture

of different chemical species is related to the various momentum transfer colli-

sion cross sections by the following relationship:

v(v) OfjQei (v)V (22)

where

- neutral particle density of the jth species
Qej - momentum transfer cross section for electrons and molecules of the eth

species

Thus it is apparent from Eq. 22 and Eq. 17 for the fractional power absorbed
that an analysis of cyclotron resonance absorption spectra (fractional power

absorbed vs. £ ) can result in information leading to the determination of the
momentum transfer cross sections. The extraction of the cross section from the

integral equation is quite difficult and usually requires considerable numerical
experimentation in order to generate a cross-section curve -'hich will be consist-
ent with the measured transport property (i.e., microwave attenuation). However,

this information is not really desired in this study. The two important measur-

ables in this case are the effective collision frequency, which can be used

directly to estimate microwave absorption and reflection coefficients in re-entry
plasmas and the measurement of the equilibrium electron density as a verification
of the JANAF thermochemical data.

Outline of Experiment

Microwave System

Conventional microwave Lpectroscopy techniques are usually designed to

provide a spectral display where the principal parameters to be measured are

line structure and resonant frequency. If the magnitude of the interaction is to

be measured, the customary approach has been to compare the observed line to that
of a standard also housed in the waveguide measurement region. This is not pos-
sible in microwave cyclotron resonance measurements in plasmas.

As has been pointed out in the theory, the approach in this experiment

instead has been to compare the absorption magnitude with a similar change in-
troduced by a very precise and accurate attenuator. This was accomplished by
using a parallel substitution technique in a microwave bridge. A description



D-920252 -6

and analysis of this attenuator is given in the next subsectiz.n.

A block diagram of the apparatus is shown in Fig. 2. In taking data,
the microwave bridge was first nulled out for zero signal and then the magnetic
field scanned automatically. The resultant unbalance as cyclotron resonance was
approached was recorded directly. Finally, two time sweeps were superimposed
on the recording, first with the bridge nulled and then with it unbalanced by a
kmown amount as determined by the attenuator. Since the microwave bridge output
was linear for small unbalances, the ordinate sensitivity was readily calculated
in fractional absorption per inch of displacement. The abscissa was determined
by the current flowing through the magnet which was directly proportional to the
magnetic field generated. This proportionality constant was determined in a cali-
b-ation using an N.M.R. gaussmeter accurate to 1 part in 105. Once nulled, this
btiidge would drift less than an equivalent power change of 5 parts in l04 over a
three-minute period. The noise level (which determines the sensitivity) was
equivalent to a power change of 1 part in lO4. This level, together with the
minimum line width, determined the minimum electron density which could be
detected.

For a plasma of finite size, several effects other than volume colli-
sions can broaden the cyclotron absorption line. Magnetic field inhomogeneities
over the sample volume produce a distribution of cyclotron frequencies resulting
in an instrumental line width in the absence of collisions. Estimates of this
effect based upon the N.M.R. magnet calibration yielded a full width at half
power of about 2 gauss. Doppler broadening of the line width can be produced by
electrons traveling coward or away from the direction of microwave propagation.
However, Doppler broadening effects are small in comparison to pressure broadening
when the ratio of the collision •.requency to the frequency of the microwave sig-
nal is large compared with the electron velocity to the speed of light. It vas
,asily estimated that this condition held for the experimental temperatures in-
volved. At low pressures where the electron mean free path is comparable to the
dimension of the container, along the directJon of the magnetic field, electron
collisions with the walls establish a minimum line width which is termed transit
time broadening. This particular mechanism seemed to be the one which generated
the observed minimum line width of about 3.5 gauss. Lastly, significant heating
of the plasma by the probing microwave field can produce a broadening of the l-ne
width and also change the validity of the assumption that the electron temperature
is equal to the gas temperature. To show that the cyclotron heating was negligible
compared to the ambient gas temperature required that 6

E2 M e2 1
12mm v2 < kTg

where

E - electric field strength of the microwave

Tg - temperature of the gas

__0
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This condition is easily satisfied by using a power level of 10-9 watts in the
microwave_ bridge.

Using measured minimum line widths together with the minimum detectable
signal yielded a sensitivity of the apparatus of 105 electrons/cm3 .

Microwave Bridge Attenuator

This device is used to produce minute power changes of microwaves with
a high degree of accuracy and precisicn with excellent reproducibility. A block
diagram of the bridge is shown in Fig. 3. This apparatus works by splitting the
microwave signal into two paths. One path contains two rotary vane precision
attenuators and the other a rotary vane precision phase shifter. The upper arm
as shown in the block diagram is capable of transmitting a highly attenuated sig-
nal with respect to the lower arm by setting one attenuator for high levels :tP
absorption. For this reason a small variation in the power output can be simulated
with a readable large variation in the other control attenuator. The minimum change
that can be produced is only limited by the magnitude of the fixed attenuation in
the upper ann and the stability of the microwave source and various microwave com-
ponents. The phase shifter is merely used to combine the signals in phase which
simplifies the analysis of the device. To obtain good agreement between a pre-
dicted power variation and the measured -value, it was found that 4 *_3 arms of the
bridge must be sufficiently isolated from each other by at least 60 db of attenua-
tion, and that the fixed transmission coefficient of each arm must be accurately
known.

Analysis of the bridge attenuator was carried out in the following man-
ner. The vector fields are the quantity which combines from the upper and lower
paths to produce the output power from the device. Therefore, the analysis must
be expressed in terms of the fields. As pointed out above, the inclusion of a
phase shifter in the device expedites the formulation, in that once the output
is maximized with the phase shifter, the addition of the vectors can be treated
as addition of scalars, Vwhere only the magnitudes are important. This approach
is valid as long as the attenuators do not introduce any phase shift as they are
varied. The rotary vane attenuators used in this experiment introduced only
about 30 phase shift from one end of the scale to the other. This was small
enough to neglect. The electric field into the device is divided into the upper
and lower anms by the 3 db coupler so that

Ein = YE° + 8Eo where Y,+ a =(1
(24)

= Eupper + Elower

As the micrz..waves pass through the device, both upper and lower waves are attenu-
ated. For the top wave there is some minimun insertion loss that results even
with the attenuators set equal to 0 db so that the field is reduced by some frac-
tion. Then there is the deliberate attenuation introduced by the attenuators.

ll
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Superimposing these effects, the reduced field strength just before the waves
con.hire is given by

El =aIepEo (25)
upper

where

S- transmission coefficient of the first attenuator
R - transmission coefficient of the second attenuator

p - transmission coefficient due to insertion losses in the upper arm

The bottom wave is similarly attenuated by some insertion loss so that

Ie = (26)lower' LE

where

ja - transmission coefficient due to insertion losses in the lower arm

Combining these two waves at the output directional coupler yields the output
electric field strength

Eout = E ' = (a! py+,1A ) Eo (27)upper lower

Expressing these results in terms of power-in and power-out, because these are
the real quantities that are measured by microwave detectors, yields

POUT 4 ( 2p 2 y 2 + P2 82 + 2a/3 ppLgy) (28)

PIN

To evaluate these constants the power transmitted through the device must be meas-
ured when the attenuators are set at 0 db ( a = 3 = 1.00). Power through the top
arm alone also must be measured. For this purpose a shorting switch was included.

Calibration was performed using a thermoelectric type of microwave power
detector, which had good square law response over a wide dynamic range and excel-
lent temperature stability. A number of experimental measurements of the power-in
and the power-out yielded determinations of the products

p2 Y2= .155 t .001

and P 2 8= .206 t .001

With the first attenuator set at 0 db ( a 2 = 1.00) the second attenuator was
varied in 1-db steps, and the combined power measured. Comparing these

12
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experimental results with the numbers which would be calculated on the basis of
the attenuator dial setti.-.g and the insertion loss coefficients yields agreement
closer than one per cent. Experimentally, it made no difference which attenua-
tor was designated number one or number two. Thus when the first attenuator was
set on 10, 20, or 30 db to reduce the effect of attenuator number two, high con-
fidence could be place on the calculati-d effect of varying attenuator number two.

In using this device with the microwave spectrometer, only differences
in power outputs are important so that the final analytical expression for

determining power differences is

Pout- Pout' = (az_ a,2 )(3 2poy2)+ (a-a')(2fp/L By) (29)
Pin

Using the specified accuracy of the attenuators, together with the error associa-
ted in determining the insertion losses, yielded a probable error for specifying
a given power change of about 1 to 2 per cent.

Measurement Cell

The sodium hydroxide plasma was contained in a high-purity magnesium
oxide tube, shown in Fig. 4. This material was found to be nearly unique in
that it did not react chemically with the sodium hydroxide, was capable of opera-
ting at 15000 K, was vacuum tight, and maintained a reasonably constant dielectric
strength with a low loss tangent at microwave frequencies and high temperatures.
The top section of the tube was inserted through the narrow wall of an X Band
(9.375 kmcs) waveguide section containing one-half inch tubular projections on
each side which represented waveguide beyond cutoff to the probing microwave
signal. The main body of the tube carried the sodium hydroxide vapor between
upper and lower oven chambers. The upper oven chamber heated the whole middle
portion of the waveguide section and magnesia tube to a uniform high temperature
which in effect superheated the NaOH vapor. The bottom oven chamber, which was
much cooler, established the total vapor pressure of the system. The bottom
section of the magnesia tube contained the solid and molten sodium hydroxide.
Both upper and lower ovens were surround 3d by a high-vacuum stainless steel
shell which provided the measurement cell with thermal isolation. A picture
of the vacuum chamber as it fits betweer the pole pieces of the magnet is shown
in Fig. 5. The procedure for working w*.th the chemical was to load the bottom
portion of the magnesia tube with sodium hydroxide pellets and assemble the
vacuum system leaving the bottom piece and middle piece of the tube separated.
By pumping on the system and heating tVe bottom and top ovens to around 250 0C,
all excess water vapor was driven off.. Then the two pieces were pressed together
using a mechanical feedthrough.

13



The pressed joint at these two lapped surfaces had been previously
checked for pressure tightness, and a leak conductance of lo-5 l/sec was meas-
ired. This leak conductance was small enough to insure that the pressure inside
the tube was effectively that of the true vapor pressure.

The temperatures of the upper and lower portion of the measurement cell
were measured using chromel-aluniel thermocouples. The upper oven temperature
was found to be constant within 10°K over the volume occupied by the measurement
cell. The very low coefficient of thermal conductivity in the Inconel waveguide
that was used helped maintain this temperature uniformity and also reduced heat
losses to the outside. In order to stop self-welding of metal parts at these
high temperatures, boron nitride was used as a lubricant on the surfaces.

Even though the magnesia tube had a dielectric strength of relatively
fixed magnitude with respect to temperature variation, the magnitude of that
constant ( f = 10) was such that a large portion of the microwave signal was re-
flected from the interface. In order to reduce this reflection to a negligible
value so it would not mask the true absorption, symmetrical tuning screws were
placed on each side of the ceramic tube through the broad side of the waveguide.
This reduced the reflection coefficient to less than I x lO-3. These tuning
screws were attached to long shafts that fed through the top flange to the out-
side of the oven. This allowed tuning to be done under vacuum at operating
temperatures. Because the plasma was so tenuous, there was very little change
in the reflection coefficient at resonance. Consequently, true absorption was
measured by the microwave attenuation.

Thermochemical Calculations

Prior to making electron density and electron collision frequency
measurements, a computer program was initiated to predict the various species
concentrations in the superheated sodium hydroxide vapor. These predictions
were based on the most recent jANAF thermochemical data for seventeen possible
equilibria. The species considered were: NaOH, (NaOH)2, Na, H20, 02, Na0, OH,

H2: 0, H, Nat, electrons, Na 2 , Nal, OH-, 0-, H. Figures 6 to 20 show the con-
centration of each species as a tunction of temperature. The main parameter in
this analysis was the total vapor pressure of the system. It was seen for the
temperature range considered (1000 0 K to 16000 K) the order of species concentra-
tion does not change except for the position of (NaOH) 2 . As pressure is lowered
with fixed temperature, the dimer tends to separate Lack to the monomer state.
The predominant species was the Na0H monomer at all temperatures and pressures
considered. The concentration of the next most prevalent species, sodium vapor
and water vapor, was an order of magnitude smaller.

Generation of free electrons in the mixture comes directly from the
following reaction
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Na = Na + e (30)

because of the low ionization potential of sodium and because of the predominance
of that species. It should be pointed out that the calculation of electron con-
centration using the thermodynamic equilibrium constant was entirely equivalent
to calculating the percentage ionization of sýdium vapor by means of the Saha
equation. And since it turned out that electroi, •.ctachment by OH, 0, and H was
quite small in the NaOH vapor, one check on the computer solution of the seven-
teen coupled equations was to compare the percentage ionization of sodium as
predicted by each method. The results in all cases were found to be consistent.
As pointed out in the next section on experimental results, the measured electron
density was found to be lower than that predicted from these computer calcula-
tions.

To resolve this inconsistency, it was decided to further check the
chemistry involved in the system. One possibility that existed was that the
magnesium oxide tube was reacting with the NaOH to disturb the equilibria. In-
clusion of this compound in the computer program predicted almost zero interac-
tion with the liquid NaOH or the superheated vapor. Figure 21 shows th- con-
sistency of the electron concentration even with the magnesium oxide comprising
nearly 100 per cent of the two compounds. All other species were similarly
unaffected.

Another possibility which was considered and may account for part of
the discrepancy is the presence of excess water vapor. A similar computer run
was made with this condition existing. Figure 22 shows a definite decrease in
electron concentration. it is interesting to note that on a percentage basis
most of this decrease takes place at high pressures and that most of the re-
duction occurs with the first 20 per cent excess weight fraction of H20. Experi-
mentally, it is felt that the bakeout to 250°C before closing the magnesia tube
would have removed any excess water present. There is, however, a possible
5 per cent water of hydration bound up in the crystal that may be released at
high temperatures. This would seem to contribute only a factor of three at
most on the basis of the computer calculations. Upon still further investigation
it appeared that reasonable errors in the measured thermodynamic quantities (e.g.,
heat of formation of NaOH vapor) that go into the c~alclatlion of the equilibrium
constant could account for a factor of as much as 5 in electron concentration
which would readily account ffor the variance of results with JAI••AF predictions.
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Experimental Measurements and Results

Electron density and collision frequency measurements were initially
attempted with sodium hydroxide at vapor temperatures of approximately 1200°K

I • and vapor pressures in the 1 to 10 torr range. The choice of these conditions
was based on the corresponding JANAF predictions of approximately l06 electrons/cc,
which was well within the range of the sensitivity of the microwave system. Under
these conditions, no cyclotron absorption was observed. This result indicated

t1hat the electron density within the magnesia container was less than lO5 elec-
trons/cc, which was the lower limit of the sensitivity of the microwave system.
However, as the temperature was raised to approximately 13000 K, absorption curves
were recorded with amplitudes well above the noise level. A typical curve is
shown in Fig. 23. This result indicates a very abrupt increase of electron den-
sity with temperature in this range. Further measurements were made at higher
temperatures in order to determine the electron number density dependence on
temperature. All these observations possessed half widths which indicated that
the spectra were truly pressure broadened. The results of these measurements
are presented in tabular form in Fig. 24 as a function of the two experimental
variables, vapor pressure and temperature. The electron density was determined
from the measurement of the area under the fractional absorption curve using
Eq. 16. It is seen to be a strong function of vapor temperature. The densities
shown in Fig. 24 are approximately 5 to 10 times lower than what would be pre-
dicted from the jANAF data presented in Fig. 15, except for two spurious points
obtained at 1162 and l1 6 4 0K, which were inconsistent with several previous meas-
urements made at 12000 K. The de effective collision frequency was determined
from the fractional power absorbed at peak resonance together with the electron
density using Eq. 10. The last column in Fig. 24, "11,/' refers to the shift in
frequency off resonance where the power absorbed has dropped to one half of its
peak value. For the case where the collision frequency is independent of ve-
locity,"Q,,/4 can be shown to be equal to the effective collision frequency. For
the contrasting case where Y is a function of velocity,eQL,/ represents an inter-

mediate value between the true ac effective collision frequency and the dc ef-
fective collision frequency. As shown in Fig. 24,'"a,/"'is approximately two to
three times larger than veff (dc)*. This is evidence that there may 'e a fairly
strong velocity dependence of the collision frequency. An approximation of the
effective cross section inferred from the dc effective collision frequency data
in Fig. 2h yields a value of about 5 to 20 cm 1 mmfl for the ranges of these
investigations. This value is considerably less than what would be expected

on the basis of the available cross-section information on the sodium hydroxide
vapor constituents.

Although it would have been somewhat more desirable to extract the true

a, effective collision frequency from datR taken farther into the wings of the
absorption curve, the value based on the 'Q " is probably correct to within a
factor of 2.
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In conclusion, since spectrochemical analysis on the residue of sodium
hydroxide in the magnesia tube showed no reaction between the container and the
liquid sodium hydroxide, it is strongly felt that the superheated vapor showing
the cyclotron resonance absorption io the true thermodynamic mixture of pure
sodium hydroxide vapor.

Consequently, the cyclotron resonant measurement of the electron den-
c, sity is felt to be a t ue indication that the JANAF prediction of the electron

densities is high by approximately an order of magnitude.

Sunmary

Using microwave cyclotron resonance techniques, the electron density
and dc effective collision frequency have been measured in sodium hydroxide
vapor under conditions of thermodynamic equilibriu for vapor temperatures
ranging f-'om 10000 to 14660 K and for vapor pressures in the 1.0 to 10.0 torr
range as determined from the JANAF Na0H vapor pressure data. Results of this
investigation indicate that the equilibrium electron concentration is signifi-
cantly lower than is predicted by the JANAF thermochemical data. In addition,
the dc effective collision frequency, as determined from the power absorption at
cyclotron resonance, results in an effective collision cross section considera-
bly lower than would be indicated by the available cross-section information
pertaining to the NaOH vapor constituents, which also lends support to the pos-
sibility that the JANAF data may be in error in this range of pressures and
temperatures.
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ION-MOLECULE TOTAL COLLISION CROSS-SECTION MEASUREMEINTS

Introduction

The processes governing the degree of ionizetion and rate of decay of
re-entry wake plasmas are, in part, dependent upon the elastic interactions be-
tween ions and molecales. Furthermore, it is expected that the important ion-
molecule interactions will involve ions having very low icnization potentials,
since plasma temperatures in the far wake have been estimated to be less than
1 eV. One low ionization potential material which may be present in the form
of an impurity in the re-entry wake is sodium, since it occurs naturally in the
upper atmosphere and is also a heat shield ablation product. Therefore. it is
desirable to know the characteristics of the interactions of low-energy sodium
ions with various atmospheric constituents. A modified Ramsauer experiment,
similar in design to one which has been previously employed to investigate ce-
sium ion-atom interactions over the energy range from 0.12 to 9.7 eV19 has been
used to determine the total collision probability of sodium ions interacting
with nitrogen, nitric oxide. and oxygen over the energy range from 1.08 eV to
10.35 eV. The corresponding collision probabilities for these measurements
ranged from 65 cm- 1 mm- 1 at an energy of 10.35 eV to 310 cm- 1 mm- 1 at an energy
of 1.08 eV with -an energy dependence which indicates that no chemical reactions
are occurring between the various species unuder investigation. Further studies
are required to extend the energy range to 0.1 eV.

Outline of Experimental Technique

The modified Ramsauer experiment, which was used to measure low-energy,
ion-molecule collision cross sections, is comprised of a contact ion source,
electroformed collision chamber, and a low-current ion detector. The various
components are arranged as shown schematically in Fig. 25. A uniform magnetic
field, which was used to energy-seiect the ions produced by the contact ion
source, was oriented perpendicularly to the plane of the schematic. The unique
geometry of the collision chamber served to define three points of constraint,
which were the entrance aperture, the necked-down portion in the center of the
chamber, and the exit aperture. These three points of constraint served to de-
fine uniquely the radius of a circle. Therefore, the energy of any ion which ex-
ited the collision chamber could be determined by knowing the radius of curvature
and the magnitude of the applied magnetic field. At ion beam energies below
several electron volts, smalJ electric fields on the order of millivolts per
centimeter can significantly perturb the trajectory of an ion in the magnetic
field. Therefore, 60-degree total included angle re-entrant end surfaces were
employed on the collision chamber to prevent the penetration into the chamber
of the external electric fields produced in other portions of the system. Metal
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interfaces, which could give rise to possible contact potentials wtthin the chamber,
were eliminated by electrofonning the collision chamber. In an effort to increase

the current available for cross-section measurements at low energies, a series of
focusing and extracting electrodes were placed directly in front of the ionizer
cap. These focusing electrodes served to extract ions from the ionizer cap and
to produce a well-collimated ion beam.

The collision cross-section measurement consists of determining the
magnitude of the ion current that emerges from the collision chamber as a function

of the target gas pressure wi.,hin the collision chamber. The probability of col-
lision, FT, is then obtained from the relation

i(p) = i(O)e-PXT (31)

where

p - absolute pressure at 2730K
x - interaction path length
i(O) - unattenuated ion current

The total collision cross section QT is defined at a reduced pressure of 1 nm and
is related to PT by

76o PM cm (32)

where

No - Loschmidt's number = 2.6871 x 1019 cm-3

By repeating these measurements at successive levels of magnetic field strength,
PT is obtained as a fu-nction of ion energy.

Description of Experimental Components

Vacuum System

In making a total collision cross-section measurement, it was generally
necessary to vary the target gas pressure in the collision chamber from lO-6 to
10-3 mm in order to obtain sufficient attenuation of the ion beam. Furthermore,
to insure against the possibility of the ion beam making a significant number of
additional collisions in transit between the collision chamber and the ion de-
tector, which would give rise to an erroneously high cross section, it was im-
portant that the collision chamber pressure exceed the ambient pressure in the
vacuum system by at least two orders of magnitude. Therefore, in these measure-
ments a vacuum system with an ambient background pressure of at least 10-8 Mm
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was essential to prevent secondary scattering events. To meet these requirements,
an all stainless steel, ultrahigh vacuum system was designed and fabricated. The
resulting system is shown installed with the magnetic field coils in position in
Fig. 26.

The main vacuum chamber consisted of a cylindrical tank 33 in. in diame-
ter and 15 in. deep with a demountable cover. The interior of the tank was divided
into two compartments by an ion dense baffle. The ion gun was located in one com-
partment, and the ion detection system, which was an electron multiplier, was
located in the adjacent compartment. The collision chamber protruded through a
close-fitting alumina plate mowuted on the baffle and, therefore, provided the
only possible path for ions to get from the gun to the detector.

Each tank compartment was individually pumped through a port located on
the bottom of the main tank by a vacuum system consisting cf an 1800 liter per
second oil diffusion pump, a water-cooled oil baffle, a zeolite baffle, and a
liquid nitrogen cold trap. This combination provided each chamber with an ef-
fective pumping speed conservatively rated at 200 liters per second for noncon-
densable gases, such as nitrogen, nitric oxide, and oxygen, and 3000 liters per
second for condensable gases, su::h as sodium. In addition to vacuum pumping ports,
each tank compartment had several access ports for providing feed throughs for
thermocouples, coolants, and the various electrode power leads.

Although the vacuum system was -apable of being baked at 6700 K, it was
not found necessary to do this as the system base pressure after one or two 'ays
of operation was typically 10-8 nLm on the electron multiplier side and l0-1c mm on
the ion gun side. The lower pressure in the gun chamber was due to the breaking
down of residual hydrocarbors by the alkali vapor and to the pumping or gas get-
tering characteristics of the tantal2.m electrodes.

Sodium Ion Source

Sodium ions were produced by surface contact ionization of sodium atoms
which diffuse through a heated, porous tungsten button. Maximum ion beam current
levels were achieved by using an accel-decel system to extract ions from the porous
tungsten cap surface. Proper alignment of the ion beam with the collision chamber
was achieved with a series of deflection plates located along the path of the beam.

The net energy of the ion beam was approximately controlled by referring
the accel-decel electrode pcwer supplies to the ionizer and then biasing the ion-
izer with resnect to the collision chamber. The sodium surface coverage of the
ionizer, though constant for a constant set of operating conditions, was not
-precisely predictable. Consequently, the effective work function of the ionizer
cap was not known. Furthermore, at the energy ±-Levls of interest (0.1 eV to
10.0 e-') the change in the effective work function of the ionizer cap was found
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in many conditions to be considerably larger than the ionizer cap bias. 9 There-
Lore, the true energy of the ion beam could only be obtained from a knowledge of
radius of curvature defined by the geometry of the collision chamber and the
magnitude of the applied magnetic field.

Collision Chamber

The determination of the ion beam energy, which was based on the assump-
tion of constant curvature of the ion beam trajectory in the magnetic field, could
be seriously in error if any stray electric fields vere present within the colli-
sion chamber. At energies of a few tenths of an electron volt, fields as low as
millivolts per centimeter would produce significant deflections of the ion beam
traj¶ectory in the magnetic field. Therefore, the collision chamber had to be
designed to exclude from its interior any fields arising from neighboring high-
potential structures and to minimize internal thermoelectric fields arising from
metal interfaces. To this end, the collision chamber was patterned after a type
previously used to measure the total collision cross section of low-energy cesium
ion-cesium atom interactions.9 For example, re-entrant type apertures, as shown
in Fig. 25, with a total included angle of 60 degrees were used for the entrance
and exit apertures of the collision chamber. Analog field plots have shown that
th..s particular geometry attenuates external electric fields typical of those
existing in the system to essentially zero at the plane of the aperture. In ad-
dition, the collision chamber shown in Fig. 25 was electroformed so that there
were no metal interfaces which could give rise to contact potential effects
within the chamber. Actual construction of the collisicn chamber was accomplished
by fabricating a high-purity aluminum mandrel to the chamber shape and then elec-
troplating the desired chamber material over the mandrel to a thickness of ap-
proximately 0.060 in. The mandrel was then removed from the electroformed chamber
by using a caustic solution which etched the aluminum but Old not react with the
electroplated material. Electrofonted chambers produced by this process have been
found to be leak tight and ccmpletely free from residual surface impurities. By
controlling the rate of deposition of the plating material and the surface finish
of the aluminum mandrel, the metallic grain size of the inner surface of the

chamber was maintained on the micron scale. 'When the inner surface of thr.- col-
lision chaiber used in these measurements was inspected under a micrcscope, it
was foand that instead of a grainy structure, the initial plating layer on the
inner surface was actually amorphous with no indication of grain boundaries.
Electric fields produced by inhomogeneities in surface grain structure would be,
to the first approximation, expected to penetrate into the collision chamber over
dimensions which are comparable to the average metallic grain size. Therefore,
since the chexacteristic aperture dimensions of the chamber were on the order
of 0.05 in. and the metallic grain size was maintained on the micron scale,
electric fields produced by surface inhomogeneities could not significantly
penetrate into the chamber. With the absence of even micron size grain bound-
aries on the inner chamber surfaces, possible electric field perturbations were
reduced even further.
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The shape of the collision chamber was similar to that shown scheinati-
cally in Fig. 25.. Dimensionally the chamber consisted of a 1.5-in. square duct
with a passage radius of 10.0 in. and a circumferential length of 10.5 in. from
entrance to exit ayertare. The diameters of the entrance and exit apertures were

0.050 in. and 0.150 in., respectively, and the width of the center constraint
was 0.100 in. The resulting minimum scattering angle of the collision chamber

was 0.41 degrees. Target gas was introduced into the chamber on both sides of

the center constraint. The chamber was fabricated of pure gold which was se-
lected on the basis of being the only practical electroforming material that
will not acquire surface oxides at the operating temperatures of the system.

The elimination of the possible formation of oxides on the inner surfaces of the
collision chamber was extremely critical, since the presence of oxides can give

rise to electric fields within the chamber which can influence the ion beam

trajectory.

Target Gas Metering System

The maximum operating pressure in the collision chamber was established
primarily by two factors. First, the pressure in the main vacuum tank had to be

limited to less than 10-6 mm in order to prevent high-voltage arcing in the elec-

tron multiplier. Second, a pressure ratio of at least two orders of magnitude
was needed between the collision chamber %n•d the vact:um chamber in order to mini-

mize ion-particle collisionc between the exit aperture of the collision chamber

and tne multiplier. Consequently, the maximum operating pressure in the colli-
sion chamber had to be maintained below approximately 10-3 mm.

Direct-pressure measuring techniques are extremely inaccurate at typical

collision chamber operating pressures which are 10- 6 to lo-3 nm. Mcoeod gauges,
for example, are subject to significant pressure errors arising from the stream-

ing of mercury vapor from the gauge to the cold trap. 1 0 Consequently, the tar-

get gas pressure in the collision chamber could not be measured directly but was
determined by regulating the mass flow of the target gas that escaped from the

collision chamber exit and entrance apertures. Since the mean-free path of any

one of the target gases (N2 , NO, 02) was at least twice that of the largest
dimension of the collision chamber at pressures of 10-3 mm, the flow was well
established in the free-molecular regime. Under this condition the collision

chamber end apertures formed choked orifices whose conductance depended only on

gas temperature, molecular weight, and aperture area. Since these quantities
were directly measurable with adequate precision, the uncertainty in the meas-

urement of collision chamber gas pressure depended primarily on the accuracy to
which the incoming target gas flow rate was known.

The t.arget gas metering system that was used to provide the collision

chamber with accurately known, preselected levels of target gas flow wao pat-
terned after a type used to measure noncondensable expe.liant mass flows in ion
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engine efficiency tests.1l A functional diagram- of the system with its associated
calibration system is shown in Fig. 27. The philosophy of the gas flow metering
system was based or the fact that the conductance of the fixed leak depends only

upon the applied pressure. In the system shown schematically in Fig. 27, the pure
gas regulator was used to control the applied pressure to the calibrated leak.
To insure that conduictance was not affected by other factors, the leak was kept
in a constant temperature environment and was protected from dust particles with
submicron particle filtsrs. Therefore, by employing a pressure gauge that was
repeatable within the desired lev-.l of certainty, the mass flow rate was precisely
known.

The conductance of the fixed leak was calibrated as a function of the
applied pressure. This was done by setting the pure gas regulator at different
pressure levels and measuring the rate of rise of pressure in a calibrated volume.
The measured rate of rise was directly proportional to the conductance of the
fixed leak at any applied pressure level. The rate of rise was obtained by meas-
uring the time required for the pressure in the calibrated volume to change from

0 to 10 mm with constant pressure applied to the leak. When the calibrated volume
pressure reached 10 mx., a capacitance manometer, which was connected between the
calibrated volume and a 10-mm reference plenum, indicated a null. The pressure
in the reference plenum was checked with a liquid nitrogen-trapped McLeod gauge,
which is extremely accurate as an absolute pressure gauge in the 1 to 10 mm pres-
sure range.

The mass flow system that was used to control the collision chamber
pressu're is shown in its constant temperature enclosure in Fig. 28. A calibra-
tion curve for nitrogen gas pressure at 2980K within the collision chamber as
a function of the leak pressure (read on the gauge visible in Fig. 28) is shown
in Fig. 29. Calibration curves for nitric oxide and oxyCen were almost identical
to the one for nitrogen. Repeatability of the calibration data taken on different
days and after pressure cycling the leak was found to be within 0.2 per cent.
However, this level of repeatability lost its significance due to the combinations
of random and systematic errors that occurred in the calibration process. These
errors were calculated to amount to ±0.35 per cent probable and ±0.62 per cent

maximum.

Since the pressure in the collision chamber was determined by dividing
the mass flow of the target gas by the total free-molecular conductance of the
end apertures, it was necessary to accurately determine the dimensions of each

aperture. To this end, the chamber apertures and a precision scale were each
photographed with a precision microscope set at about 30 power. The total cross-
sectional aperture area was obtained by using a planimeter which was calibrated
by the use of the precision scale. The finite "tuoe" length of the aperture was
obtained from a picture taken at an angle of 60 degrees from the plane of the
aperture. The total free-molecular c.onductance was then obtained from Che thin
orifice equation with the Clausing correction for finite length included., 2 With
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the geometrical characteristics of the apertures known the only additional cor-
rections on c-llision 2hamber L_.essure were for temperature and molecular weight
of the gas.

Ion Detection System

The basic measurement in the total collision cross-section experiment is
the accurate determination of the ratio of i(p) to i(O). This measurement was made
by observing the ion c irrent level emerging from the collision chamber either as
time-averaged current j. as a discrete number of events per unit time. The choice
depended upon the available current level of the ion beam.

The detection system that was used in this experiment was patterned after
one which vas successfully used in measuring cesium ion-cesium atom cross sections
at energies as low as 0.12 eV. 9 Ions emerging from the exit aperture of the colli-
sion chamber were accelerated by an electric field into the first dynode of a 20-
stage electron multiplier having an ultrastable current gain of approximately 106.
The output of the multiplier was measured by an electrometer input picoammeter at
current levels greater than 10-15 amperes. At very low ion beam current levels,
the output of the electron multiplier was an irregular series of current pulses
which corresponded to the arrival of ions at the first dynode. In this case the
output of the multiplier was used to trigger a tunnel-diode pulse generator. The
output of the pulse generator was registered on a 1-mc frequency counter whose
g._e time could be varied from 0.01 sec. to 1000 sec. Thus at very low values
of ion beam current, the data was taken as a discrete nunber of events per unit
time.

Experimental Results

The separate interactions of a sodium ion beam with nitrogen, nitric
oxide, and oxygen gas were investigated using a modified Ramsauer experiment.
Total probabilities of collision were measured over an ion energy range of 1.08 eV
to 10.35 eV for scattering events which produced beam deflections greater than
0.41 degrees. A minimum detectable scattering angle of 0.41 degrees was chosen
in these experiments to insure that the cross-section information obtained could
be analyzed on a completely classical basis. The collision chamber, which was
designed to provide a field free region through which the beam could pass with-
out suffering any changes in energy, also served to uniquely define the beam
energy. However, due to the required finite size of the entrance and exit
apertures and the width of the center constraint of the collision chamber, the
ion beam was not monoenergetic. Geometrically, the maximum energy window of the
collision chamber was +lO per cent of the center energy. An energy distribution
which was typical of those obtained in the course of the measurements is shown
in Fig. 30. For energies above one electron volt, all the energy distributions

24



:-•2C252-6

were essentially defined by the geometrical constraints of the collision chamber,
which is to be theoretically expected.

Cross-section information was taken by observing the attenuatini of the
i>n beam current as a function of the target gas pressure in the collision chamber.
An example of a typi-al attenuation measurement obtained with nitrogen as the
scattering gas is shown in Fig. 31. The probability of collision is proportional
to the slope of the resulting curve in semi-logarithmic coordinates and can be
determined from Eq. 31. In determining the cross section, the leak pressure,
hence the collision chamber target gas pressure, was increased until the ion beam
current had decreased to at least 25 per cent of its unattenuated value. At this
point the flow of target gas to the collision c-umber was interrupted and the col-
lision chamber pressure subsequently returned to the equilibrium base pressure of
the vacuum system within about 20 seconds. If the ion gun was functioning prop-
erly and no drifting in ion beam current level was present, the ion beam would
return to its original unattenuated level. If, after obtaining a pressure at-
tenuation, the ion beam current level did not return to its original value for
conditions of base pressure in the collision chamber, it was assumed that beam
conditions changed during the course of the measurement and, subsequently, the
run was invalidated. Invariably, failure to achieve initial conditions could be
attributed to drifting of the ion beam current level due to an improper adjust-
ment of the ion gun optics.

The resulting total collision probability'data are presented for sodium
ions interacting with nitrogen, nitric oxide, and oxygen in Figs. 32, 33, and 34,
respectively. The collision probability for sodium ions interacting with nitro-
gen (Fig. 32) increased monotonically with decreasing ion energy in a manner con-
sistent with elastic scattering interactions. The collision probability data for
the other two gases behaved in a similar manner down to energies of about three
electron volts. None of the gases yielded collision probabilities higher than
would be expected from an elastic scattering interaction. Therefore, chemical
reactions, which would tend to increase the collision probabilities above the
elastic scattering curve, can be ruled out in the one to ten electron volt en-
ergy range.

Below the three electron volt level the measured cross-section data for
nitric oxide and oxygen fell below the classically predicted elastic scattering
behavior for reasons that are not yet fully understood. The attenuation data in
this region continued to produce straight lines in semi-logarithmic coordinates,
and the ion beam current always returned to initial conditions after removal of
the target gas. Inasmuch as the attenuations were linear, there apparently was
an increase in the ion beam current that was proportional to the target gas pres-
sure in the collision chamber. Since the target gas leaks from the collisiorn
-hamber entrance aperture into the gun region in proportior. to the collision.

c'njazer uressure, there is a good probability that both the nitric oxide and th-

cxvyZe:r changed the focusing zharacterictics of the systen by altering _Qn~tavt
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potentials on the various electrode surfaces. There is an additionally good pos-
sibility that the presence of oxygen increased the work function of the tungsten
contact ionizer, producing increased emission which would tend to partially off-
set the effects of the pressure attentuation. There were potentials in the gun

region that were more than adequate to dissociate nitric oxide. The effect of
increased emission due to changes in the ionizer work function would be most
pronounced at the low ion beam current levels associated with the lower energies.

The solution to either of these possible effects will be to purposely leak oxygen
into the gun region at a rate that exceeds the maximum leak rate from the colli-
sion chamber by an appreciable amount. This additional amount of gas will not
significantly increase the pressure in the gun region, due to the high pumping

speed of the vacuum system, but will be sufficient to overshadow any contribu-
tion to electrode work function changes due to the target gas.

A comparison of the data for sodium ions interacting with each of the

three gases on the higher end of the energy range shows the collision probabil-
ities to be very nearly the same. This ic to be expected, since the potential
functions for the elastic interactions scale directly as the polarizability of
the target gas. In this case the polarizabilities of nitrogen, nitric oxide,

and oxygen are essentially the same, varying only t 5 per cent from their average

value. In view of the unexpected nature of the low energy end of the collision

probability curves for nitric oxide and oxygen, this data should be considered
preliminary and further experimental effort will be required before any inter-
pretation can be affixed to the low energy drop off in the cross section.

Efforts to measure cross sections at energies of less than one elec-
tron volt have not been successful due to a low energy cutoff of the ion beam

current. There are no theoretical reasons that would limit sodium ion beams
to the one electron volt cutoff. In fact, in a recently conducted symmetrical
on-atom cross-section experiment, a cesium ion beam was used that was intellig-

ible down to less than 0.05 electron volts. Therefore, it is believed that a
sodium ion beam at 0.1 electron volts is attainable oy making certain improve-

ments in the components. Several such improvements have already been made.

For exanple, the addition of vertical deflect plates in front of the collision
chamber to correct for elevation misalignment of the beam has helped to lower

the energy cutoff of the system. Further lowering of the energy cutoff was
obtained by shortening the isothermal support block on the multiplier end of

the collision chamber until the chamber protruded from the block. The purpose
of the change was to eliminate the off-trajectory deflection of the ion beam

by contact potentials appearing at the end of the support block. Additional
improvements are planned, particularly in the sodium ion beam gun where special

emphasis will be placed on the alignment with respect 'o the collision chamber.
With further investigations it is anticipated that all three collision probabil-

ity curves !an be extended down to 0.1 electron volts.
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Atmospheric Gas Ion Source

A new type of atmospheric ion source was investigated during the latter
part of the contract period. The source, which is shown schematically in Fig. 35,
is an application of the hollow cathode discharge that is presently being used to
provide monoenergetic electron beams for high-power welding. Ions are produced
in the electron beam, which is formed at the aperture of the hollow cathode, and
are accelerated back toward the cathode due to the gradient in the electron beam.
Use is made of these ions which are at essentially anode potential by allowing
them to pass out the back of the cathode and down a dr..ft tube to the vacuum sys-
tem. As a hollow cathode discharge requires pressures on the order of 10-2 to 10-1

mm in order to operate, gas is introduced into the discharge region directly.
The only way for it to escape is through the exit hole in the cathode. Thus a
very high pressure ratio can be realized between the discharge region and the
vacuum system where the experiment is to be performed.

A hollow cathode discharge ion source was built and operated in con-
junction with a small 40 liter per second vacuum system. Nitrogen gas was admit-
ted directly into the glass envelope containing the hollow cathode discharge.
The diameter of the exit hole in the rear of the hollow cathode was 0.12 in. Ions
passed through the exit hole and into a 0.38-in. diameter, 10-in, long drift tube.
After exiting the drift tube into the vacuum system, the ions were collected by a
target that was connected to a nicroammeter. The cathode and drift tube in these
measurements were maintained at ground potential.

Pressures in the discharge tube were typically 2 x 10-2 to 8 x 10"2 m.,

and pressures in the vacuum system were between 10-5 and l104 mm. Under these
conditions the voltage drop across the discharge, which was constant for constant
pressure, was approximately 400 volts. Current through the discharge could be
readily controlled by varying the output of the power supply. Ion currents meas-
ured at the target were approxiiiately proportional to the discharge current and
were found to range as high as lO-5 amperes. The high current levels and relative
simplicity of design make this type of ion source extremely attractive for cross-
section measurements. The only factor which remains to be investigated is the
possible production of i-nized excited states which could alter significantly the
characteristics of a collisional interaction.

Summary

An all stainless steel ultrahigh vacuum system was designed and con-
structed for use in a modified Ramsauer total collision cross-section experiment.
The total probability of collision war determined from 1.08 eV to 10.35 eV for
sodium ions interacting with three atmospheric constituents, nitrogen, nitric
oxide, and oxygen. The probabilities were found to varj frcom approximately
65 cm- 1 mm-1 to 310 cm- 1 mm- depending on the target gas and the ion energy.
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On the basis of the energy dependence of the cross sections measured, i Is
concluded that there are no contributions to the total cross sections dv" to
chemical interactions. Several atmospheric gas ion sources have been investi-
gated, and one particularly simple source was constructed and tested which has
produced ion beam current levels sufficient for cross-section measurements.
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ELECTRON ATTACHET I,'WESTIGATIONS

Introduction

The alkali metal compounds that result from the presence of alkali
metal impurities in re-entry wakes can significantly change the effective radar
cross section of the wake by the formation of negative ions. Electron attach-
ment investigations were undertaken to study the formation of negative ions in
sodium hydroxide, which is one of the possible alkali metal compounds that can
be present in re-entry wakes.

A crossed-beam double modulation technique was used for this investi-
gation in which an electron beam is interacted with a molecu!tr beam of sodium
hydroxide to study negative ion production by electron impact. A monopole mass
spectrometer was constructed tr' mass analyze the species of charged particles
produced by the interactions c2 the two beams. Over the electron energy range
from 0.05 eV to 10 eV. negative currents that could be directly attributable to
the interaction of the crossed electron and sodium hydroxide beams have been de-
tected. The maximum cross section for the interaction was found to be 3 x 1-16 cm2

for an electron energy slightly less than 2 eV. Further investigations are re-
quired to definitely determine the species produced in the interaction.

Outline of Experimental Techmique

A crossed-beam apparatus, which had been previously used to measure
electron interactions with potassium chloride, was used in the present investi-
gations to study the formation of negative ions by electron impact in sodium
hydroxide vapor. In this experiment a beam of electrons intersects a neutral
beam of sodium hydroxide molecules at right angles within a collision chamber,
which has been designed to prevent penetration into the interaction region of
perturbing external electric fields° A double oven configuration was used to
generate and superheat a molecular beam of sodium hydroxide. The cross section
for the interactions of the molecular beam with the electron beam was determined
by reasuring the negative current produced by the interaction.

.Electron Beam

Shown in Fig. 36 is a schematic diagram of the crossed-beam apparatus.
Electrons emitted from a planar Philips Type B electron eritter are constrained
to move along the axis of the collision chambe:- by the applied magnetic field
and are collimated into a well-defined bewn by a set of focusing and retarding
potential apertures located directly in front of the emitter surface. The
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ccllimating and foclasing apertures of the elecltron beam optics system were gold

rplated tc reduce con~tact potential effects and to minimize any possible changes

in applied potentials in the course of the measurements produced by absorption

of sodium hydroxide on zhese surfaces. The electron beam passes through the col-
lision chamber and intersects the neutral sodium hydroxide beam at right angles.

Those electrons which do not interact with the neutral sodium hydroxide beam
exit the collision chamber and are collected by a positive-biased electron col-
lection electrcde. By applying a retarding potential, V-., between the electron
emitter and the modulating aperture, only electrons emitted with energies greater
than eVI overcome the potential barrier and enter the collision chamber. On
reducing this retarding potential by an amount AV, an increased number of elec-
trons, those with energies between eVI and e(VI - AV), have sufficient energy
to overcome the retarding potential barrier. The difference between the num-

ber of negative particles collected on the ion collector with and without the
incremental retarding potential, AV., applied is due to the interaction between
the molecular beam and the electrons with initial energies between eV and
e(V1 - AV). By employing phase-sensitive detection tech~niques, only the dif-
ference signal is recorded. Thus the negative current observed results from
Lhe interaction of the sodium hydroxide beam with a group of electrons whose
spread in energy is only e AV. An accelerating voltage, V, is used to control

the energy of this group of electrons permitting the interaction cross section

to be examined as a function of electron energy. By this retarding potential
difference technique, which was first reported by Fox and Hickam1 3, an electron
beam of known energy, eV, with a narrow: effective energy distribution, A V is

created. In these crossed-beam investigations, the retarding potenti3al dif-

ference technique was successfully applied to produce effective electron energy
distributions with half-widths of 0.20 eV. Use of a narrower di3tribution was
not warranted because the energy dependence of the cross section was not found
to vary extremely rapidly with energy.

Molecular Beam

A molecular beam of sodium hydroxide was produced by heating sodium
hydroxide pellets in a platinum-lined nickel oven. The reservoir portion of the
oven which contained the sodium hydroxide was mounted in a semivertical position
to eliminate creep problems usually associated with molten sodium hydrexide.
Some degree of superheating of the beam was achieved by maintaining the front.
compartment of the oven at an elevated temperature in comparison to the reser-
voir. This superheating of the front end of the oven source also served to pre-
vent condensation of the beam at the source exit hole. Bifilar-wound heýt'ers
were employed to heat the source oven to prevent possible perturbations of? the
elecron boar, caused by small magnet ic fields produced by the heater current.

The nickel oven source in these measurements was operated above the Curie point
to prevent magnetic field perturbations. Only nickel and platinum were found
to be suitable •terials to use in this high-temp'erature sodium hydroxide er-

vironnent.
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The molecular bea. source oven was locatedin U•he first of three vacuum
cha.bers, wh.ich were differentially pDumped in oxd~er to achieve the highest vacuum
possible in the collision cha.ber region. A series of' small orifices were loca'-
ted along the sodium hydroxide bea. trajectory for the purpose of collimation.
Irn the seco~nd differentially pumped vacuuIm chamber, the molecular beam was
chopped. mechanically at 100 cps prior to passing into the interaction region in
the collision chamber which was located in the third vacuum cha~nber. The neutral.
beam density of the sodium hydroxide beam was determined by measuring the posi-
tive ion current that was produced at a hot wire surface ionization gauge loca-
ted directly beyond. the molecular bea.m exit port of the collision chamber.

Collision Chamber

Shown in Fig. 37 is a photograph of the collision chamber. The chamber
employed in these measurements had an inside diameter of 1/4 in. and a total
length of 1 3/4 in. The electron entrance ana exit holes were 1/8 in. and 9/614 in.
in diameter, respectively, and the molecuaar beam entrance and exit holes were
both 1/8 in. -square holes. The chamber, which was heated to prevent the conden-

sation of molecules on to the inner surface of the chamber, ' constructed from
a single piece of oxygen-free, high-conductivity copper in or'der to minimize in-
ternal contact potentials and to decrease any thermal gradients which might be
produced by the heating. A platinum-rhodium thermocouple was embedded in the
side of the chamber for monitoring the temperature.

Detection System

The electron beam was modulated at 1040 cps and retarding potential
techniques as outlined previously were employed to obtain the effect uLf a na.rrod
electron distribution. The mechanical wheel, which was used to modulate the
molecular beam at 100 cps, was constructed with two additional series of holes
located along the periphery of the wheel that were used to generate 940 and 1040
signals. By this technique all three detection signals. critical to the measure-
monts, were phased locked. The purpose for using douLle beam modulat."n was to
employ phase-sensitive detection techniques to detect at the sideband frequency
of 940 cps the signal produced by the interaction of the electron beam with the

sodiumn hydroxide beam. A schematic of the electronics employed. in the measure-
ments is shown in Fig. 38. 1)etection •.t the difference frequency of 940 cps dis-
criminates against the following iZnteractions: (1) The interference of the scat-
tered electrons and negative ions at. the harmonics of 100 cps, which are produced
by the d~c component of the _el•ctron beam interacting with the 100 cps molecular
beam; (2) th~e interference of the negative ions at the harmonics of 1040 cps,

which are produced by the electron beam interacting with the unmodulated back-
ground gas; (3) the interference of the ha.rmonics at 100 cps, caused by ch;aru'.d.
particles produced in the molecular beam source, which is modulated at 100 cr.:3;
and (4) the• possible interctions of either "•e•.. with the walls of t~he cha::.,,cr

or the ba.ckground. gas e'<istin•g in trhe system..
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Detectior at -he difference frequencyT of 940 cps insures that only the
interactions between the two beams will produce a phaseable signal. Collection
of .o:,iti-ie ions is discriminated against by the detector because the ion col-
lectring electrodes, whi,-h were located astride the molecular beam exit pert of
the collision chamrber, were biased positive with respect to ground potential. A.
transverse electric field was applied between the plates of the ion collector.
Pur'e electron scattering events at 9 LO cps produced by the interaction of the
1040 electron beam with the 100 cps molecular beam were not discriminated against
Ly the phase-sensitive detector system. However, the magnetic field, which was
uppl Ied along the axis of the collision chamber, was adjusted so that the electron
Larmor radius was small -in comparison to the radius of the inside of the collision
chamber while the lightes- negative ion Larmor radius anticipated in the inter-
actions was large enough to allow the particles to exit the chamber. By this
technique electron scattering interactions could he discriminated from inter-
actions which produce negative ions if perturbing electric fields do not pene-
trate into the collision chamber.

Mass Analysis

A monopole spectrometer was constructed for the purpose of mass analyzing
the various species of ions formed in the electron sodium hydroxide beam inter-
action investigations. The mass spectrometer operates with an rf electric field
aplied between a two-electrode configuration for analyzing ions of different e/m
ratios. Since the interaction region or collision chamber was run at ground
potential, the spectrometer had to be operated in an unconventional mode; that is,
the whole monopole structure was raised to some accelerating potential. The
spectrometer was designed to have a mass resolution in excess of 100. A minimum
mass resolution of 11O was required to distinguish between the negative ions NaO-
and NaOH-. Thte -on det-ctor, a 19-stage venetian blind type electron multiplier
with a gain of about 10 , was located at the exit slit of the monopole.

Initial calibration of the spectrometer was ma ,e with a CsCl impregnated
zcolite, which yield a source of positive cesium ions.' Figure 39 is a typical
recrdcr trace of the mass spectrum emitted by the Cs + source. Note that the
mass scale in this figure is nonlinear. The resolution calculated with the Cs +

peak was approximately 42. The insert of the figure is a semilogarithmic plot
of the r-Oative intensities of the alkali positive ion peaks detected with the

monopole.

Tests on the stability of the electronics and the actual geometric
tolerances of the nz-nopole spectrometer indicate that the resolution should be

in excess of 100, well within the resolution of 40 required for the negative ion
experiment. ro verify this resolution, a KCI beam was surface ionized and the
Dositive ion spectrum determined. 'he spectrometer easily resolved th', if;otop -

of potassiu:n, thus Yielding a resolution of at least 40.
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A duplicate sodium hydroxide source to the one being used in the nega-
tive ion investigations was constructed and installed in a separate ,acuwu1 sys-
tom with the spectrometer to analyze the effusing neutral beam. The first.
Ieots were made by surf.ce ionizing the neutral sodium hydroxide beam on a hot
tungsten f'_lament. With the rear of the oven at 2500C and the front at 340°C,

Ila+ and NaOH+ were the predominant ions detected. Figure 40 is a recorder
trace of the spectrum obtained. Note that the ratio INa+/INaOH+ = 2.2. The
source was heated to rear and front temperatures of 3100 and 4400C, respectively.
Tie resulting ratios for ýhis conditon were INa+/INaOH+ = 27 and INaOH+/INa2OH+
= 100. After keeping the source temperatures constant for one hour, another
spectrum was taken with the results IN+iI I.a.H+ = 2500 and II..OH+/IIaR H+ = 400.
Approximately the same results were obtained using a crossed-bean apparatus sintd-
lar in design to the negative ion investigation system. These large observed
changes in the molecular species of the effusing vapors indicate a possible
thermodynamically non-equilibrium condition. Although the reason for this
non-equilibrium is not understood at the present time, it may expladin the very
large ncnreproduc-bility reported in the literature concerning J•e temperature
dependence of the molecular species of sodium hydroxide vapors.

Experimental Results

A doubli modulated crossed-beam apparatus has been used to investigate
the interactions of electrons with sodium hydroxide over an energy range from

10 eV to near thermal energies. Detectable 940 Cps negative currents which

could be directly attributable to the interactions of the two beams were ob-

tained over the entire energy range. Shown in Fig. 41 is a plot of the negative

ion current to the collector detected at 940 cps and the electron current dis-
tribution as a function of the electron accelerating potential.

The observad negative current arriving at the ion collector i, as a
function of the electron accelerating energy w is given by

i(w)= KNLfo O (E) [e (U)]I du

where L is the length of the molecular beam intercejtAd by the electron beam, 11

is the molecular beam. density, O* (E) is the effective cross section for the ob-

served reaction which is a function of the absolute electron energy E, and

lie(U)]' du is the electron current in the energy range u to u + du. The
constant K takes into consideration the divergence of the molecular beam between
the point of interaction with the electron bear to the surface ioniz;ition gauge
where the molecular bea;. is monitcred, the off. ciency with which the individual
suecies -n the .olecular beam are surface ionized (the efficiency of io *zaticn
of sodiu-1 hydroxide was assu.med to be equal to that reported for sodium, ), xrd
a factor which takes intc account that the ions are observed at the sideb-and
frequency of C1.40 cps.
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When the electron distribution is narrow compared to the change in the
negative current over the same energy interval, as in Fig. h4, then the equation
reduces to

i(w) = KNL i4 (uW o(E)

where the observed current i is proportional to the cross section. When the
appropriate substitutions are made in the above e uation, the value of the cross
section at the negative current peak, was 3 x 10.9 cm2.

A mcnopole spectrometer was employed to Tnvestigata both the negative
and positive ion species formed from the interaction of the two bea.sx. In
initial spectrometer measu;rements positive ion species of Na+, NaOH+, and -1- 20H4

were detected. Negative ions were not detected with this system.

In an effort to ascertain whether or not the negative current detected
at 940 cps was produced by electron scattering interactions with the 100 cps
modulated sodium hydroxide beam, electron interactions with helium beams were

investigated in the same experimental apparatus. In this case it would not be
expected that negative current signals would be detected because of the low
helium attachment cross section. Shown in Fig. 42 is the detected 940 cps
phaseable negative current signal obtained from these investigations. The
detected 940 cps signal was found to be phaseable over several orders of mag-
nitude change in neutral beam density. The negative current curve shown in
Fig. 42 can be directly related to a cross section since the electron current
distributien in these measurements was 0.2 eV wide at half height and the nega-
tive current curve was not a rapidly varying function of energy. The relative
shape of this cross-section curve is in fair agreement with the reported total
electron helium scattering cross section. 1 7 The fact that the detected 940 cps
sigi:al in these measurements did not change phase with changes in neutral beam
pressure serves to indicate that multiple scattering of electrons along the beam
is not producing the detectable signal. As pointed out earlier, the experiment

was designed so that the magnitude of the applied magnetic field along the axis
of the collision chamber would confine electrons which interacted with the beam
within the collision chamber. On the basis of the helium results, there appears
to be o good possibility that electron scattering interactions in both measure-
ments are contributing to the detectable 940 'ýps negative current signal. It
is also interesting to note that the magnitude of the cross section determined
from these investi-ations is the sare order of magnitude as that reported in the
first part cf this reDort for electron sodiutm hydroxide collision cross sections

for momentum transfer. SLfbsequert to these measurements, the sensitivity of the
monopole spectrometer was improved by a factor of 102 , arid negative ion species
were successfully detected in background vapors. Further measurements must be
obtained, however, before these ions can be definitively attributed to negative
ions formed by electron impact on sodium hydroxide.
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Therehore, on the basis of these results. it 5hot... be - oncld ,d
that the cross section reported for the interaction of electrons with sodium
hydroxide should be considered as the maximum upper lim.t for possible negative

ion formation. It should also be recognized that on the basis of the helium

results, a large portion of the d-tected 940 cps signal could be attributed to

electron scattering interactions. These results could also imply that external

potentials are penetrating into the collision chamber, and therefore, the un-

certainty in the electron energy at lower energies fcr the data reported in
Figs. 41 and 42 should be at least 0.5 eV.

Summary

Electror interactions with sodium hydroxide beams have been investi-
gated over the energy range from. thermal energies to 10 eV. The cross section

for the interaction exhibited a maximum of 3 x 10-16 cm2 at an energy near 2 eV.

This cross section should be considered only as the maximum possible attachment

cross section for this system until a definitive mass analysis is obtained of
the species of particle produced by the interactions.
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ELECTRON AND No+ CONCENTRATION

IN SUPERHEATED NoOH VAPOR
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Nap CONCENTRATION IN SUJPERHEATED NuOH VAPOR
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NoH CONCENTRATION IN SUPERHEATED NaOH VAPOR
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OH" CONCENTRATION IN SUPERHEATED NaOH VAPOR
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0" CONCENTRATION IN SUPERHEATED No OH VAPOR
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H" CONCENTRATION IN SUPERHEATED NoOH VAPOR
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ELECTRON CONCENTRATION IN
NoOH VAPOR

WITH EXCESS MgO PRESENT
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ELECTRON CONCENTRATION IN
NaOH VAPOR
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TABLE OF RESULTS
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ION-MOLECULE CROSS- SECT' ON EXPERIMENT
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COLLISION CHAMBER PRESSURE CALIBRATION
FOR N2 AT 25o C
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NORMALIZED ION BEAM ENERGY DISTRIBUTION
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ELECTRON CURRENT AS A FUNCTION
OF ELECTRON ACCELERATING POTENTIAL
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