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Introduction 

Before describing our method, we first recall the basic 

convex programming problem:  Qiven a convex set in n-dlmenslonal 

Euclidean space (in the following called constraint set). 

Given a hyperplane (referred to as the cost plane) not inter- 

secting the constraint set. The problem:  find a point in the 

set such that the distance from the hyperplane is minimal 

compared with all other points in the set.  Any point that is 

in the set but not necessarily the closest to the cost plane 

Is called a feasible solution. 

Our method is an evolution-process.  We assume that we 

have an initial feasible solution y .  The procedure is to 

subject y to processes abstracted from biological evolution: 

"mutation", "mating" and "selection of the fittest". 

By mutation we mean the following:  Given a point x on 

the boundary of the constraint set, we consider the vector 

d ■ y - x.  The coordinates of 3 may be thought of as corres- 

ponding to "genes".  We "mutate" d by adding a perturbation 

vector all of whose coordinates are zero except one (we are 

mutating one gene at a time). 
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By "mating" we understand the following:  given points 

x, z we have 3 ■ y - x and d  ■ y - z as the corresponding 

directions.  Let 3 - (3., ♦ 3,)/2l then we consider the point 

u  on the constraint surface and the line with direction 3 

through y to be the  "offspring" of the "mated parents", 

x, z. 

"Selection of the fittest" means that we choose the vector 

whose cost is smallest from the family we generated.  That 

is to say, we choose from all the specimens generated the 

optimum one.  If this optimum is an improvement over the last one 

in the cycle, we return for another one, providing we have not 

cycled back more than a predeslgnated number of times. 

We will first describe and analyze the method and its 

implementation for linear constraint functions - linear programming. 

Then we proceed to discuss the method for the more general problem 

with non-linear constraints.  The process is started by taking as 

first x the intersection point of the line through y  that is 

perpendicular to the cost plane (the gradient direction). 

I would like to thank the many persons who were so generous 

with their help during all stages of this research.  In parti- 

cular, my thanks to Professor H. J. Bremermann for his help and 

encouragement as committee chairman; to Professors 0. B. Dantzig 

and D. H. Lehmer for their suggestions as committee members; 

to Steven Salaff, who had many constructive criticisms during 
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tlve criticisms during the early stages of this work. 

Finally,  I also want to express my gratitude to the Office 

of Naval Research, without whose support this research 

would not have been possible,  and to C.E.I.R.,  Inc.,  who 

made available their machine on many occasions. 



De3cription  of  the  Method 

The problem that we are trylnc to solve is the following: We 

are given a system of m linear inequalities in n unknowns 

with real  coefficients: 

allxl + a12x2 + •   •   • + alnxn >  bi 

a21Xl  + a22x2 + + a2nxn >  b2 

amlXl  + am2x2 + + a    x    >  b mn n —    m 

These  Inequalities shall also bo  called constraints.     To 

simplify  our notation we  shall   represent  the  constraints  in 

matrix form: 

Ax >  b 

whe re: 

and 

11   ••'   aln\ 

...I mn, 

is  the  matrix of  coefflclerJ 

We  are also given a linear  cost   function 

CX.    ■*   C■* X-    T   CQX^    T" n n 



W^ note that thla Jlnear cost function (lefJnee a hyperplane In 

n-dimenslonal Euclidean space. Similarly the equations 

«loo define hyperplanes whioh bound the convex polyhedron. Wa 

say that a vector x • (x,, ... ,x ) is feasible if Ax <, b. That 

is to say x satisfies the constraints.  x is called optimal 

if x is feasible and for any other feasible vector y ex ^ cy. 

Our problem Js to find such an optimal vector x  , providing 

it exists. 
* 

Before we describe our method in detail we will briefly 

outline it in an intuitive manner.  Our me.hod assumes a given 

initial feasible vector from which we can starv.  Denote this 

Vector by y0, for i\  point in n-space. .Prom this point we travel 

in the direction perpendicular to the cost hyperplane till we 

reach the boundary of the constraint polyhedron.  After this 

point« whose coordinate vector we denote by x,  has been found, 

we proceed to "shoot a buckshot volley" in the direction x-y0. 

By "buckshot volley" we understand the following:  Prom a point 

inside the polyhedron we proceed in several random trial directions 

that are contained In a circular cone of some given solid angle 

around the given fixed direction.  The distribution of the random 

directions is analogous to the trajectories traced by individual 

grains of a blast of buck shot.  We then determine the inter- 

section points of the trajectories with the polyhedron.  The 

coordinate vectors of these intersection points are feasible 



The coordinate vectors or the s e intersection points are 

feasible vectors since th_y satisfy Ax < b (\'lith the 

equal sign occur~ing in at least one component). Among 

these vectors there is, we hope, one vector x' having a cost 

that is ~e~q than the cost of x and also such that the .. 
n 2 

and x', i.e. L (x ' i-xi) 
i•l 

norm or the difference between x 

is greater than a certain £ which we will accept a s the 

smallest change in vectors. 

If the norm of the difference is greater than £ and we have 

not exhausted a given maximum number of loops we then exchange . 
x' and x and shoot another "volley" around the new direction 

determined by the new x and Yo· This method is continued 

until we either are not improving our approximation fast 
2 • 

enough, that is ~(x'i-xi) ~ e, or we exceeded the maximum 

number \<le allowed for iterations. 

In \o;hat fo l lows we shall try to describe the method \ ·le are 

us ing to effect the above mentioned "buckshot" technique. 

To simplify the description we want to introduce som further 

notation: by ei we will understand the vector defined by 

• t he point in our n-dim~nsional Euclidean space that has a 1 

in the ith coordinate and O'c elsewhere. In other words: 

where 5 • {1
0 

if 
iJ if 

is Kronec<er's delta. 

j . 
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For the "buckshot" errect we need to hAve some dimensions tor 

the cone which W·ill detennine how "wide" or "open" the 

buckshot will be. For this we read in two factors h, l, 

a hiah and a low ~ ractor . reapectively. The factor h will be 

multiplied by a random number, uniformly distributed bett1een 

0 and 1, during the course or each buckshot. The tact or 

l will be set to 
1 n · , 2 

if l n ' 2 ~ ~ (xi-xi) < l: (xi-xi) • to 
i•l · i•l 

reduce the small cone and increawe our rate or convergence 

as the approximation comes closer to a .limit point. 

. . 
The process starts as tollows: we generate a set or feasible 

vectors by modifying the direction given by y0 and x, our 

initial feasible vector and our current best approximation 

respectively, by adding to it: 

d • Yo - X + t ei tor i • 1,·· ·, n 

when f is h or J, , the hig~ and low factors reopectively. 

This gives us fo~ each or the n-dimensions 4 new vectors and 

since we include x in the family we have 4n+l feasible 

vectors. Thes·e vectoro, which we shall call the "parents", 

are when "painrise mated" . It we denote . by xj the members 

or the parents set, j•l, · • · ,4n+l, then by pain1ise mating 

\·t~ mean the fol~ )Wing: We determine the coordinate vector z 

ot the interse~t~on of the lines through .Yo in the direction 

d • Yo - o.s(xJ + xk) where 1 < J ~ 4n+l 

4 . 

1 < k < 4n+l and J ~ k 
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\·rith the ·boundary of the · const :."'aint polyhedron. B~' pairwi3e 

mat i nB \'te thus o tain 

~n+21) • l j 2n(~n+l) vcctor3. \·le note that for large 

values of n this method impl~.es a prohibitively large number 

of operations. To somewhat counteract this problem we have 

introduced a modification which \'till enable us to sl<ip over a 

number of parents in the "mating" procesa. We have thus been 

able to . analyze some higher dimen~ ional caaes. 

By ranl<ing this family of vectora accordi~ to the cost \':~ 

can proceed to find the one \·Ii t h louest cos t function value 

and proceed w-ith the iteration method deacribed above. 

\ve shall no\·J give a deacription of ho\·; the method \'lorl<s in 

a step by step manner: 

1. 

2. 

Given the initial fea s ible vector y , the 
constraints A;~ > b and th cost fuHction 
ex • z, our first s t e p i s to f._nd the vector 
x in the direction normal tv the plane defi ned 
by tne cost function. This vector x now 
becomes the first vector in our scheme and the 
iteration cycle beg in~ 

lie ta.<e the direction ·determined by y , our 
initial feasible ve ctor, and our curreHt bent 
approximation vector x: 

-x ) n 

and effect our buc.c_,ho t e ffect around thi s direction. 

3. From t he famil y generated in ~ t ep 2 l-I e pic!< the 
vec t or x' \ hi ch has the l ea 3t cos t and we evaluate 

t n ' 2 
:

1
(xj - xj) 
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It t > £ then we proceed to exchange x and x' 
and check trhether this tras the last penni3s ible 
iteration. We next proceed to check it our running 
low ractor ror the buckshot errect, J, i3 ~esa 
than t, · it ·it 'ia ·then tte :set l • 1/2 t, othen'lise 
we leav~ it ~e same. Then, it. we have not exceeded 
the maximum number or iterations we return to step 2. 
It not we finish this run by saving the information 
sathered so tar. On the other hand it t < a then 
we . assume that our improvement is too 3low and \'le 
·also proceed to save the information and exit. 

We have so tar repeatedly mentioned that we travel along a given 

direction throuah the initial teasible vector until we hit a 

race ot the polyhedro11, we shall now proceed to describe the 

method by which we do this and also give the mathematical 

Justification tor it~ 

Let us denote by d the siven direction in which we want ~o 

travel starting from Yo· And let Ry0 be the non-negative 

tor i • 1 1 • • • 1 n. 

if tor i • 1 · · • m I . I 

if tor some i Aid > 0 

we t~<e the smallest positive 

\ole will ~how that the vector x '"" Yo + ~d is a reasible vector 

and tor some i tre have the condition· Aix • bi 1 which means 

6. 



that     x     Is  on the hyperplane   (we  will   say   "face"  for short) 

defined  by  that   equation. 

Proof.     V.'e  first   consider the  case  when for  some 

A.d >  0.     Then 

Ry 
Ry 

o. o 
x - mm lT-3- 

A1d>0\ Ala 

0 
ä—r 

hen    Ax » A(y0 + Xd)   = Ay0 + XAd 

Ax  = Ay0 + 

/Ry 0 
0 

0 

\V7 Ad 

That   is  for    J  «■ 1 

AJX " Vo 1Ä 

now  for    J  o i0,     A^X - A^ y0    + \pprl A. d » A. + Ryn 10     0    ui, 

since  Ryn  » b.  - A. y  we have 
ul0   

10   10 

A1 x = Ai y0 + b  - A y0 = b 
"0     0      J    0      0 

thus   showing  for some     in ^M   x = b, 
u     10 0 

Now  for    J   ^ 10    WC   have 

1 .     if    A,d  <  0 

0 

then     A.x = A.y^ + J-'o ^ \T-T-j ^ä < Vo ^ bJ 



hence  A .x _< b . 

^ 0 .      ul/ 
2.  If  A,d > 0 then T-J-    > -. £ > 0 

0 

thus  AjX - Aiy0  + ^0 Ajd < kjjo +       Ti Ajd 
0 J 

AJX i AJy0 + "^J " AJ^0 + ^ " fiJ^0 " bJ 

Hence if  A.d > 0 for some  J  we have ahown our claim.  For 

the case  A.d _< 0 for J = 1> * ' ',n v;e can consider exactly 

the same situation as above v/ith the distinction that v.'o 

rr.ultlply d by -1 anc then sabtract rather than add Xd. 

This can be done since d  is nothing but an ordered set of 

directions numbers and by multiplying by -1 we have not changed 

the direction except for the sense in wnlch we were traveling on 

the line given by the direction d and the vector y0. 

For the initialization of the technique we give as a direction 

vector the normal to the cost plane, i.e., the plane delJned by 

the linear cost function  c.  V/3 do tills in order to get an 

"optimal" start to the metnod since further directions are 

going to be defined by the succeeding approximations together 

with tne given initial feasible vector y0. 

Before we go into discur^ing the experimental data obtained from 

the method discussed above wr will describe a few changes which 



were int~duced during the course or the experimentation: 

1. 

i • 1,· ··,m 

~- tor some i 

and define 

~ • min (~1 cd, ~ cd) when k • 1,2 
>J< 

then we know that we will not only travel along the direction 

given by the d vector until we hit a race or the polyhedron 

but we will minimize the cost in the subspace defined by d. 

This modification did not affect the rate or converge:nce at 

all among the analyzed problems. 

. . 
2. vle recall that the "buckshot.. errect was accomplished 

by generating a set or "parents" by (asexual) mutations on our 

last best rector. These parents are then mated in a pai~rise 

maaner. The change we introduced consists or allowing to skip 

9. 
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ahead the generation of the pareato and the palrwlse mating. 

If during the asexual mutations we found a mutant which has an 

Improvement upon the running best vector that Is greater than a 

certain e  we read In as Input data. That Is, If we find a 

mutant whose cost is smaller than the cost of the laat vector 

minus c,  then we consider the mutant the best vecto", aa If 

we were of the end of a complete Iteration and continue at the 

beginning of the next one by considering the "asexual" Improvement 

|the next best vector. 

This change, seemingly minor In character allowed for a tremendous 

upsurge In the time rate of Improvement -- that Is, tlmewlae the 

convergence was greatly accelerated. Because Of this we were able     l| 

to handle problems with almost complete success which previously 
i * 

were not feasible.  Furthermore In those cases where the unmodl-       ; 

fled version worked well there was also an Increase In the 

accuracy of convergence. ' 
[ 

r 
3-  A third change that was suggested, for . e buckshot \ 

i 

effect was not to "mate" parents which lie on the,same hyperplane. 

That is, if we let x and z denote two arbitrary parents we 

would not mate them if for some 1 H 

bi  '  AiX " 0 ■■ bi  -   A^ j 
'    ' ii 

This  change does not  seem to affect the experiements in any 

measurable way. * 1 
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4. The last suggested change was to move the original 

vector y0 from its static location to a more centralized 

location. Several different methods were attempted none of which 

showed any improvement on preliminary tests. 
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A CLASS OP LINEAR PROGRAMMING PROBLEMS 

Next we shall describe the class of problems that was 

used for the experimentation in the linear programming part: 

Let us denote by I the n-dimensional identity matrix 

/l   0^ 
I - 

\p  '1 

by J the n x n matrix consisting of 'I'e 

1 ... 1 
• • 

1 ... 1 

and by    b    the n-dimensional  column vector consisting of    I's 

1^ 

1 

Further, lot us define  A ■■ ol + J where a is some positive 

real number. The class of constraint inequalities was Ax ,> b, 

with a linear objective function; the cost function ex - Zx,, 

i.e.,  c - (1,••••,!),  the n-dimensional row vector consisting 

of ones. 

The main advantage in usintf these constraints lies in their 

handling i&ae,  as will be obvious in the sequel. The original 

suggestion to use these matricei; came from Hooke and Jeeves, 

[15  ],  who developed an interesting search technique for 

the solut .on of linear equations. 
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By the  condition number of a matrix v;e understand the  ratio 

rf the  largest  to the  snalleat  eigen value  of  the  matrix.    To 

find the  eigen values  of    cti    -4- j    we note  that 

where the  subscript    n    Is 

used to denote the dimensionality  of the determinants. 

al    + J    -  XI n        n n (a - Mln + Jn 

(a-X)ln + Jn 

(o-X) + 1 1 
1 (a-X)  +1    1.   ...   1 
• « 

1 (a-X)   + 1 

(a-X+1) 

1 (a-X+^^-l 
a-x+1 a-X+l 

1 
a-X+1 

(a-X+l)   -1 
•     a-X+1 

(a-X+l)2-l 
a-X+1  

(a-X+1) 
(a-X+1) HTT (a-X) n-1 

(a+l)-X+l    1 1 i 
1 (a+l)-X+l 
; . i 
i       (a+l)-Xfi, 

(a-X) n-1 

^^j^-^ + V: 

[a-X) n-1 n-2 
1^2  • 

(a+l-X)n"^       (a+2-X) 

(a-X)""1   (a-X+n) 

(a+l-X)'1"^ (a+n-3-X 
n-3  *   '   '   '   (a+n-2-X 

((a+n-2)-X)l2 + Jz 

Hence the  eigen values are    a,   n-1 times,   and o+n once.     The 
o+n conditior. number lo thus 'found to be c which can be 



readily changed by manipulating a. The ·solution of the problem 

-1 (1 . 1 ~ is X • A b • ai- a(n+C) J 1b. 
. . ) 

t·le shall tirat report ·. the experiments thli.t were carried out ·\·t1th 

the original method described on page 5 and thereafter \'te \·rill 

discuss the ettect ot the modificat1on3 (escribed on paBe 9 . 

Rather than discussins all the problems that we experi­

mented \'11th we shall di'scuss two typical examples and only on 

occasion comment on others ao the need ai'ises. 

For the tive dimensional case, 1. e., n • m • 5, and \'ti th 

a condition number or 5 we observed that the method converges. 

The convergence, however, is strongly dependen~ on the value or 

the dimensions or the cone or the buckshot errect. For example, 

if we start with an fh • 2. o and an r 1 • o.oa, where fh and 

t · 1 are the high lld low arguments resp'ectively 1 the method 
.. 

14 

iterates 11 times and then finds no improvement among the buckshot, 

i.e., x • x'. The result remained, after 11 iterations \'lith a 

maximum error or 1/10. The same problen run with fh • 1.0 and 

r 1 • 0.1 converged beyond the point where the small component 

factor started to be modified. 

For the analogous problem with n • r.t • 5 but with a 

condition number ot 1.19 we find the sa~c behavior except that 

tne error tor this case came out to be 1/1000 atter 20 

iterations. 
. 

It 1s interesting to note that this problem also crops up 

when we deal with higher dimensional cases. We want to note 
' 

that the · same problem or ·cones that are too large for the buckshot 

... .. 
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effect was dramatized in the case tor n s 30 • m with a 

condition number or 2. when after 57 iterations we terminated 

the execution since no improvement was round in the family 

generated by th and t 1 • They were th • l and t 1 • 0.1. 

This leads one to speculate tha~ the perturbat l on tactors 

fh and fl may be inversely related to the dimension or 

the system. 

Returning now to our discussion or the 5-dimensional 

case we would like . to .discuss the effect ot changing the 

original feasible vector in such a way that it is no longer 

so "neatly" centralized. We noted that although the method 

empirically converges its rate or convergence is s ~ower, 

namely when: 

y
0 

• (2.5, 9. 5.5. 3 1~) as opposed to 

Y0 • (3.5. 2. ~. 3. 5) 

in 15 iterations the largest error was 2/100 whereas the 

largest error at the end or 20 iterations or centralized y
0 

was l/1000. 

· As the method was original ly programmed tor a computer it 

was .not practical tor larger systems at all, hence we introduced 

a modi~ication which would make the buckshot family smaller. 

He ~eca l l that by making 2 large and 2 small perturbations f 

ea ch coord~nate direction we have that the number ot vectors in 

t he "parent" set is ~n. We then proceeded to pairwise mate 

set, including also the best 
·in+l) 

• 2n(~n+l) • 8n2 + 2n. 
\ 2 

running approximation we thus 

For n • 100 this makes 
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the family have 80288 vectors.  To generate such a large family 

is Infeaslble because of t-i.~e considerations.  We should mention 

that when we tried the full-blown scheme explained above for 

n » 30 It took 35 minutes on the IBX 709^ to Iterate Just 9 

times.  Tha way we have gotten aroind- this difficulty is by 

skipping over a goodly number of the parents In our mating. 

When this was done, the time was considerably reduced but the 

rate of convergence per major cycle for those experiments tried, 

was not reduced in any marked way.  For example, for  n ■ 5 

we tried skipping over every 2 "parents".  The number In the 

total family was reduced oy a factor of H  and the rate of 

convergence was not modlflec at all.  In higher dimensions, 

for the casei tried, this accelerated the convergence rate. 

For one particular run on the 5-dlmenslonal case we also 

set up a problem where we had more constraints than variables. 

In this problem again the method empirically converged.  The 

case we tried is: 

1      1      1 

2.25    1      1 

1     2.25    1 

1      1     2.25 

111 

0      0      0 

0      10 

and cx-x, +XT + X-) + X.I + XC. 
■*•   ^   J   ^   >> 

The  estimated  solution vector  converged  to 

x  -   (1,   -23,   1,  -23,   -2^0     after  15  iterations. 
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As we mentioned above we also tried some higher dimensional 

cases. A 9-dimensional problem conver1ed to the answer with a 

maximum error or 2.5/1000 in 30 iterations. We ran a 

30-dimensional case that had to be stopped as ~ failure after 

46 ~t~ona. This took about seven minutes. It we extrapolate 

trom our analysis or smaller dimensional cases the convergence 

seemed to be on the right track and, apparently the size or 

th cone was too large in our buckshot errect. 

Let us now investigate the consequences or the changes 

introduced on page 9 by comparing the results or identical runs 

with the modified and unmodified versions or our method. We 

want to note that the modification was introduced in such a 

manner that it was possible to uae the same program for both 

versions by simply changing an input constant T. To accept 

• or reject "asexual" improvements depends on this T which 

when large enough would reject all "asexual" improvements. We 

want to note that the method was somewhat streamlined by more 

efficient programming. This helped in reducing running time, 

as can be observed by the time estim~.tes. 

To begin with, we will star~ with the 5-dimensional 

case, which is the one most · extensively investigated: 

·For a condition number or 2.25 the old version ran tor 3.6 

seconds and 6 loops to stop with a maximum error or 0.11~8. 

This error seems largely due to the large cone factor for th P. 

bucxshot effect. The modified version, however, ran tor 10.8 

seconds and 17 loops to atop with a maximum error or 0.00026 . 

The maximum error after 6 loops in the second run was 0.0587; 



Next let us consider the cases tor a condition number or 

5.07. \11th a large cone. factor the ·unmodified version in 4.8 

seconds looped 6 times and terminated with a maximum error or 

0.009971; it·s associate looped 10 times in 7.2 seconds and 

terminated with an error or 0.000045. · · 
' . 

By changing the .constant \'lh1ch limits the asexual improve-

ments also note some change in the rate or convergence to the 

solution. For example, by letting ~ · ·0.1, the high cone 

factor rh • 2~, and the small cone factor r, • 0.1, we 

obtai ned in 1.8 s·econds 4 loops with an error or 0.067. By 

changing . ~ • O.Ol .and the high cone tactor to 1, we iterate 

10 times tor 4.8 seconds with a maximum error or 0.000035. By 

further reduc1ns ~ to zero in 3 seconds we iterate 6 times 

and terminate with an error 0.000021 -- in this last run the 

· high cone factor was 2.0. Now when we changed the cone tactor 

to l we round that we terminate in the second loop with a 

maximum error or 0.017 • . This pattern. continues when we change 

the condition numbers or .the matrices we experiment with. 

However for one case ·With a condition number or 10 we find 

that with a high cone factor or 1 the unmodified version in 
• 6.6 seconds loops 11 times and terminates with a maximum error 

o.r 0.000256. With a -r or 0.01 we iterate tor 10.2 seconds 

and 16 loops to end with an error o·r 0.006666, and for ~ • 0 

in 2.~. seconds and 3 loops we t1nd a maximum error or 0.001446! 

·.:ith a d1fl'e:-ent set Qt random numbers, however, the above 

·desc:-ibed problem ran 4.8 seconds and 7 loops with a maximum 

error or 0.000014. · The same pattern continues tor condition 

19 
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numbera ot l5 and 21. We refer to the summary table 2 at the 

end ot this discussion tor a g~obal picture or all the rune 

we made tor the 5 dimensional problem. 

Let ua now 1nvest1gate the 9 dimensional problema we 

exper~nted w1th. Por a condition number or 2.25 we round 

that: 

It we let t~e cone tactor be 0.1 the old version iterates in one 

~inute and 55.8 seconds 77 times and terminated with an error ot 

0.044760. When the new version wa~ us•d, with an asexual 

.. 

improvement T ot 0.01 we tind that in ,2.4 seconds and 1' loops 

t~e ~ terminal error is 0.011109. When we 11sed a cone 

factor ot 2 and ·T • .01 we rind that in 10 iterations that 

t.ook 25.8 seconds .the error is 0.0,6451. By reducing tp 

T • 0 we have in 7 iterationo and 22.2 seconds a maximum 

error or 0.000044, with a large cone tactor or 0.1. For 

higher condition numbers we experimented with a ten dimensional 

case, viz., we .considered a condition number or 5. When the high 

cone factor was 2 and we used the older version we tind that in 

26 iterations and ·2 minutes we ' achieved a maximum error or 

C.045lo6. • When we e it ted a~ exual i mprovements ot 0.01 we 

find that ~he process is terminated in 41.4 seconds and 8 loops 

with an error or 0.010210. When we had a cone ractor or 1.0 we 

iterate 22 times in 92~4 secon.ds and terminate with an error or 

0.00221,. When we tr,y to Teduce the ramily size by 16 we tind 
' t . . 

that the same problem as above t1nds do improvements atter 4.2 - .. 
seconds and 2 loops and terminates with a maximum error ot 

0.1}4~'· · It 1e wortll mentioning 'that the prece41ns experiment 
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Table 1, page 25, summarizes our original results with 

the unmodified version. Table 2, pages 26 throuch 28, summarizes 

the comparison of the two methods.  The flow chart which follows 

the tables corresponds to the modified piogram. We did not 

Include the flow chart of the unmodified version because we do 

not believe that the addition would add any valuable Information. 
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· CONVEX PF~~.'\ r·'TT·IT.NC 

'l'he method \'IO discussed in the ,lineEtr programminc part l'ras 

extended in a "natural" tray to try to solve convex programm1n~ 

problems. By convex programmint; ''t'! mean: given a convex set 

(\·those constrai.nts or ·boundari,es arc not necessarily def1n~d by 

linear !'unctions), and ·a linear•co3t func:'.; ion, \•te trant to find 

a point in the convex set such that no other point in it has a 

smallercost. If the constraints are lin0.ar the problem reduces 

to linear progra:mr.ting. \ole note that the linearity or the 

constraints in the linear progre.mm1ng method tras used exclusively 

for finding the intersection of a J; iven line with the boundary, 

and nowhere else. Thus this method becomes suitable for · 

generalization as . soon as we have a ~ray o:: finding the inter­

section point or a line with ':he· boundary of the convex set. 
. . 

Let us now analyze the r.~e tr .. od that \·re used to find the point 

on the bounda~J given by the lnter3r.ctjon of the constraint 

surface and a line de.fined b~r a ve :tor of d1 recti on nur.~bers and 
. . 

a point through \'lhich the lir.a :::u s ·; so~ 

The equation or a line t :1rov,;;~' a po1:1t y with given 

direction numbers a • (dl 1 " • • 1 C~n) is gj.•Ten by 
~ 

x • (x1, · · · .,~) • (y1+ td1 , y 2+ td2, • · · ,yn+ tdn) or sir.~ply 
~ - ~ 
X ~ y + tel • . 

It we define our convex Jet al t he L1tersection of several 

convex sets given by the followj.rl3 c q_uations: 

cpi (i) ~ bi' i •1, • • ·, r.1, vr~1cN <P( :c) are continuous functions. 

Then \·te can simply say that \·re -wra:1t to f i :1d a · ·:A. such that: 
J 

• Note: The seneral convex programmins .case admits a convex 

• obJective function. 



for ::. • 1, , ~ and for ~o~c j 

Since the convex set3 a: c ho\·n~oo \ 'i<: can cay tha.~ for a 

c.·iven t > l \·;e can find an n s uc;·l ~.;~'l:.:.t; ... ' 

~ n~ . . 
~j(y + t ·G) > bj for so~c j and 

91 (y + tn-l~) ~ bi . for i • :, , m since y i3 !r.::;ide 

the convex set. We now procaed by :1x~~; ltl > l, then we 

can find n by r.1Ultiplyi~ t by It I until \·rc fin<l the cle~!.red 

n.. '·'e tn' en kno\··' ~ha~ tn-l < ·, < ~ n ~ · · · . ~. • -· - " , .;.'le orc.e 1 .. i.la!' oe rcversec. 

-:_f t < 0. \·!e can then by trial a:"ld cr:."'or find A by a 

binary search v;ith i::'l the interval. If ~·m let -r > 0 denote a · 

tolerance \'lhich \~e :t:1xed before \'m s ta l .... ~ our search for A t:e 

catl con ... inue as follows: For ::'lc>ta:~ional simplicity let us 

assume t > 0. 

Let a t n .... n-1 - -~ and 
... _1 

0. •••• 
.-' -"' . ~ 

(~ + ~a)t) r: C?i(y + < 
.a. 

bi 

for i • l, ···, m, and for s on~ j, i)i - c:>j(y + ce + })~) < 't' 

t •e~1 t·le define A • t3 + -}x. I :,;' for i - 1, ... m , 

b:;.- cpi(y + (f3 + }la) > -r t hen let us r ep,ace t3 +~a for ~ 

:::or a and co:1tirue. I:!' cp .. (y + (P + k)~) > b., then 
J ~ J 

~·re · replace p - ~ :or t3 anG ~ a fo r a and continue. This 

net~od converges · ecause the constl .. Clint ourfaces are continuous. 

In this r.1anner \'Je find the pcin·; 
~ 

x \·:hich lies on the line 

1·1ith direction nu:':'lbers ~ through y \·:ithin T of at least 

one constrain~ surface. 



• 

Since 1n our method \'re f'.rc ~r· ar·c h:i. n~ \·:itl1ln a Zi.lt.ll cone 

or a r;iven best vectol" \'Je knot·J c :r.r . ~~ .... u~)S " c;_uent A' ::> <l o not 

differ by VCl"Y l':luch, in c;enaral, 01C.: are ~ood approx1 r.~at1ons to 

eac!1 other. Ho\·1ever, even if t ::1e a!iPl,o:: :!. ma:;~on~ \·Jere not c;oocl 

t-:e ha.ve a ·convex,;ence for S~C:.l,t lrs: I~- I > 1 r.~ t:1e i.:. e ~1nn1n.: or 

~aeh cycle, ~nc1 th1a 1a ea.o1l:,r ;~\.:.&.l"antc~ c1 . For a precise 

descr1i)t1on or the method \'re re l'c r the r~adcr to the .flo\·r 

chart at the enc1 or this sect:i.o ~1, p. 51 • 
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A CLASS OF CONVEX PROGRAMMING PROBLEMS 

As convex seta we used the n-dimensional ellipsoids 

defined by 

v (x,,--^ ) - 2 (-ir-—i)  < e , where 1-1, •••, m, 
11     n   J-l   D1J   ~ 1 

and m, n _< 10. 

This family was chosen i'wr expediency reasons since any 

such function Is easily evaluated and therefore fast or. the 

computer.  The ciaswers are also readily checked for the case 

m a 1,  as will be established In the sequel.  For m > 1  the 

problem Is more complicated because the answer may ' le on the 

curve defined by the Intersection of the m ellipsoids.  However, 

the main reason for using m ■■ 1  In our ('Xperiments was that 

m Is a factor of the length of time the computer takes In 

doln^ a particular exarr.ple.  This can be readily verified since 

we spend rr.o^j of our machine time In finding 'ehe Intersection of 

a line and the surface bounding the set, and there are m of 

these equations to evaluate each time.  Furthermore, It seems 

reasonable to assume that If the method can solve problems for 

mal then It can also ^olve them for m > 1. 

V.'e are given together with the ellipsoid 

n  x,-a,t  2 1  11 2 (_^—1±)     < e,  a linear cost function 
1=1  D1J  ■ - i 1J 

j   .   n 

c • x ■■ 2 cix< which we are to minimize. The answer to 
J-l  J J 

the problem then Is:  for m - 1, the point of tangency at the 



>-' 

ellipsoid such that  the  tangent hyperplane has the direction 

nurr. 

n 
bers given by c ■• (ci*'*** n)*  

and such that the 

2 c.x.     Is the smaller of the two pocslble cutcomea. 
J-l J J 

Without loss of generalization we can assume that 

Z  (—4—^) < e can be reduced to ^(T-
1
)  < e,  by simply 

translating the ellipsoid.  Since we are Intere3t3d only In 

the boundary point we have 

n  x, 2 
2 &)     -e. 
J-l tJ 

From elementary calculus v.e have that the tangent plane at 
'n x.z. 

a point z can be represented by:  Z  **    - e.  And this plane 
J-l bi n J 

Is to be parallel to Z c.x.,  consequently we have 
J-l  J J 

z,  z2      z 
(—2, —^, •••, -^) -  X(c,, C21 •••, c )  that Is the direction 
bl b2      bn 

2 
numbers are proportional.  Hence we have z. ■ X b. c.. 

Substituting In the equation for the ellipse we have: 

2.2 2 
2 X blCl _ .  .   x2 _ ./, " .2 _2 

1-1 b^^ 
ryi-i - e .•.  X - e/( Z b^ c^) .♦.  and X - -\e/( Z b^c.). 
: 1-1   1   1 ^    1-1 ^^ 1 

Ü  .2 2 

Since for our experimentation we chose c  such that c.^ 0 

and at least one c, > 0,  we could always solve for two real 

distinct X's. From these we can always pick the X which 

gives us the smallest cost when we substitute for the answer.  If 

we denote by a the center of the ellipse then the answer Is 

A   *     2    2       2 
x - a t X(b,cli 

b2c2'* *''bncn^'  Nute that this expression Is 

readily computable. • 
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Another Important aspect that aided us In the choice of 

these functions was the ease with which one can make changes 

In the format of the ellipsoid by simply changing the coefflclenta 

V.'e can make the convex set be an elongated "clear" In which the 

search would be more difficult, If we make the ratio of length to 

width larce enough.  This problem was suggested by Bremermann 

and Salaff [7]. 

The program that we ran on the IBK 709^ was written In 

Fortran and ?AP.  Its structure Is In general the same as the 

modified version of the linear procrammlng problems.  That Is 

to say we built Into the program the capacities we found 

advantageous In our previous experiment9.  The program allows 

"asexual" Improvements durln" the " arent" generation stage. 

For a detailed view of the process we refer the reader to the 

flow charts at the end of this section, pp. ^9 to 51» 

"osu of the experiments wo ran were with ellipsoids whose 

coefficients were rather well behaved, that Is, In a range 

between 1 and 10. The experiments were geared mostly to find 

out how tae method behaves as we let  n grow from 2 to 10. 

V.'e begin by analyzing one of the simplest experiments 

possible: 

with a cost function .z - x + y  to be minimized.  The point 



)f departure was y0 - (5>5)  which Is within the ellipse 

I, i C».*" , I5«0 

In this case we can see that given a very proplclous start the 

progress Is as 0^3 would expect It:  direct and fast.  This 

particular run took 2 loops and 1.2 seconds.  Tost of It, 

however. Is spent on the Input and output of Information.  We 
_7 

note that x cones to within 2.57 X 10  of the ellipse.  If 

we now do the sarr.^ problem but start with a y0 of (7-5* ^-5)* 

our progress Is a bit slower , the sequence of best vectors 

being: 

x0 - (5.555, 5.024), x1 - (4.495/ 5-27), x^ - (5-504, 5.891) 

Between these vectors a great many more asexual improvements 

co-ne to span the XQ, X,, X^.  For the former case we only 
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have 2 asexual Improvements; for the latter we have 20.  It 

IG notev/ortr - that the latter ilso took 2.4 secondo to converge 

to approximately the same answer. 

Let us now consider a case which Is an "elongated cl^ar 

shaped"  ellipse: 

2 2 

IV.ls defines an ellipse of length 100 units and width of 1. 

The starting point wo took was (19,0.09).  For a cost function 

of c = (10,1) the sequence of test vectors was: 

x0 - (17.85, 0.05306), x1 - (0.1712, O.O8157), x2 - (doll, O.08; 

x3 = (O.OI561, 0.09442), x^ - (0.01486, 0.09455). 

The answer to the problem Is  (0.1 x 10"ü, 0.09999).  This run 

took 7.2 seconds.  When we changed the large cone factor from 

1.2 to 0.8 our method fared  much better.  For in the sixth loop 

the answer was x^ -• (0.42 x 10"5, O.O9995).  This result Is 

in line with our previous experiments In linear programming, 

where we found that a smaller cone factor led in general to a 

better approximation at the expense of a g^^ter number of 

iterations.  The latter case took 5 seconds.  In a subsequent 

• run we changed the cost, function to make for a less well defined 

point of tangency. We let  c - (1,10).  The method converges 

as follows: 

x0 o (16.52, 0.04452), x1 - (.1849, 0.08086), X2 - (.1779, 0.08122). 



The answer la x - (O.O^SÖi 0.G005).  At this point we ohould 

note that the method does not behave very well when the tangent 

to the curve makes a very small angle with the line at the 

intersection defining the points on the curve. This Is due to 

the constants used in the convergence to the' point of Inter- 

section and also partly due to the limitations of the floating 

point arithmetic of the computer.  Although this problem is 

surmountable we did not endeavor to conquer It, the Interest 

being marginal. 

Let us now.investigate a typical 3-dimenslonal experiment 

(iSi^)2 + (£^)2 + (■^)2 <  1 with a cost function 

c = (1,1,1), a cone factor of 1.2 and art initial feasible 

vector    y0 ■■ (5>5iJ0« To iterate twice the method took 

6 seconds and converged to X2 - (4.339, 4.262, 2.014), the 

correct answer being x - (4.31* 4.255, 2.02). When we 

chaiised the cost plane to c = (1,2,3)  we converged In 7.2 

seconds to x, - (5-318, 4.373, 1.312), x « (5-29, 4.368, 1.21). 

If we took a long cigar In three dimensions we faced the 

same sort of problem that we had In the 2-dlmen3lonal case. 

For example let us look at the following: 

2        2 2 

'  (iS2^) + (^ÖTI1) + (nJTT1 )      i 1 with a C03t plane 

c « (10,1,1) and an initial feasible vector y0 = (15, 0.09, 0.09). 

For this case we stopped after 58.8 seconds at x,, - (0.0008714, 

0.1C03, 0.09911).  The true answer Is x • (O.lxlO-7, 0.09995, 0.09995 



Let us now analyze  a  six dimensional  example: 

x,, -• 2 x^-4     2 x.-4 

with a cost function    c - (1,1,1,1,1,1)  and y0 - (4,4,4,4,4,4) 

In 16.2 seconds the program Iterated twice and converged to 

x2 = (3.453, 2.8l8, I.962, 1.912, 2.799, 5.444) the true answer 

t-lrc:  x = (3-475, 2.82, I.89, I.89, 2.82, 3-475).  This 

v-yp'^r .'-.ent was relatively trivial since we started out from the 

ccnte  of the ellipse. However, when we tried the following 

lO-dir.-.enslonal case: 

j 

2 Y-z2       h   2 r   2 

■) + (-4-) + (4-) + (4-) + (A-) 1   *    — 3 

2 

2        2 x.-2 ^   x^-2 ^ 

x7-4 
2   Xo-3 2   x0-4 

2   x.0-2 
(-f-)  + (4-)  + (4—)  + (J^-)   < 1 w-h a cost 

function c = (1,2,2,3,2,4,1,2,2,3)  and 

(4,3, 3.2, 4.4, 5.3, 3.3, 2.3, 4.3, 3.2, 4.4, 2.4). 

The method iterated 5 times in 91.2 seconds and stopped at: 

x5 = (3.593,2.664,2.698,3.931,2.297,0.4893,3.631,2.672, 

2.675, -0.04223) compared to the true solution 

x = (3.627,2.669,2.67 5,3•882,2.2 55,0.507,3.627,2.669,2.67 5,0.01) 

Before we summarize our results let us discuss one two-dimensional 

Intersection of two ellipses which we ran. 

f(^) + (^) < 1 



^2 

With a cost function c ■ (1,1)  and a start  y  - (6.5,5) 

in two loops It converged to  (3.209, 3.222).  We note that 

this point Is within O.O936 from the boundary of the first 

ellipse ana 0.0077 from the second one.  That is to say. It 

is approximately at the intersection where it should be. 

In view of our experiments we find that what would be 

expected from the consequences of the more widely experimented 

linear programming would also hold.true in the convex 

programming case.  Namely, we would expect that the smaller 

the cone for the "buckshot" the better the approximation and 

the lengthier the procet.... -This lead.» us to believe that the 

method has not been tested widely enough, and, ev^n where tested, 

not all the features that the experiments suggest were 

Implemented.  For example, if one wants to develop an efficient 

algorithm based on this approach on should Investigate the 

possibility of a "self organizing" cone.  That is, the dimen- 

sion^ of the cone would be based on some possibly gross estimat- 

ion of what the surface "looks" like in the neighborhood of a 

given best point.  This suggests .  elf If we consider the 

following case 

1 
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If we make even a small change in coordinates at x and draw 

a line x ± ^ G.   then we see the angle a  is small but the 

effect is the same is for a much larger 6  from a different 

point  y'.  This also points to the need of moving the initial 

feasible vector to more favorable spots in the convex set. 

In spite of some shortcomings of the program, some 

results are very encouraging.  Even the poor convergence in 

ellipsoids whose ratio of largest to smallest diameter is 

large we find encouragement, for if we suitably modify the 

basic feasible vector we think that the method can become 

more accurate. 

If by convex set we understand a set such that given two 

points in it the line segment Joining them is also contained by 

the 3cz,     then we want to note that in our discussion we used 

this property only very superficially.  What we used most was 

our assumption that the given sots were bounded, and this only 

in the direction toward the rest plane, and closed, that is we 

could find the point on the boundary.  From this we thought that 

another possible application would be to use a modified technique 

for finding roots of polynomials, around a local "guess", in 

the complex plane.  This seems a feasible proposition since 

polynomials are easy to evaluate on the computer.  If the 

constraint functions are difficult to evaluate or take a long 

time to be computed, then the method might break down from the 

point of view of time elapsed to find the answer, for the main 

part the program loops in evaluating the constraint functions. 

The following, table has a summary of all our experiments. 
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