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Chapter XIIX

Credibili%y and Subjective Probabilities

13,1 In the preceding chapters we have generally assuied that
the decision :1aker knew the probabllities with which the different states
of the world would occur. In practice a decision naker will often argue
that he does not really know these probgbilities, although he 3is not so
"completely ignorant" that he feels he should use the Laplace principle
of insufficient reason, i.e. assign equal probabilities to all states of
the world,

In this Chapter we shall study the ways in which such vague
knowledge or beliefs can be brought to bear on the decision rroblen. The
ideas which we shall develoup were first explicitly forwulated by Savage [5].

To nake our discussion concrete, we shall consider an insurance
couapany, which holds a portfolio of insurance contracts, and reserve funds
aaounting to S, Let total claiis payable under the ccntracts in the
portfolio be a stochastic varieble with the distribution G(x). We shall
ass'uie that this distribution 1s known to the company.

The courany will assign the following utility to this situation

u(s) = j u(S-x) d6(x)
0

where u(x) 1s the utility function which represents the cocupany's

preference ordering. Since we have not brougnt the tiie eleaent into the



nodel, we shall assuie that all contracts in the portfolio expire within

a fairly short period.

13.2. Let us now assuize that the coumpany is offered an additional
contract which will expire vithin the saze period.
let P = the preaiuwa paid for this contract, and let the
claia distribution b~
Z with probability 7p

0 with probability 1l -p=gqg

The coupan) will accept the new contract if, and only if it

leads to an increase in utility, i.e. if

pU(s+P-2) + q U(S+P) > U(S)

In soue contexts it :1ay be :0re natural to asswie that coupany

is invited to "quote a preniua” for the rew contract. The equation
pU(B+P - 2) + qU(S+P) = U(S)

will then deterizine the lowest preaiwas P which the coapany can quote.

This is a very siiiple application of the principles, which we
have developed in earlier chapters.

However, in a real life situation, the cocuapany uay not feel so
certain that the relevant probability is exactly p.

Our proble:n is to find out what this actually :1a) .1ean, and to
study how the insurance. coupany will, or should, 1iake its decision in

this situation.



13.3 Let us first asswie that the insurance coupeny .iaintains

that it knows absolute.y nothing about the risk covered by the new

contract., If this stateuent has any weaning at ell, it :ust i:aply that
eny value of p between O and 1 1S equallv rnssible = nr ennnally
probable,
It is then natural to write the eguation fro. the preceding
paragrarh in the following fora
pl U(5+P-2) - U(S+P) } + U(S+P) = U(S)

and .ulciply by dp, and integrate froa O to 1. This will give

2 (u(sp-z) + U(s+P) ) = U(s)
as the equation, which deternines the lowest premiwi P which the ccupany
cwn quote.
13.4 In practice we will not often have to iake decisions under

couplete ignorance. We will usually have scue infcriation or prior belief

about p. The uere fact that scuebcdy wants to ray for this insurance
contract, indicates that p 1is not zero - i.e. the event which will lead
to a clala pagymaent 1is not iapossible.

The usual procedure sy be as follows: The actuary and .he
uore or less experienced underwriters, .ia) agree that the "best estiuate"
is, say p = 0.10, adding that this is little .zore than an ecducated guess.
When pressed for :ore precision, they may state that p 1is very likely
to be soewhere in the interval (0.05, 0.20), or that they are certain

that p ': (\ouOo



Arguaents of this kind reflect a vague, but ver) real feeling
of uncertainty. The 10st natural way of ziving precisicn to this statenent
seeils to be to specify the weights which should be given to the various
possible values of p. We can do this by specifying a function f£(p),
which takes its greatest value for the "best estiuate" or "icst likely"
value of p.

There 1is obviously nothing to prevent us froa noruelizing the

function, and requiring that

1
J #o)dap =1
0

This neans thet f(p) can be interpreted as a probability
distribution, which represents our belief about the value of p.

So far this uakes sense. The trouble coues if or when ve state
soiething like

£(0.1) = Pr { »p = 0.1 ) = the probability that the

paraieter p 1is equal to O.l.

This stateizent has no real uieaning. A peraneter is not a
stochastic variable, so it has no ueaning to assign a probability other

than O and 1 to the "event" that it takes a particular value,

13.5 If our insurance coupany can sprecify the function which
represents its prior belief, the d..ision problen is solved by multiplying

the basic equation by f(p) dp and integrating frox O to 1. This gives
1l
U(3+P) + ( U(s+P-2) - U(S+F) ; | pt(p) dp = U(S)
0



or if we write

. 1

p= | pf(p) dp

0
p U(s+P-2) + (1 - p) U(S+P) = U(S)

This :ieans that the coupany acts as if it was certain the paraieter has
the value P
1365 The exaaple we have discussed, is very artificiasl, but it
brings out the esseuntial idea involved.

As a zore realistic exaaple, let us assuie that the coupany 1is
offered a portfolio of n contracts of the type considered in the exaxple.
In this case the expected clail payuent is npl ==; and the aaount of
preaiwa received is nP,

The "Principle of Equivalence" which is the foundation of classical
insurance theory, requires that expected payuents and recripts shall be
equal, i.e. that the rreaiui for each of these contracts shell be

P =12

This will, however, not be acceptable to a cciapany which has g
"risk aversion", i.e, a coupany which is worried about the possibility that
actual pagjyricnts nay exceed the exrected vaiue.

It 1s easy to see that

Pr(y = k2) = (k) o (1 - )"

Hence the :ini:awi acceptable preuniwa is deterained by

u(s) = ¢ e

B u(senp-n2) (k) P(1-p)

This formula takes into account the uncertainty which in statistical language
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is due tc "seaapling fluctuations',
The uncertainty, due to incoaplete knowledge about the true
value of the paraieter, i1s logically of a different nature, If, however,

we are willing to specify a subjective probsbility distribution f(p),

which represents our "pricr belief", we can deal with this second kind

of uncertainty in the classical way.

13,7 In general the problea i1s foriulated as follows:

Clain payuzent urnder a rortfolio of insurance contracts, is a
stochastic varieble with a distribution G(x,2), or we can take a to
be a vector with nean, varience and other paraieters of the distribution
es eleuaents, For the sake of siiplicity, we shall assune that the

distribution is continuous, and that

g(x,%) = é'g'(x}'ﬁl

If the coapany has to quote a pre:aiwa for this portfolioc, 1t

will couapute the expected utility
[ee)
[ u(s+P-x) g(x,a) dx

0
If there is so.ae further uncertainty about the paraieter «a,

expressed b, a prior distribution f(o), we have to carry out another

integration

@

J ) u(s+P-x) a(x,a) dx ) f(a) da
A o0

where A 1s the dciain of «.



Hovever, the latter integral is obviously equal to

[ u(s+px) ( [ alx, &) 2(0) a0 ) ax
0 A

The inner integral

h(x) = i alx, o) £(a) Ao

can of course be interpreted as a probebility distribution.

This neans that the lowest acceptasble prenjiun P 1is deteriined by

=)

J u(s+P-x) n(x) ax = u(s)
0

This is a solition of the saue foru as the one we found earlier. The
whole elasborate reasoning asbout uncertainty over the value ol the para.eters,

.Jeans only that we replace the origiral distribution a(x,®¥) by h(x;.

1348 The procedure oi the preceding paragrarh has scme practical value
only ir we know - or have good reasons to believe - that claim payments
-eally are generated by a distribution of the form g(x,o).

In practice we do not often know this. 1. insurance one will usually
analyse the amounts paid as claim compensaticn under a large nurber ov
identical contracts. Let us, 1or instance, assume that in a portfolio or
5000 autcmobile ccllision insurance contracts we have observed 380 claims,

leading to a total peyment ot $ 350,000,



Table 1

Cleim Peyment Number o1 Claims

0 L5620
$ 0-100 0
$ 101-500 100
$ 501-1000 105
$ 1001-1500 110
$ 1501-2000 25
$ 2C01-2500 30
$ 2501-3000 M
$ 3000-3500 6

Let us further assume that claim payments can be broken down in more
detail as shown in Table 1.

In this situation we can ignore the detailed breskdown, and Jjust note
that the average claim paymer.t per contract is $7) and on this basis
tormulate our beliefs about cleim payments in the next portfolio which our
company will underwrite.

A more "sophisticated" approach may be to f£it a distribution to the
data of the teble - for ins:ance by the "method oI moments" - and indi:ate
the religbility of the estimated parameter. In doing so we mey, however,

well have added new assumptions rather than new knovledge to the model,

and it 1t¢ quite possible that the simpler approach may be the sounder rolicy
13.9 Let us now return to our simple example, in which the claim

payment could teke only the values O or Z. The only unknown parameter



was p = the probability that the claim should beccme payable.

If we really have no idea about the true value o1 p, there may be
something to be said for working on the essumption that all values ot p
should be given the same weight. Such cases are, however, rare, so let us
therefore sssume that we have some relevant knowledge, namely that in a
portiolio of n comparable contracts, there were k claim payments.

To a statistician, it is then natural to suggest that we nct as 11

k

P=q

He will usually be able to justify this in several different ways.
There 1s, however, some uncertainty about this estimate, particularly i1
n 1is sxell, and we want to allow for this in our decision.
Let us thercfore write:
Pr(xlp) = (k) p"(1-p)""™
This 1s the probability o1 the observed result k, if the true protability
is p. This 18 usually reierred as the likelihcecd of the observed result.

One justiiication 1or taking p = k/n 1s that this value will maximize the

likelihood.,

13,10 From the theory of ccnditional probability we know that
Pr(k|p) pr(p) = Pr(p|k) Pr(k)

or

Pr(plk) = Pr(k|p) Pr(p)
Pr(k)

Here the denominator car be interpreted as the absolute probability
i1 k - i.e. the probability o1 observing k-claims, rezardless oi what thc

true probability p may be.
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We then have in a purely f{ormal way
Pr(k) = L Fr(kip) Pr(r)

Here tuL. sum is over all values or p, and Pr(}p) is the weight or our
belier that the true value o1 the parameter is p. To express this result
in the notation we have used earlier, we shall write

Pr(p) = r(p)

Hence our 1ormula can be written

(o) = (PR 5(x)
1o no oy n-k
[ (k) p"(2-p)" " x(p) dp

0
This 1s a special case o1 the classical Bayes' {ormula.

The formula gives us the 'likelihood" that p s the true parameter,
ziven that k was observed. The formula depends on the "prior belief",
represented by the density function f(p).

Pr(p|k) can therefore be taken to te a distribution, representing
our belizf about p, when we combine the statistical experience and our
prior belief.

13.11 I{ we know nothing about p, except that k claims occurred in
a sample of n, it may seem natural to assume 1(p) = 1. This will reduce

our formula to

k/ n-k
\1-

% K n-k
J p(1-p) dp

The dencminator in this expression is the so-called Beta-tunction




sl

T pX(1-p)" ¥ ap = BO+1, n-k+1) = kl((ﬂ-?)l
ntl)!

0

We cun nov apply this recult to our original problem. We started in

gera 13.3 with the equaticn
U(s+p) - p ( U(S+P) - U(S+P-Z) ] = U(S)

We then multiplied by f(p) dp and integrated over p {from O to 1,

and obtulued
U(s+P) - p (U(S+P) - U(S+P-Z) } = U(S)

vhere

o1
p=J pr(p) ap
0

In our present example we have to replace 1(p) by

1
Pr(p|x) = p5(1-p
B(k+1l, n-ktl)

)n-k

Substituting this, we obtain
k+1

n+ 2

D =

This appears as the probability which we should use in our decision,
il ve went to combine the experience obtained by observing & comperable
portiolio, and our prior belier that every value o p was equally likely.
We see that tor k = 0, we should take ﬁ = ;%5 « This means that
unless n 1s very large, our prior belief will still carry scme weight. The
fact that no clrim occurred in a sample of n 1insurance contracts, does nct

lead us to make ifuture decisions on the assumption thet p = O,
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1312 So rar we have trcated prior beliei as a very vazue concept =

even vazuer than the utility concept. Our only concrete result was that 1.
Irior beliei shall make any sense, it must be possitle to represent 1t as a
probability distribution - or a weight function - over the set ol values
vhich can be taken by some parameter,

IT ve are absnlutely certain that this parameter has the value P,

the distribution will be as in Fig. 1.
== (p)

Fige 1

hY
V4

!O PQ 1 P

I1' wve think eny value between O and 1 as equally likely, the distributicn

——

will be o5 in Fig, 2. AN 1(p)

Fig. 2

¢ 1
In the intermediary cases our prior belief will be represented ty a

iunction as tllustreted by Fiz. 3.

| oo
Fig. 3 I
N

1
o il
13,13 From these considerations it follows that we are interested only in

the general shape of the prior distribution., We want a distribution functicr,
vhich can represent pricr belieis with suificient aprroximetion - or with as

much precision us the decisicn msker can express.,
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We are theretore led to examine i1 this class 15 suiliciently rich
to represent all the prior belieis, which we may want to study.

For the mean ot the distribution we 1ind:

1
- at+ 1
b= [ p1(e) ap = I

0

and f'or the variance:

~

1
o= [ (p)% i(v) ap = G A
0 (atb+2)" (atb3)

From these expressions we see that 11 g and @ are ziven, e can
usually determine a and b. This means that if we describe cur belieils
by speciiying only the two {irst mcments of the rrior distribution, we
can always {ina a Beta-distribution which meets our specificaticns,

13.15 Let us now assume that our prior belief can be represented by the

distribution:
1
B(atl, b+l)

£(p) = p%(1-p)°

Let us assume that when we in this way have made up our mind as to what
we believe about the claim {requency, we learn that in a ccmparable portiolio
ol n contracts there were k claims. To make use oi this new knowledge,

we apply the iormula in para 13.10 and {ind:

kta n-ktb kta n-ktl
1- -
Pr(p|k) = (1-p) _p _Q-p 7
It n S B(k+atl,n-ktb+l)
p (1-p)

O “—+ o

This zives the probability to be used tor our decision:

L
- ~ _ _ktgtl
p=J) pPr(plk)dp = ——y

0
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IT a- jrior belief, wve .cel certain that p = P, ve nust have:

Po =¥ = mme ~ ~ ©
and
2 (et1) (b+1) o 5
0 T (gt 2) 7 (40t 3)
It is obvious thet in this case both e and b must be intinite.
From the first condition we obteilr.
a 4 1
pO _ b b
' a 2
= + + =
b 1 b
or
P
& _ _0 _
lim b l-pO

From the expression for p we rind

k,a,1
=.b 5%

LI R P

P b b

Going *2 the limit, we 1rind

This expresses the obvious. I{ we are certain that p = po, ve

will make our decision accordingly, no matter what experimental evidence

should become available.



,

-]D=-

13,16 Ir in this example our prior beliei can be rerresented by

a Beta~distribution

1

1(p) = B(at1, b*1) Pa(l‘P)b

can zive this a simple intuitive meaning:

Our beliers about the parameter p are as if we had observed that
a claims were made in a portiolio o1 atb insurance contraczts.

It we actually had made this observation, we would heve some knowledgze
or beclief sbout p. Our problem 1s then to express formally vhat this
knowledze really is. The natural wvay of doing tkis -~ at least to a
statistician - i3 to say that our knowledze 1is represented by a Beta -
distributior. over the domain o1 the possible values o1 the parameter,

However we really want to carry the argument thrcugh in the orposite
direction. We want to start with the prior veliefs which we heave about the
parameter p and give a precise description o1 these belieis., We can do
this by speciiying a "prior distribution”, but it would be more attractive
i1 we could describe an experiment and a particul-xr outcome of the
experiment which 1n some sense represerts our beliefs about the parameter.
13.17 The problem we ocutlined in the preceding paragrarh has been
discussed for more than 50 years - oiten in an obscure language - by American

actuaries under the name o1 credibility theory. This theor; was founded

by Whitney [6] and has been developed by Perryman [3], Bailey [1], Carlson [2],
and others, without much contact with the mainstreem ol statistical theory.

To 1llustrate the application o1 the theory, let us consider an insurance
company which has to quote a premium tor an insurance contract of the simple

tyre considered in our previous cxemples. Let us assume that the company
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when making this decision cen draw on two tyres ot infcrmaticn:
(1) Suiatistical intormaticn sbout comparable contracts - fer
instance that there were X cleims in a portiolic o1 n identical
or similar contracts.
(11) Other relevant informeticn =- for instance statistical observaticrs
o1 perttolios of contracts which are not quite comparable to the
contract in question.

If there 1is surfizient statistical information, i.e. i1 n 1s
large, the ccmpany will not consider the other infermation, "Tbe ccmpany
will gct @8 i1 it was certain that p = k/n. In this case the actueries
will say that the statistical experience carries "100 per cent credibility",
and they will usually be erbarrassed if they are asked *tc justify this
statement.,

Wren the ststistical experience 1s insufficient, the company may use
other relevant intormation. Hcwever, this is not rossible unless difterent
plec2s of iniormation can be made comensurghle. This leads us to determine
the statistical evidence which is equivalc:t to the cther relevant inicr-
mation which we want to use, end this is just what we did in para 13.15.

Theoretically arn insurance company should bring into consideraticn
edditional intormation until the equivalent statistical experience carries
1CO rer cent credibility. Hcw this shculd be done is a diiiicult problem,
which is iar 1rom beirg satisractorily solved in the existing theory. The
statistical experience of an insurance company which has written 1 million
tire-insurance contiracts in l'ew York State obviously contains information

which may be of value to a company which writes fire insurance in Calircrnia.
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Intuitively we may feel that this iniormatiocn is of lecs value than the
information we could have obtained {rcm the statistical experience o1 a
similar compuny operating in California. It is, however, not easy to

zive a precise f{ormulation to such feelings., Will 1 million observa-
tions 1rcm lew York be equivalent to 800,000 nbservations ircm Calliornia”

I1' an insurance company operates with a system of premiunm rates
derived {rom statistical experience which carries 1CO per cent credibility,
good or bad underwriting results will be explained as caused by randcm
fluctuations. These results will not induce the ccmpany to change its
premium rates.

In practice an insurance ccmpany will not usually assign 1CC per cent
credibility to the statisticnl experience which constitutes the foundaticn
o1 its premium rates., The most obvious reasun for this cauticus attitude
is that the basic probabilities may chenge with time,

In this situation the company will accumulate nev statistical
exrerience as time goes by, aid this new intormeticn may lead the ccmpany
to adjust its premium rates. Hcw much the rates should be changed will
depend on the credibility carried by the 1initial statistical experience.
This question can be the subject or heated discussions between company
representatives and State Insurance Commissioners,

13.18 The Beta-distribution is not always a convenient representation

of our "prior belief". Let us, for instance, assume that we are considering
an investment, where we know that the return is normally distributed with
unit varlance and mean m, i,e. in our notation we have:

1 < yem)©
N T d(x-1)

Jen

-

S(X;m) =
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I our prior belief sbout m can be represented by the distribution

1(m), we should then compute

b . )
B0 = = ) e i) @

and use this distribution g(x) to compute the exrected utility, which
will be our decision criterion.

If we in this integral take f(m) as a Beta-distribution - adjusted
so that it applies to the interval (a,b), we will get into some very messy
computations, and we will have to work with an extremely inconvenient
function g(x).

The natural conjugate distribution in this case 1s

e

f{m) = —=—
/210
This will zive o . AL
- l -i(x-m) il 2 0'2
alx) = 3 ) e e dm
(e ]
or 1 5
) e e ARy (¥
"2(1+46°)

This means that the i1unction, which we use in our decision problem -

the so-called posterior distribution - 1s normal., We may note that the

variance of this distribution is the sum of the variances 1rom the two
distributions we started with. The choice of the appropriate conjugate

distribution has been discussed in great detail by Raiifa and Schlaifer Gl s
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13.19 If we draw a sample o1 n 1rom a Normal population with unit

variance, the stochastic variable

X =

o3 [

+ + [N N ]
(xl X xn)

2

will be Normally distributed with variance % .

If the population meen is u the probability that the average cf
our aample shall be equal to x , 1is proportional to

n /= 2
-5 (x - 1)
e

The best estimate ol the population mean is then the value of &,
which maximiz s this likelihood function, §.e. U = X
This means that if we represent our prior belief about m by the

distribution

of2__ﬂ.2 20
we 1eel as conl'ident about m = p as we would be i1 i was the observed
average ol a sample of n = 1/o

I, in this example our prior beliel cannot be represented by a Normal
distribution - 1or instance because our belieis are not symmetrical round
some central value u , we will have to 30 through more cumbersome
mathematics. We will also have (o give up the intuitively attractive idesa
o1 stating that our beliet's are equivalent to the belieis we would have
ir a speciiic experiment had given a particular outcome.

13.20 Let us now return to the results of para 13.7. We round that

our final decision would be based on the expected utility

CJo (Ju(s+ P-x)a(x,a) t(a) do ) dx
o A
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In this expression:
(1) The prior distribution f(&) represents what we believe
(11) The utility function u(x) represents what we want
(111) The distribution g(x,o) represents what we know,

All these three elements must be ccusidered in a rational decision,
and in an analysis of the problem they shculd be separated.

In practice it may, however, be difficult to separate what we believe
from what we know, In our simple example the place or the distribution
g(x,a) was taken by the binomial
i

(k) p ) B

1-p
where p 1s the unknown parameter. This binomial distribution rests
on the assumptions:
(1) The probgbility oi a claim !s the same under all the n contracts
(11) The probability of a claim under an arbitrary contract is inderen-
dent of whether claims have been made under any of the n-l1 other
ccntracts
I we know that these assumptions are true, there 1s no problem, If,
however, i.hese assumptions Jjust represent our beliefs, or are accepted as
working hypotheses, they should be included in f(&) and not in g(x,a).
This means that *the separation of the different elements, which seems
essential to a rational analysis of the decision problem, is by its very
nature arbitrary. This again means that in a pre.iminary study only the
zeneral shape of the tunctions f, g, and u 1is significant, and that
we should feel free to choose functions which are easy to manipulate

mathematically.
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