
0 1 icchu ~ul heporl I

HF TIME-AND FREQUENCY-DISPERSION EFFECTS--
Ot EXPERIMENTAL VALIDATION OF AN FSK ERROR-RATE
X MODEL

-m '' ý 4 IýilI

Bi: 13. M. SIF-FORD Hi. Nl. SHAVER R_ F. DALY K. D. F-Li PEPIN L U ~ , J i

I're1vuredift

U.S. ARMY RADIO PROPAGATION AGENCY--
FORT MONMOUTH, NEW JERSEY CONTRACT DA 36-039 SC-90859_2

S 'T A N 0 D ftlý7'9 -i N S.U

Ni1£ '' A, k R ' c I)FJD R 0

'.9~0* *sR

'er



Vaerch /96.7

Technical Report 4

HF TIME-AND FREQUENCY-DISPERSION EFFECTS--
EXPERIMENTAL VALIDATION OF AN FSK ERROR-RATE
MODEL

Prppared for:

U.S. ARMY RADIO PROPAGATION AGENCY
FORT MONMOUTH, NEW JERSEY CONTRACT DA 36-039 SC..90859

BlY: B. M. SIFFORD H. N. SHAVER R. IF DALY K. D. FELPERIN

SRI P'roject 4172

.I PPreo.'cd: W. R. VINCENT, MANAGER
COMMUNICATION ýARIOP4A',Rý

D, R. SCHEUCH, E XVCITIVE DIRE.CTOR
tLKLC TFtoN!C: ANO' I4A01fý IC11,N~tfS



Best
Available

Copy



ABSTRACT

An experiment has been conducted to determine the sensitivity of an

HF FSK communications system to time- and frequency-selective fading phe-

Snomena. Binary error rate waf measured on AN/FGC-29 teletype terminal

equipment over an HF path from Fort Monmouth, New Jersey to Palo Alto,

W California in the fall of 1964. Simultaneous measurements were made of

channel signal-to-noise ratios, channel time-delay profiles, channel

Doppler-shift profiles, and signal correlation between spaced antennas.

Instrumentation included a phase-stable transmitter-receiver, an oblique-

incidence ionospheric sounder, and a special correlation meter. The mea-

sured erroz' rates were compared to those predicted by a mathematical model.

The model for the channel considers randomly time-varying and frequency-

selective effects appropriate for the HF propagation mechanism. The system

model approximates the AN/FGC-29 system. Theoretical and measured error-

rate curves are presentei and discussed. Measured system performance

showed a well-defined sensitivity to channel time- and frequency-selective

effects. The asymptotic error rates measured at high signal-to-noise

ratios are in reasonable agreement with those predicted from the model.
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I INTRODUCTION

A. HISTORICAL BACKGROUND

Since 1956, the Communication Laboratory at Stanford Research

Institute has been ective in various fields related to the analysis of

strategic military communications networks. This activity has resulted

in a series of computer programs that predict the performance and vulner-

ability of such networks under a wide variety of proragation and electro-

magnetic environments. 1.2.3,4* Recently, this work has been expanded to

include consideration of time- and frequency-dispersive effects on the

performance of select.ed types of systems. Since the backbone of strategic

military communications networks is IF radio-even though there has been

recent inclusion of i.roposcatter, cable, and satellite systems-the

emphasis has been on HF systems and propagation. The computational models

used in the propaga..ion predictions are based on predictable geophysical.

factors. As a result, predictions of signal-to-noise ratio (S"N) on a

radio path can be computed months and years in advance. Even though these

predictions ace not exact. they are valuable in day-to-day station operation

and in the planning of future networks.

To transform the results of the propagation predi.tions into estimates

of communications link performance, it was necessary to establish a com-

putational "'ndel for each communications system used in the particular

terminals of the network. It was also necessary to establish a quantitative

definition of the performance of these systems and criteria for the utility

of the link based on this perloiwaance rating. Thet measure of performance

adopted was binary error rate. This parameter has the following advantages:

(1) It can often be evaluated analytically fron' blsic systnem

models by making curtain assumptions on the signal and
noi[i stat i st i c..

(2) It can usually be t r,.iis I at ed further to ot her ust-r- de f ined

performanctr criteria, .uch as character error rate.
reliability, or mn ssaqoe intr ligibi litv.

(3) il can re di r,'tiv .estimma't.d from non.ub,#'c ,
mna " it U'M 1t .14

RVf*tr*ft9 are give& at the 0#4 "! tho r~p".t.



With thre increasing use of data art(d digitali -voice tratnsi'l ssi on, binary

error rate will undoubtedly become "lhe standard rueae,;urv of commun i cat. ilns

circuit performance.

Recently, the Communication Laboratory has bieca ,iz-ti'vr in deriving

T, more detailed error-rate models of speci fic systems dcsgign(.d for HF. These

models ave unique in that they consider dispersive cliantiel effects but re-

quire the specification of additional channel parameters riot predicted by

the presenL propagation programs. It is hoped that. these propagation

programs can be updated by including the additional parameters so that

eventually a computation capability for evaluating entire networks by using

these new system and channel models can be obtained.

To ain confidence in error-rate computtirlmdladretcn

parison with actual measured results oqas needed. Stanford Research

Insti tute was asked to conduct a control led exper inmenit to determine thle

accuracy of the error- rate comrputati onal model or, a part icutlar system

when all of the requi red channiel characteri sti cs ai-e kno%%nl Thi s experi -

ment was performed in the fall of 1964; rt-sults of this experiment are

presented In this report.

B. REVIEW OF ERROR-RATE MODELS

Error-rate computational models are based onl statistical principles.

As suich, they do not attempt to predi ct, the exact numbi~er of errors -that

will occur but only to answer thle question: What is the probabilit.) that

a receiver will decide that State A was tr'ansmiFt ted luri1ýng a part icular

si gnaliinrg inrte rval wher St ate B was act uall Iy t ran.-nitit?( To answer suicht

a question, prohabi list."c concepts Meist be introduiced and WithI them certainl

random var iablIes t hat cait n 1) v it V i be ( (1) n ItIV II in a I ait 1 .;t I ta I S enItS C

The, fti r-St att ennpt S to det ve' an error- rate miodel I ee ol' 01111.11t itn'lt I OTn

chItanne Is we re bitsed olte hte fol Iej I wIIg a ssule I t I ols:

(1 An it I fv i I IIiat t hted ti I I It t, Ie e v tIU

(2) Al I I s Ig ita I u S IT1.1vc tIS tn o% Ic % Ii a t t e'Ii11 at I s, a ttI I . a is I' i

L I e eillit I tty in t 1-- r peassaige lt (1111ii l t lt-he 1 e p1 agtt Ieen medl uint

3) Era c ors 111 I'lt e'pt 14en tCt 41 lfl No e v I ji 1)%: 11. 1e 1 11% - 1. end id UJ S , 1 111t

11 ý t4 i t te add t It he re t. t ee 1 a V 1041 a I

I iita I nat lited - tI I t' t. I ,vI v r- hit.. knoew I e..it' ot I, I I t hte ipess 11itle

.% in I g 'l. it% v fecares ht 1. t. all I' t ! an..ni: I It cit 1, t h.' t I Ie < t t '. I ee rae It t I rille

I'



interval. Coherent matched-filter detection requires that the receiver

have exact knowledge of all possible phase states of the transmitted wave-

forms when they arrive at the receiver. Incoherent matched-filter dete.c-

tion does not utilize a priori phase information of the receivcd signal.

The assumption of an ideal matched-filter receiver implies exact time syni-

chronization with the transmitted data stream and ideal integration and

sampling of the received waveform. This is followed by complete energy
dumping or quenching of all integrating filters.

The next evolutionary stage in the development of error-rate models

was to allow the received signal envelope to vary slowly with respect to

a signaling element (i.e., to fade) and to assume a distribution of this

variation in calculating the effect on the probability of error. It was

also assumed in these models that fading over the transmission bandwidth

of the signal was correlated. Such a channel has been termed flat-flat

by Bello and Nelin, S because the time autocorrelation function of the

channel is constant over a time difference on the order of a signaling-

element time interval, and the channel frequency-correlation function is

constant over a frequency difference comparable to the bandwidth of the

transmitted signal. The frequency correlation is directly related to the

time-delayed "multipath" propagation modes which are observed at 11F and

can be predicteu by propagation theory. The time autocorrelation is

directly related to the difference in Doppler shift associated with these

modes. Diversity improvements were modeled by assuming the availability at

the receiver of independent fading signals and specifying various combining

rules for the receiver. The flat-flat models sho% a decreasing error rate

with increasing S/N.

More recent channel models include the effects of Doppler and delay

spreading of the transmitted signals. The use of these models, however,

requires additional statistical parameters to describe the spreading of

the signal by the channel in time and frequency. These models show

asymptoti•call% constant error rates with increasing SN. The asymptotit"

values depentd criti cally on interaction of certain system paramet°.rs and

on ti;e stalt i st ial I it -h u•I spread measures.

A'. 11F. the 41mplrr fl it - flati models hate gtneral lv e,,n uxed (o r

present binary FSK si "m., . These ore adequate,, how-tvet . only theii gro-

tst inat'.4 of perflotmanrt.e at modrate i-iror Intaes ,re needed. For normal

ll)fl-.pm te rt'pe thannrls predonminotely lndtinK m•bsages "Ith Eoiigl -

inonac'aag" relundan-y. t; bnary vrror rate l .ss thln ! 0 1 has usnuall been

3



considered acceptable. With the present increase in less redundant data

traffic and the corresponding increase in reliability requirements, the

simpler models are becoming inadequate. As newer modulation systems and

higher data-transmission rates are introduced, time and frequency spreading

of the channel, even at HF, cannot be ignored in a performance model. But

estimating or predicting these channel scattering functions from geophysical

parameters presents a problem. Although the present programs can predict

individual signal strengths for each propagating mode, together with

propagation-time differences, they cannot adequately predict Doppler effects.

C. OUTLINE OF THE VALIDATION EXPERIMENT

The basic plan for the validation experiment, was to take a typical ltF

FSK data modem, a single channel from a standard AN/FGC-29 system, and

adapt an appropriate computational model for it. From this model, a series

of binary error-rate characteristics were calculated with various values

of channel paraneters. The next step was to run an experiment on an actual

HrF link using a system of this type, to measure continuously all of the

pertinent channel parameters, together with obtaining a measured estimate

of the binary error rate.

Chapter II discusses the computational system and chi'nnel models used

and the system and channel descriptors that must be specified. Chapter III

describes the actual experiment performed, including a description of the

instrumentation and of the data-recording procedure. Chapter IV outlines

the data-piocessing operations-the criteria and procedire used to obtain

confident measures of the channel parameters and tht, binary error rate.

Chapter V presents the results in tie form of computed and measured error-

rate curves, together with a discussion of the results.

Chapter VI smows the results of a:n allied experi ment that demonstrates

quite dramatically the correlation between frequency-selective effects and

detected errors on an 1IF commuuntiations svstenwm

Chapter 11 Ipresents :,;ome results on the eo th c rrela.

tion of, signal iaddng as received on Iwt space. se414 ll .t,'d asnt enna's. (ore-

parison of these results with simultanvouslv mr.etsurqd ,-rrors on a dual-

diversity system and with measured tme-tldialay ch.,rat er" |' u on t hu•

channel are alk) shown.

4



II DESCRIPTION OF THE COMPUTATIONAL MODEL

A. INTRODUCTION

The computational model used to compute the theoretical error-rate

curves was develope( in a prior study. 6 In this study, the effects of

tiuie- and frequency-selective fading on an idealized FSK system were

analyzed for a simple 1IF channel model. For the purposes of the present

effort, the computational model and associated computer programs were

modified to include the important effects -)n a .on-7.ro transition time

when the FSK transmitter switches from one frequency to another. The

model is more realistic than the previous one which assumed an irnstanta-
neous frequency change. It was found that. the inclusion of a small trainsi-

tion time (app'oximately 2 percent of the signaling-element duration)

caused the predicted performance of the FSK system to display a moderate

deterioraticn (as opposed to a phase-continuous instantaneous frequency

change) at high Si'Ns for typical ionosiheric time-.delay and Doppler

condi Lions.

B. SYSTEM AND CHANNEl. MODELS

The system model assumes a sir ngle-channel i,atched-filter receiver

witA the filters matched to ideal ["SK transmissions. A quadratic de-

tector obtains the squared envelope of the output of each matched filter;

the receiver then decides which signal was transmitted, on the basis of

the larger squared envelope.

With the exception o.f a linear variation of f'uoquencv in the tratsit-

tIoi intervals, the FSK transmission is assumed to be ideal. If f. is

thie mork frequenc" and 1, 1s thike sp)av 'e que ncY, tien Fig. I di sp1 as'S
t!, Itinear frequteni y transi t ion when t he sequence SI.CF-,I\I1K -SI'-\K IS

tranosmitted. In this tilturr, 0 Is thr signaling-,ele.n nt, duration, and

2L I. the transit tion t Mi . ()|,evrve that in thI, t ran.s It Ion it er% al4 thI-

t rnlismi As% i l is a h 1rp .1 gna1 that spmlls a I I requel-, Ies bet wevl tihe

t wo it n tiI g lrrjouenn I -r . rht, tse r s4e :rri I . (*•ll. ,1 art. matth,.J Io

ideal FI ;K trains•snasionO) tare" niot 'natcI hrilti t ii.#,'sb s' taratismi ,si olr

S
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FIG. 1 LINEAR FREQUENCY VARIATION AT TRANSITION INTERVALS

As the transition !,ime, 2L, is increased, the performance of the FSK

system, operating through a time-varying and frequrncy-selective radio

channcl, deteriorates. For typical ionospheric Doppler and time-delay

conditions and small transition times, the deterioration appears as an

increase in the binary error probability for high SiNs. The randomly

selective radio channel transforms the chirp transmissions at the tran-

sition timesto noise-like signals which impair the deLectability of the

FSK transmissions.

The channel model has been adequately described in previous Stanford

Research Institute reports.6,7 This iiodel assume- that th- randomly time-

varying linear channel is composed of a discrete number of independent

propagation paths. Each path is described by a trim. delity, a !)oppler

shift, and a random complex gain. The model tan be coonsidert-d as an

idealized version of the II[ channel when the t i,•e- d•,l . spread and lDoppler

spread of the indi idual paths tilt siall ,et)mpait.-d tit 1le, t ime-del a\ ditit

ft.rences and IDoppler-shift dil'fferences betweeln I te plith-. t ernetti t*l ,

4s the number Gf paths bet omes large.'. this chaInn.'l ,,plo hes tine With I

co'It ntin um of time tidtleI + 4 illid 11 lýipklvr r .hlsfts. ThI. 11.%11114. model a'counllt

for the important signal-distorting effe t t aeis,'d ls timne*- and frequens,
selt-ttive fading. s.tlhs tters rmleu I inttrs r+,ia, e, ,ti I t f slti of tihe

stgnal ampl Itude withn it signia nge-I ,.nent dut 1itteoa

6



C. COMPARISON OF THE COMPUTATIONAL SYSTEM MODEL.

AND TilE EXPERIMENTAL SYSTEM

The AN/FGC-29 FSK receiver used in the experiment and the incoherent

matched-filter FSK receiver of the computational model display notable

differences in detection procedures. The AN/FGC-29 employs discriminator

detection without hard limiting aitd, in conLrast to the incoherent matched-

filter receiver, does not quench the energy stored from previous signaling

elements before processing any given received signaling element. In the

absence of hard limiting, the discriminator can be modeled with Lwo linear

narrow-band filters with the appropriate center frequencies and bandwidths

for the two transmitted FSK signals. Hence, one of the major differences

between the computational model and the experimental system lies in the

energy-quenching property of the computational model. In the experimental

system, the signal energy due to previous signaling elements decays at a

rate determined by the filter time constant. In the computational model,

the energy in the filters is quenched instantaneously e.ery W seconds, and

detection is based only on the signal received in a time interval of length

W seconds. If the filters of the experimental system do not decay stored

energy rapidly enough, it is possible that frequency-selective fading could

cause the stored energy in one filter to differ markedly from the stored

energy in the other filter. This anomalous situation would cause an ini-

tial bias error which could adversely affect the system's detection

capability. The computational model does not account for an unequal biasing

of the filters before the processing of a signling element; however, it

does account for the effects of time- and frequency-selective fading oc-

curring during a signaling-element duration. In filtering the received

pulses, the experimental system smooths and shapes the time and frequency

characteristics of the received signal instead of essentially narrow-band

integrating over a signaling-element duration as does the computational

mode I.

1). TIlE ERPOR--IATE PRI(OGRIAM

The error-rate program utilizes the simple 1lF channel model and the

idealized FSK system model (including the transition-time motdifivatio.)

to compute a binary error probability, Input tadameters to t!e program

describe the parti culItr channrl scat terIit funtiott' desired in the rrror-

rate analysis. These purameters inciude the numbs-r of propogotin paths

and a relative strength, time delay, the Iop;,l,,r -thift for eacth pati.

7



In tile computation o.l the binary error probability, it is isumed that the

channel transfer function is a homogeneous Gaussian random field7 and that

the output of the channel is further perturbed by an additive white Gaussian

noise. The details of this computation can be found in Ref. 6, where the

cross-ambiguity function (Eq. (33), Ref. 6] has been modified to include the

transition-time effect. It is assumed that the time delays (measured from
the average time delay det%:.mined by the time-delay profile of the channel)

of the various propagation paths are all less than a signaling-element

duration. Hence intersymbol interference is limited to adjacent signaling

elements. The program computes the probability that the MARK in the trans-

mitted sequence SPACE-MARK-SPACE is detected improperly as a SPACE. This

sequence corresponds to the actual alternating mark and space sequence that

was employed in the experiment, which was chosen to maximize the effects of

frequency-selective fading (intersymbol interference and unequal fading of

the mark and space frequencies).

The output of the program is a computer-plotted curve of binary error

probability versus S/N for the desired channel scattering function. Each

plot displays two curves, one for no diversity (labeled FSKI) and one for

independent dual diversity (labeled FSK2). Each plot displays a channel-

scattering-function diagram in the lower left-hand corner. In this diagram

each path is represented by an X with size proportional to the strength of

the path and with position determined by the time delay and Doppler shift

of thle path. Time delays relative to the average time delay of the channel

are read along the logarithmic horizontal scale and are normalized to the

signaling-element duration (T = the time delay of the path divided by the

signaling-element duration). Doppler shifts relative to the average

Doppl, shift of the channel are read along the logarithmic vertical scale

and are also normalized to the signaling-element durat ion (t) I Doppler shift

of the path multiplied by the signalintg-element duration), For example,

Fig. 2(a) displays the error-rat ' curves for an FSK iv tvem operating through

a propagation medium Composed Of two vqual-strength paths spaced at. a tame,-

delay difference equal to 0.2 of the Jignalang l,-nn dur'at ion and *ith no

Doppler slpreading in frrtluency.

E. ('9t•NNFI..-S(ATTyIiI iN- FlN(:TIONI APPIUMiTIMO'

Validation of the theoretical rrror-arat anals.il :.'usred .,imuulta-

neous measurements of the chinnel %cattering funtitin. s \, anod bin.irv error

probability. The -•rope of the experiment (the" ,ttiai . al -l- - time" and rate' f1

8
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effort) made it neceisary to limit the measurement of the channel scat-

tering finction to the time-delay and Doppler-shift profiles. 7  It was also

necessary to concentrate the major portion of ,.he effort on obtaining data

for t'ie no-diversity case, since the dual-diversity case would add another

dimension to the classification of data: spacial correlation. The amount

of data required to obtain statistically reliable results for dual-diversity

operation at all possible states of S/N, time delay, Doppler shift, and

spacial correlation far exceeded our single-channel capability for collecting

daia and available rate of effort for data processing. However, a limited

amount of data was obtained for dual-diversity operation; some interesting

"results concerning spacial correlation are discussed in Chapter VII.

Although time-delay and Doppler-shift profiles were measured on he

channel throughout the experiment. it was not feasible or necessary to use

all of the information that these functions contain for correlating the ob-

served error rate with the state of the dispersive channel. Various com-

puter programs were run, investigating the sensitivity of the error rate

displayed by the theoretical model to the shape of the scattering function.

It was found that if the scattering function is approximately symmetrical

and of moderate width in the time-delay and Doppler-shift directions, then

the error rate is strongly dependent On the time-delay and Doppler-shift

second moments and relatively insensitive to the scattering-function shape.

Figure 2 illustrates this phenomenon in the time-delay direction.

Figure 2(b) and (c) corresponds to error rates computed for a time-delay

profile consisting of twerty propagation paths wi'h ea+wigy distributed

uniformly and triangularly, respectively. In Fig. 2(a) the error rate is

computed ',r two equal-strength paths. 'n all three of the above scattering

functions, the standard deviation of the time-ddelay prot I It, is equal to 0.1

of the signaling-element duration, or all three shape-s possss an rm3 time-

delay spread equal to 0.2 of the signtali g-eIement du'rat inn. For most

pratt te'al opplitcat ions, the error-rate tur'es i.f Fig. 2(a) -irve reason ible

apprximai anllsn to the curves tit Fig. 2( i trind (u) A a ,t d i -ndent iiv to

underestimiate the error rate. lieni.e, s*mmt'rit-t a -' .att,r'int g fun'l, toA S

with modt'rate time-dreist and Doippler s.pr'ad+ 'n t," -i|'pi4 ,inmied aith t*o

equal- treigth pat hs tpatuid I I n time dtilc . at hte l t I.-,-ir IJ.' I ' • read of t hr

stK(at tet nix funt, 1 on aI t ,il -tI ed In lhoj. ler at t h( li,,+,ll,.t l,1 ,d '4f thIt
sitat tea-tng •aiti , l~'n, +l1lhls ippa-o ximui l n tn :li #td'et,,-• ai z~. e'r+• s mp~l a f t aaltoii

ao the analv.is 4 ' the ta " hr n vaI ad. a I ll,,.-t 44n i fmt- ; t 1hC
,e.it't-nd meltmne!n.is a' i• et' ei ' h lhr t l r-dt-ielil . t lill nnli prt|ilr!.

to



For scattering functions possessing large spreads with stronglyI asymmetricol distrfibutions, the tendency of this approximation to under-

estimate the error rate becomes excessive. For example, Fig. 3(a) dis-

plays the error-rate curves for a channel with two une lual paths spaced

at 0.5 of the signaling-element duration, with one path five times the

strength of the other path. The rms time-delay spread of this channel is

0.35 of the signaling-element duration. Application of the approximation

of two equal-strength paths spaced at 0.35 of the signaling-element dura-

tion yields the curves of Fig. 3(b) which excessivelý underestimate the

error rate. In analyzing phase systems, Gaarder of Stanford Pesearch

Institute found that asymmetrical scattering functions of the type illus-

trated in Fig. 3(a) can be effectively approximated with two equal-strength

paths spaced at the identical spacing of the original unequal-strength

paths and that this approximation remains valid for a wide range of relative

path strengths. s Application of this approximation to Fig. 3(a) yields the

curves of Fig. 3(c) which were computed for two equal-strength paths spaced

at 0.5 of the signaling-element duration. For this case, the curves of

Fig. 3(a) and (c) are essentially identical.

F. TRANSITION-TI!4E SENSITIVITY AND IRREDUCIBLE

ERROR PROBABILITY

The sensitivity of system performance as a function of transition

time is illustrated by Fig. 4. In this figure, error-rate curves are

displayed for a fixed scattering function that describes a channel com-

posed of two equal-strength paths spaced in time delay at 0.1 of the

signaling-element duration and with zero Doppler shift. Deterioration of

system performance with increasing transition time is clearly indicated;

the transition times are 0.005. 0.01. and 0.02 of the sigpaling-element

duration in kig. 4(a), (b), and (c). resperLivvly.

A significant property of the error-rite ai.rves for an incoherent

matched.filter syatesa. opt rating through a dispersive chanel, is thv

existence of an Irrr•d|ibide rrror probability at Infinite -S \*. hn"c e

the irredutible Prior probability s•erves as a M.'ankftufui mas.Ure of the

limitations &pPpo-d on system pC-rformanmre 1, the dispersive properties

of the propaoatot. atdsium. Irreducible error probahl.tsv as a funrtion

of khe ttme-del*ý sprvad of too equal- trengteo paths with iero 11oppler

is plotted an tig, S. • •-alarlv. irredurcble r-tor probabstv as a

function of the Doppler %pread of tso equal*strenoth paths with a

1l
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time-delay spread equal to the tra~isition time is plotted in Fig. 6.

Both the time-delay and Doppler-shift irreducible-errcr-probabi!ity

curves were plotted for a transition time equal to 0.02 of the signaling-

element duration.*

The irreducible-error-probability curves exhibit an interesting

transition-time phenomenon. For small time-delay or Doppler-spreads and high

S/Ns, the system performance is essentially limited by transition time;

this limitation is illustrated by the flat portion of the irreducible-

error-probability curves at low spread values. At lower spread values,

the curves maintain a constant error probability; at higher spread values,

the irreducible error probability increases as the spread raised to some

positive power.

" •he Cureta do Aot JdIPtjV &rredMC€bI# Srr r Pr-4b41 t) I-r tau@-do4 ay sprIA40 loss than the rtasitlton
tso. a the tti *-deloy spread s dto levies d bslov the tgintsee an t.vw. the 4rreduetble error prob*

ebaltl• I..*aa to d•t~uee again.

'5
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III DESCRIPTION OF THE EXPERIMENT

A. INTRODUCTION

The purpose of the experimental ,rograrn was to compare measured

error-rate S/N characteristics with predicted characteristics derived from

a theoretical error-rate model for an 1tF FSK communications system. The

design of the experin, -it was so formulated that the experimental program

could logically be divided into several distinct subexperiments. All the

subexperiments were performed simultaneously, and the results were used

to compare measured error rates with predicted error rates for the mea-

sured channel conditions. The subexperiments will be catagorized as

follows:

(1) Error-rate and S/N measurement

(2) Doppler profite measurement

(3) Time-delay profile measurement.

Each measurement with its associated equipment is described in detail in

this chapter.

The measurements were performed on a single binary data channel using

two-stage modulation. The input binary data frequency-modulated a sub-

carrier. The resulting FSK tones single-sideband-modulated the HF carrier,

with a substantial portion of the carrier being retained. The data rate

was 100 baud, which is slightly higher than that of a single 100-wpm tele-

type channel. The operating frequencies were 14.360 and 7.366 WM.'. used

for approximately the same amount of time. These frequencies were chosen

to maximize the amount of data collected iii the sc'heduled experiment time

and to obtain data under a variety of 1.ropagat twn •eonditions. The t r, ns-

mitter was loeated at t lie Earlre Test *;tte,, ln;rt \loniaouth . New Jersev. tlit-

receiver sit," ws at an Si!i fi'ld te near Palo %lIt). tl.tIi fornia. Titv

great -Vi IVl V di sti dlleV between th"e SI tes is N 100 kM.

'7



B. ERROR-RATE AND S/N MEASUREMENT

W. DISCUSSION OF THE EXPERIMENT

The purpose of this experiment was to measure binary error rate and

S/N for an FSK data channel using HF ioaospheric propagation. The data

modem consisted of a single-channel AN/FGC-29 transmitter unit (FSK

modulator) and the corresponding AN/FGC-29 receiver unit. The 1F trans-

mitter was a modified AN/FRT-51 operated into a horizontal log-periodic

antenna. Dipole antennas were used for reception with R-390 receivers

and CV-157 sideband converters. The receiving antennas were so positioned

that space-diversity reception was also available. The data were simulated

by an alternating mark-space sequence with a bit or element length of

10 msec The error rate was estimated by measuring the number of errors

detected at the receiver relative to the number (ft binarN digits transmitted.

The S/N was measured by sequentially sampling a linearly detected and

filtered version of the signal within the data ,hannel with signal plus

noise (S/N) present (FSK data tones on) and noise onl'y present (FSK data

tone off). The choice of obtaining signal and noise samples at adjacent

times but within the same bandwidth-rather than the alternative of ob-

taining signal and noise samples at adjacent bandwidths 'ut at the same

time-was based on the assumption that noise, particularly narrow-band

man-made interference, would be more correlated over a short time interval

than over a small bandwidth separation.

The data-gathering technique was synchronous in the sense that per-

tin,'nt operations were performed within a time accuracy of less than a

millisecond at both the transmitting and receiving sites A 30-second

interval was chosen as the basic data-gathering interval. During each

30-.second interval, s.x data samples were taken, 5 seond' apart. Each

data sample consisted of a three-digit counter readout ;imd a digital volt-

meter readout. The counter readout ontai ned tihe number of errors that

had been detected in tho binary data stream since thi, -;tar't of thet

30-second int,'rvai . The voltmeter r'eading rpr, .N ,,I a linvarly detected

iind filterrd version of tihe received signal ,'o t at iii-d ' Iithin i '.;e 170-ctis

baneipass of tiht- data channel During h' ithe firs- sample.s. thle dat a

tones were oti so t hat received S N witi dlet ert 'if. Dlu r itg thier s Ix1i sample,

the data tones were off, and Itilse only *a', dtt. t d

The data tones were gated d ff at lit," trln.m mits ,' t tlim th,' 2tith

SeCond until the end of tilie it.secotie i-erield. Thu. e lto, • waas long

18



enough for the various detector filters at the receiver to stabi I i ze anid

the noise level to be sampled and recorded. A loss of the data tones

would normally affect the receiver gain through the A(iC. To avoid such

an effect, the AGC control voltage was derived exclusively from the carrier

signal, which rt:waincd on continuously through all data-gathering periods.

The error-totalizing counter was reset to zero at the beginning of

each 30-second data interval. The fifth data sample contained the fifth

S,/N voltage reading and the cumulative error count for approximately

23 seconds of data tramsmission. This cumulative error count when divided

by the total number of binary digits transmitted during that interval repre-

sents the binary error rate. The error count for the sixth data sample was

discarded because the data tones had been turned off for the n6ise measure-

ment. A binary error in the received signal was detected by comparing the

loop keyer output of the AN/'FGC-29 "combinei" unit with a locally gen.-rated

replica of the transmitted signai (with path and eqiiipment delays taken

into consideration).

2. DATA TIMING CYCLE

The automated collection of data resulted in data collection cycles.

The time relationships within the 30-second data period are shown in Fig.

This basic cycle started at 7 minutes after the hour and was repeated

eighteen times for a total of 9 minutes. The tenth minute was used for a

sounder transmission at the receiver site, and data transmission was not

attempted then, This minute provided an opportunity for the call sign to

0 4 6 4 6 1 2 14 26 28 30

TIME seconds • ., '

FIC. 7 TIME RELATIONSHIPS WITHIN THE BASIC 30-SECOND DATA-GATHERING
INTERVAL
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BASIC 30-SECOND DATA-
GATHERING INTERVIAL

S0 I 2 3 4 5 6 7 8 9 10

T IME minutes 0-4172-60

FIG. 8 TIME RELATIONSHIPS WITHIN A 10-MINUTE DATA-COLLECTION PERIOD

be transmitted, minor adjustments to be made on the equip.nent, and a time

reference to be printed on the data tape. The time relationships within

a 10-minute period are shuwn in Fig. 8.

Because timing was of utinost importance in this experiment, both the

transmitting and the receiving site used frequency standards that were

maintained in synchronization with receptions from A'\\. These standards

drove digital clocks that delivered timing pulses at programmed times .o

generate the desired data-gathering cycle.

3. DESCRIPTION OF THF EXPFRIMENTI S T•I P

a. TRANSMITTIXNG TEIMIN AL ýl QIPM ENT

A\ block diagram of' the eqtilpment l(cate,.d att the t ranswittI Vg

site Is shown in f'ig. Q, The fretiutencv %titndat - supl, I l, I 00-kc .ard .-1hc

Signl als. The freliu,-nry , iynthesifer g eitt,,rat t p,. ilst.-stabIt.

frequenf .es for the ! ixhers so t h•tt the Itv anwiI t t vI ,It 1ld opervat r at I ,it her

"_1b6 %1t( (r 14,3t)O \It, The rrju airemet! l,,t h 1gh 1~h .'.," .lia lt *

as•orciated *tth thr I1oppIcr prolt I m.'a.urernt . li,,i, i., d .ecri bed tn

more iletall In .Sc-. C nf thta, uh:apt.r

The (irtn¢t'r \,ioc , it 6 1 % \ %hiModel 'i1, as it I",,4)'r , I

dria vea 6ea the lt'O)-kc Ireque-n i standatt4. II', as % .role! t &s a i ata 4it • urat r

digital clock ilth a serie+ Of prtitrainaiabla e timrnir ,'flitp Th, ,lock
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was set to an accuracy of I msec by using WWV. The programmer provided

the following timing signals:

(1) Clock pulses, occurring every 10 msec, which drove the
digital word generator

(2) A blocking signal which, when applied to the AN/FGC-29
transmitter, turned off the modulation so that periodic
in-channel noise measurements could be made at the re-

ceiving sites

(3) A timing signal that initiated the call sign transmission
each time the transmitter was turned on

(4) A timing signal that turned off the transmitter for
15 seconds once every 10 minutes.

The exact time relationship between these operations has been indicated

in Figs. 7 and 8.

RIXON 132 AN/FGC-29 AN/FRT- 51
DIGITAL WORD TRANSMITTER SINGLE-SIDEBAND

CHANNEL I TRANSMITTER
GENERATOR (FSK KEYER)

G/A FREQUENCY • PHASE-STABLE
PROGRAMMER STANDARD - aFREUENCY
MODEL 540 SYNTHESIZER

O-41?l1- 17T

FIG. 9 BLOCK DIAGRAM OF ERROR-RATE EXPERIMENT TRANSMITTER SITE

"The ' ti on Mtode•. 1.12 digital worA g,,nrre tora r I..' ,-apablr of pro-

Vid~ig a srIectri-d repe'tittive ,imnarv xjurn,,. i f aný length tip to 32 hlnarv

J Igits. In this exprrimrnt. a simple diltrnating sriue.nct' %as used,.

berause this *as the type oi signal a-sumed for the throrrt at A error-

tate curves. Therefore, the *-rd generator in this case was es.entialiv
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a time-synthronized square-wave generator. The only required input for

the word generator was the 10-msec clock pulses derived from the pro-

grammer. The output binary data stream was used to drive the FSK keyer.

The binary output signal from the word generator consists of t.he

voltage levels, zero, and -5 volts. The signal normally required by the

ANFGC-29 transmitter keyer is a 0- or 60-ma current source. Therefore,

minor modifications were made to the FSK keyer unit to make the units

compatible. The AN/FGC-29 Cheinnel I transmitter unit is essentially a

subcarrier modulator or FSK keyer. The center frequency for the channel
is 1785 cps with MARK at 1827.5 cps and SPACL ,t 1742.5 cps. The FSK out-

put of this unit was used directly to modulate a single-sideband trans-

mitter. The FSK tone output was blocked (i.e., the modulation signal was

turned off) by grounding the keyer output through a set of relay contacts

in the programmer so that an in-channel noise voltage sample could be

taken at the receiver.

The AN/FRT-51 consists of a twin-sideband modulator, a system of

mixers, an exciter, and the final power amplifier. The unit is capable of

providing a power of 5 kw; however, under these operating conditions, the

total output power was limited to 2 kw, with approximately half tihe power

in the carrier and half in the sideband. The sideband in this case was

the upper sideband, which consisted of the single c'iannel FSK data tones.

All of the signals used in the modulating and mixiig operations, other than
the modulation signal itself, were derived from the phase-stable frequency

synthesizer or its source, the frequency standard. A block diagram of the

modulator-mixer chain (Fig. 10) shows how the upper sideband and carrier
were generated. Each mixer was followed by a Q-multiplier so khat only

the desired signals were retained.

The transmiLter site was located at Fort %lonmo'ith (Earle), New

Jersey. A horizontal lor-periodic ant enti direit.d toword lPalo Alto,

(California, was used on both 7.36t %ic and I-4.I• \I •,.

). ! CE( F I V I -4TE1Nil I % AU tQUIPMENT

The, ret •ivinK-terminal for thr i, iirr-ratr exp.'ri• lent wa* Intated

at an Sill site near Palo Alto), ý'ait fornit. J \ 1 irk d4,1tr tm r I ahe 4 V i v itn

n'%tenm i% xhOwn in Fix. II. The u used too pair- ,I 4t-•. so tiitl Tnpolt-

antenilagk-nne pair tunerd for rarh of thr opf-rat iti t qgiii Thr ant ,'imnj%
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I.OO6Mc 8Mc

I
100 hc 300 Mc 40Oc 7 Mc

4T,-,r. -j7.366 Mc + LSS

- SIOE8AND -- tMIXER -JMIXýER - MIXER MIXER or 14.360 Mc +USB
MODUL ATOR TO EXCITER-POWER

AMPLIFIER

MODULATION 300kc + LS8 640hC+LS8
600kc + LS13 6360kc+LISS -12S

FIG. 10 PHASE-STABLE MODULATOR-MIXER CHAIN IN MODIFIED AN FRT-51
TRANSMITTER

R-390A/URR F-CV-157/URR SRI LINEAR Il-P 405A

RADIO SINGLE - SIDEBAND ENVELOPE D'IGITAL

RECEiVCR CONVERTER DETECTOR VOLTMETER

A/G-9AN/FGC-29 H-P 560A

REEVRCOMBINER DIGITAL
CANLICHANNEL I RECORDER

RADI SINLE-IDIIIANDDIGTAL ORDCOUNTED

100 /

watQU(NCY PROGRAMMER

STANDARD MOOL $40

FIG. 11 BLOCK DIACrQAM OF DUAL 5"ACE -DIVE RSI TY ERROR-RATE
EXPERIME';NT RECEIVER SI~'gE
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of each pair were physically separated by a distance of approximately

800 feet. The spaced antennas were used for diversity reception.

A set of spaced antennas was connected directly to separate

R-390A/URR radio receivers• tuned to the transmission frequency. The

R-390A/URR is a standard military receiver wih a frequency range from

0.5 to 32 Mc. For the demodulation of single-sideband signals, the IF

signal from the R-390/UPi was used as the input for a single-sideband

converter.

The single-sideband converters used were standard military types

designated CV-157/ URi. 3 The 455-kc IF from the R-390A/URB was mixed to

100 kc in the converter. The converter separates the transmitted carrier

frequency from its sideband frequencies and detects the audio in the side-

bands. The audio in this case was the subcarrier-modulated (FSK) tones.

The availability of both the carrier and the sideband channels provided

several alternatives for the generation of the AGC voltage. The choice

of appropriate AGC for the experiment was considered at some length and is

discussed in a following paragraph. The upper sideband was selected to

carry the FSK tones, and the audio from this channel was fed to the

Channel 1 input in the AN/FC-C-29 receiver unit.

Up to this point in the signal processing, two identical channels

were available from the space-diversity antennas. The two distinct

channels were processed further through the AN/FGC-29 receiver unit. In

the receiver unit, the signal3 were appropriately weighted for post-

detection diversity combining. Prior to the weighting, both diversity

channels had equal gain. Within each channel in the AN/FGC-29 recei,ýer,

the FSK signal %as first passed through a 170-cps bandprss filter centered

at 1785 cps (Channtl 1). Pravisions were available for adjusting the :'elative

ga-in atnd relative delay in both channels.

After the two diversity channels had been amplified, the FSk tones

were detected in discriminators in the AN!FGC-2Q combiner unit. The two re-

sulting dc telegraph signals were then added to complete the combining

operatiost, The combined signal was hurd-limited and drove the loop keyer

which provided the binnry teletype output.

To determine Lhe range of system !inearitý. thi relationah-ip

between sideband input S, N and output SýN .;s mee.urd. This measurement

is significant, because a signal measurement (with sideband tones on)
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followed by a noise measurement (with sideband tones off) was usf-d to

estimate S/N with carrier continuously present. In a s.n.se, thi.s mea-

surement is similar to a measuiement of liaear dynamic range of the systelrr

for different AGC levels. A fixed ioise level was added at the input of

the R-390A/UBR because the noise figure of the receiver is a function of'

the AGC level. By deriving the AGC from the carrier, sideband signal and

noise output levels were measured by alternately turning on and off the

sideband modulation. The input signal was fed to the 11-399A/URB followed

by the CV-157/URR and the receiver unit in the AN/FGC-29. The output S/N

was measured at a point following the 170-cps band-pass filter in the

AN/FGC-29 receiver. The AGC was developed in the carrier channel of the

CV-157/URR and applied in the R-390A/IIRR. The results of the measurement,

as shown in Fig. 12, indicate that the sequential measuring technique esti-

mates S/Ns with reasonable accuracy up to about 60 db.

60

40

M?I-°
0~

0

0 20 40 60 sO
S/N INPUT - db)

FIG, 12 INPUT-OUTPUT S/N CHARACTERISTICS

The channel weightitng for the combinininz operation was per formt-d

in the N;/'FGC-2!1 rereiver init, anti the post-d.etlti,,n addition of the

signal* wax performod in the AV%. r(C-2" rombtter unit. Beflore 'ornhbtaing ai

series of vo ltages representitg i S X (Wti trsits v h o nit r t Is gInver rl

advantageous t.V weight the individual olAttres in some mnsner. If tte
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noises are mutually independent, a maximization of the output S/N is
achieved by weighting each incom,,ing signal in proportion to its ratio
of signal voltage to noise power, On the assumption that the noise is

constant and relatively small compared to the signal, the combined out-
put is approximately the sum of the squares of the inputs. This type

of combining is called maximal-ratio or optimum combining.14 The com-

bining characteristics of AN/FGC-29 receiver that were used in this
experiment; approximated this rule; they are shown in Fig 13.

For the combiner to perform the combining opceration that it is
designed to perform, the gain through the two diversity channels up to

the point where the weighting takes place should be the same. To insure

this, both channels must be balanced for equal gain, and any AGC control
voltage other than the combiner weighting must be the same for both channels.

For the experimental program, the channels were balanced, and a,.special AGC
selector circuit was used. Within each channel, an AGC voltage was developed

by placing the FUNCTION switch on the R-390A/URR in the MGC position. In
this position, no AGC voltage was developed in the R-390A/URR. On the

CV-157/URR, t.heAGC SELECT switch was placed in the CARRIER position and the
AGC TIME switch in the SLOW position. Thus, for each channel, an AGC voltage
was developed that was slowly varying and roughly proportional to the carrier

level in that channel. The separate AGC voltages were combined in a diode
network in which the larger of the two voltages was "selected" and used to
operate the AGC control circuits in both of the R-390A,;URBs. In this manner,
approximately identical channel characteristics were achieved up to the

point of combiner weighting. The AGC voltages developed by the R-390A/URR

CV-157/URR conbinations are shown in Fig. 14.

The measurement of the voltages for the computation of S N was
made in one of the diversity channels following the 170-cps bandpass filter
in the AN/FGC-29 receiver unit, This .filter was ('entered at ,785 cps. The

signal level at the filter output wa:i estimated by passin, the signai

through a linear envelope detector-filter combination aird monitoring the
dc voltage on a digital voltmeter. (The t, detector is briefly discu.ssed in
Appendix A. ) The signal responses at the input ot thne voltmeter to step

on and off envelope chang,,s of a fixed- fr,,qut-. tt sildrband at the, imlut

to the P-390A UIHR are shown in Fig. 15. The- input 'o•utpill't ihhill. a' i.tit.
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VOLTAGE

RRF SPONSE

TIME
(SWEEP SPEED-0.2 sec./dijision)

VO LTAGE
RESPONSE I!

TIME ----

(SWEEP SPEED :O.5sec/diviSIon)

FIG. 15 RESPONSE OF SIGNAL-LEVEL DETECTION SYSTEM
TO ON AND OFF STEP CHANGES IN ENVELOPE

of the detection system where the input is considered to be the input to

the AN/FGC-29 receiver unit is given in Fig. 16. The nonlinearity is

introduced by the XN/FGC-20 receiver unit. By monitoring the detected

signal levels on the digital voltmeter, an attempt was made to rnaint aitn

the output level below 15 volts. In this way, most of the nonlinear ef-

fects in the AN/FGC-29 receiver were avoided.

The digital voltmter, a Ilewlett-Packard (11-1 )l)lodel 103.\, wa.-

set to -ange automatically and was triggered b% Lthe G \ programmer once

every 5 seconds. When a voltmeter reading was c'omplu.tl, it %as printed

on paper tape on the 11-1) M1odel 5•0A digital recorder The G .\ progranmmer.

essentially a digital clock with programale outptUt timing pulses, is

identical to the unit used at thlie transmitte, site. This c'lock %as 1ii61t-

tatined on the correct time #) compitri son with I 'V and %as driven k% I

freque,,icy standartl pvriodilcall - compared with \ It. For I minute in et.Ith

l( minutes, a negativye Voltage wls applied to th"e diagitaul kaltil<'t er i npul

through rtlay cnwita'ts in thr programmer utin t. I)uring thi s Itilniutt, %olt.ige

somples were taken once, v''er% IW s-conll( , The iiegaitt i t. p lallitN tau-.ed a111

asterisk to be. printed h• t't-li voltiagi %ample . 'h,. sil e-s el o i % I*t\ I * 4s

was used its a time Itndicator till t he pap l tlt, s .1101.
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The binary received signal from the AN/FGC-29 combiner unit

(tde output from the loop keyer) was fed into the Rixon Model 1032 digital

word analyzer.1l The enalyzer was driven by 10-msec clock pulses from the

programmer and generated a synchronized copy of the binary sequence gen-

erated at the transmitter. The clock pulses were so adjusted in the pro-

grammer that nominal path delay and any system delay were taken into

consideration. After initial synchronization of the transmitted signal

and the locally generated sequence, synchronization was maintained at both

transmitting and the receiving terminal through use of a common time

standard (WWV). In the analyzer, the loop-keying waveform was sampled at

the nominal center of each received bit. The value of each sample was

compared with that of the corresponding bit of the locally generated

sequence; a pulse was generated each time these values dilfered. Although

an error counter was available in the analys r unit, an external counter

compatible with the H-P digital printer was used (I0-P 523B counter). As

has been indicated in the timing diagram (Fig. 7), provisions were made to

reset the counter at the beginning of each !()-second data-gatheri.,g interval.

The three least-significant decades on the counter were connected to three

of the printer columns on the H-P 560A digital recorder.

The raw data output from the error-rate and S/N measurement con-

sisted of the printed paper-tape output from the H-P digital recorder. An

example of a portion of a data tape--with notes to aid in the interpretation

of the format-is given in Fig. 17. For the exact timing of the data-

gathering operation, one should refer to Figs. 7 and 8. Each data tape was

dated ,nd appropriately identified by the operators at the receiving site.

In addition, at least once an hour, the time to the nearest minute was

written near a series of six asterisks on the tape. In this manner the

exact time associated with any dita gathering interval could be determined.

A brief discussion of some of the computational problems and

possible biases associated with the estimation of power and power ratios is

given in Appendix B. The results indicate that becaube of the statistical

characteristics of the noise and the use of a li-iear envelope detector, the

S/N estimate may be 2 or 3 db high. The ;. pagation of error in the power

estimates into the error in S/N expressed in decibels is examined in

Appendix C. If one excludes the bias that has been indicated and admits a

percentage error of 25 percent in the power estimso.es, the resulting S:N

estimate has an error bound of t2 db. The complete rrror bound is also

given in Appendix C.
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C. DOPPLER PROFILE MEASUREMENT

1. DiscussioN OF THE EXPERIMENT

The purpose of this experiment was to provide a measure or' the

frequency-spreading characteristics of the communication channel. O,,e

should refer to Daly, 7 Gallager, 15Kailath, or Bello17 for an explanatio,

of some of the details motivating the measurement. The normalized Doppler

profile qD(\), and such measures as the second central moment of q1,(/) have

been chosen to display the frequency-spreading characteristic. oh the

channel. The normalized Doppler profile is defined in terms of the channel

scattering function, Sy(X,\r), by

f s , (X, -r) d-r
q(X)W IfS v(k, -) drdk

The channel scattering function may be interpreted as the density of power

scattered by the channel as a function of Doppler shift and time delay.

An alternate expression for q,(X) is

R ,( cL,0)e i2BAad. e(o 20)] e- ' Aad
ffR,(a, 0)e- i 2,•A•dadX I['9i, (00)J

where R,(a,O) is given by

Rly(az,O) E(H(O.P)H(t + a./))

The function H(tf) is called the time-variant channel transfer function.

it is a complex random variable assumed to be wide-sense stationary in

both time and frequency. The symbol E is used to iadicato, the mathematical

expectation. The quantity I(t. f) may be defined as the complex envelope of

the rhannel response to a CO tone relative to the frequency of the tr~.n

mitted tone. Thus the posl of the experiment was to mensure the complex

envelope of the channel response to a sinusoidal transmisaion over a given

period of time. Givoo the complex en*,!ope. the computations required for

estimating the Doppler profile have been ronsittretd tn detail b* Daly.
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The measurement required for the esti mation of the lDopp ler profil I

has been reduced to a measurement of the complex envelope (real etivelope

and phase) of the rignal received over the channel when the: .ransmitted

signal is a CW tone. The complex envelope must be measured relative to

the frequency of the transmitted signal; thus high phase stability is re-

quired at both the transmitter and the recciver.

2. DESCRIPTION OF THE EXPERIMENTAL SETUP

With a few minor modifications, the experimental setup for this mea-

surement is the same as that described by Shepherd. 19 The experimental set-

up was made more flexible by introducing operation at 14.360 Mc, as well

as at 7.366 Mc. The transmitter portion of the system is the same as that

used in the error-rate S/N measurement (block diagrams are given in Figs. 9

and 10). As has been mentioned, half the power is retained in the carrier,

aud half is used for the transmission of ,ideband information. The carrier-

is synthesized from a phase-stable source and is in fact, tLe transmitted

CW tone used for the Doppler profile measurement. Since the carrie'r is

synthesized, its stability depends upon the stability of the frequency

standar". The standard used at both the transmitting .- d the receiving site

was an H-P Model 103 AB, which has a stability of 5 parts in 1010per dyv.

Although the error-rate experiment and the Doppler profile experiment

shared the same transmitter unit, separate receivers were requited at the

receiver site. However, one of the dual-diversity receiving antennas was

used in common for both experiments. A block diagram of aLe phase-stable

receiving system is shown in Fig. 18. The crystal oscillators were avail-

able for calibration of the tape-recorded values of phase and amplitude

through the entire system. The B-390A/UBRB receiver was inodtfied to accept

syntheoised local oscillator signals, and an IF' of 4.54 kc was generated.

For operation at 14.36 rather than 7.366 Mte. the gt'cond local oscil!ator

frequency wos changed from 27 to 16.Q91 Mc; tile i,ceiver was tuned to the

higher frequency; and the antenna was changed The It outp'it from the re-

ceiver was mixed to 13 kc and bandpaws filtered to a pa~sk-and of 200 rp".

The output from tie filter went to the phase detvvtor and the rnvrl1pre de-

tector. The output of the envelope detector was re, ,rtled a* the level of

the received signal and was uAed as the \G( tunt'roil %lt~ae ih the

1- 1QOAAIMUt receiv-r. The output level as a fuia,-ton of the input ho., lien

given b, Shepherd& and is shown in Fi. I fhe Vihotv drtritor *l-o has

bfr. 4 ,.tsribed tn detail bi Shrpherd. liteflN the phase of the r--rtterd
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signal, nominally at 13 kc, is compared w1,ith the phasE, of' if local ly syll-

thesized phase-stable 13-kc refczence signal. The -0ff1 1t, V4 pl a'f. of' Jith

received signal is recorded by recording the detectvd phase angie, moilulo

180 degrces and all positive and negative transitions throtigh an int.egral

multiple of 180 degrees. Thus, over any specified interval of tLirne, both

the envelope ani phase of the received signal are recorded. The time as

received on a W4V receiver and any operator notes are also recorded on the

magnetic tape.

Data were zollected for the Doppler profile measurement from 1800 to

2300 GMT on 14.36 Mc and from 0000 to 0500 GMT on 7.366 Wc. During these

intervals, data were collected on chart paper continuously, and magnetic

tape recordings were made starting at 6, 26, and 46 minutes after thc, hour.

Each of these recordings lasted for a period of 6 minutes.

3. OUTPUi' DATA AND PREPROCESSING

The output. data for the Doppler profile measurement consist of a six-

channel tape r,!cording representing phase, envelope, time, and a voice re-

coraing of the operator's comments. An additional supplementary two-

channel Sanborn chart-paper recording of envelope and phase modulo

180 degrees was also available. This recording is identical to the magnetic-

tape recordinj of two of the channels. An example of th~is chart is given in

Fig. 20. The scale for the signal envelope record is roughly logarithmic.

A Doppler shift in addition to the spread is indicated by the phase having

a nominal rate of change in one direction (from the bottom of the record to

the top). The chart recordings were monitored at the site to ensure proper

equipment opturation and to provide data for a preliminary evaluation.

The six-channel magnetic-tape data required preprocessing. The phase

and envelope signals were passed through constant-t ire-delay low-pass

filters witi a cutoff frequencN of approximately 50 (ps. Finally. thedata

were (,onvet'.ed into digital form and recorded in the appropriate format on

digital tape.

1), TIME.-IDEI.,Y PROFIL.E WNESURIE\MENT

I. I)ISCuSSlON or THI EPF.NIVENT

The purpose, of this subexperiment w•as to pro. ide a measure of the

time-spreading characteristics of ,he channel. Thi skignificant effects

of time 4preadinM of the communicati.n channel at [it have been rectognized
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for many years. Multipath differential delays have been measured by

oblique-incidence ionospheric sounders for some time. Recent developments
in channel modeling suggest alternate measures which include consideration

of the relative amplitude of various modes. 7,15,16,17 An a manner similar to

that indicated for the Doppler profile measurement (Sec. C.1) the nor-

mralized delay profile, q(r() may defined as

fS ,(X, r)d6..
q T( T) ffS V( ,r )d -rdX

The normalized delay profile and twice the second central moment of qr(r)

have been chosen to represent the time-spreading characteristics of the

channel.

An alternate expression 7 upon which a measurement technique may be

developed is

E{Iz(t)I2} = IT(-r)E{lx(t - r) 1 1d-

where z(t) and x(t) are the complex envelopes of received and transmitted

waveforms, respectively, and T(r) is the time-delay profile before normali-

zation. This expression suggests the traasmission of a pulse that is short

relative to the resolution desired in the: estimation of T(-r). Signals of

other types are also useful as long as the quantity 'x(t - -r)12 performs

the desired sifting operation on T(Tr). An estimate of T(Tr) with a series

of short pulses is giveis by

I - I - )1 2

A n

JlX(t - r)12 d

and the normalized e4timate is given by

fA t

qr( !

31

q~() _____________

J •• • •• -m



A
To achieve the desired re:solution in qA(-r), the real envelope of the

transmitted signal, Ix(t)0 was chosen to be a sounder short pulse of

100 tisec. A special modification was incorporated in tLie G/A sounder

transmitter to provide single-frequency operation. At the chosen frequency.

a series of fifteen short-pulse transmissions were made to provide confidence

in the estimate. Modifications were also made in the G/A sounder receiver

unit to permit repetitive reception at a single frequency. The video signal

from the sounder occurrilg in the window of 10 msec was supplied to a unit

designated Sounder-Computer Link (SCL) MK I. This unit used the sounder

receiver timing signal and provided analog-to-digital (A-D) conversion of

the received signals. The digital output was recorded on digital tape,

along with timing and other identifying information. The digital thpe

format was designed to be directly compatible with tape input requirements

for IBM computers. Further processing, including refined detection based

on the series ol samples, was carried out in the computer. This process

is described in Sec. D of Chapter IV.

2. DESCRIPTION OF 'iHE EXPERIMENTAL SETUP

The suunder system used to measure the channel characteristics con-
sisted of a G/A Model 901 transmitter unic located at Earle, New Jersey

and a G/A Model 903 receiver unit located near Palo Alto, California. For

this experiment, certain of the automatic features were de-activated by

relays to allow repetitive aperation on a single frequency on both the

transmitter and the receiver units. A block diagram of the time-delay

profile measurement system is given in Fig. 21. The freque'icy stan-lards

supplied both the sounder and the programmer; they had a frequency stability

of 5 parts in 10 40per day. The frequency aiccuracy was maintained through

periodic calibrati'.n to NLIA. The programmers provided accurate timing for

both the transmission and reception of the sounding pulses.

Tht, sounder was operated at a frequency near the fruquencies of opera-

tion of the Dloppler'profile experiment-7.366 %W" and 14.3 0 \hr-that was

also ri-latively fl ee of interference. Tlhis g••le rallv result d in it tholce

of the (>A sounder Frequency IHanis \- 32 (7.,27 %i,) or %-l13 (7.35 %rI) and

B-32 (14.5 Me) or 11-33 (1-.7 IMr). A brief derription of general sounder

characteristics has been, given bv Shepherd. 14 The modifi.ctions made de-

activated the frequeiwy-.stepping fenturr,. through the us, of relays. 1loth

sounder transmitier and the sounder receiver were motdifi.d to provide

single-frequeticy operation as ar, optional operational motde.
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G/A

H-P-103AIONOSPHERIC

/FREQUENCY SOUNDER

STANDARD TRANSMITTER
MODEL 901

G/A

PROGRAMMER
MODEL 540 0-4172-72

G/A SRI AMPEX

IONOSPHERIC SOUNDER FR-400

SOUNDER C COMPUTER DIGITAL

RECEIVER LINK TAPE

-MODEL 903 l. MK I SYSTEM

H-P--iO3A I ! G/A

FREQ,,UENCY - PROGRAMMER

STANDARD [MODEL, 540 0,:-•

FIG. 21 TIME-DELAY-PROFILE MEASUREMENT SYSTEM
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The single-frequency soundings at 14 Mc were taken once every

5 minutes, starting at 1802 GMT and continuing until 2257 GMT.' On 7 Mc,

soundings were made from 2357 GMT until 0457 GMT. Operation thus concided

with the collection of data on all of the other experiments. Each single-

frequency sounding was affected by the transmission of i series of fifteen

100-/Lsec 30-kw pulses with a 2-second spacing between pulses. Thus approxi-

mately 30 seconds was required for the complete sounding. At. the receiver,

the detected BF signal was used to observe the resporFe of the channel to

each of the fifteen pulses. The detected signal from the sounder was

supplied to the SCL for further processing. The SCL performed the A-D

conversion and interface operations between the sounder and a computer.

This unit has been described in detail by Sifiord. 2 During a predeter-

mined time interval of 10.2 msec, samples were taken once every 50 Asec

for a total of 204 samples. Each sample was quantized into one of the

thirty-two levels and encoded into a five-bit code word. The digital

samples with parity checking bits were recorded on the digital tape. The

SCL provided an identification preamble in digital form, including the

time that the data were taken. The data format on the tape was designed

to be used as direct input to further computer processing programs.
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I V DATA PROCESSING

A. INTRODUCTION

Data from the experiments were recorded on various media and in

unique formats. To extract meaningful results and to present them ef-
ficiently, high-speed computers were employed in a data-processing phase.

A flow chart illustrating the basic components of this processing phase
is shown in Fig. 22. The end result was a determination of confident ex-

perimental estimates of the correlation of measured S/Ns with measured

binary error rate for an FSK communications system on an HF channel.

Measured time delay and frequency spreading of the channel and spaced an-

tenna correlation were parameters.

Accumulated binary errors detected over a 30-second interval, to-

gether with simultaneous samples of received signal and noise voltages,
were recorded on adding-machine tape from a digital printer. Time-delay-

spread data were recorded in digital form on magnetic tape directly from

the output of an ionospheric sounder receiver. Frequency-spreadorDoppler
data were recorded in analog form on magnetic tape in the form of CW amp-

litude and phase measurements. Correlation of signals received on a pair
of spaced antennas was recorded on chart paper directly from the output

of a special correlation instrument. The antenna-correlation data pro-

cessing is further discussed in Chap. VII.

Partial piocessing of the 3 0-second S/N and bit-error data was done

on a Burroughs B5000 computer at the SRI Computer Center. The time-delay-

spread processing was run on the IBM 7090 computer at Stsnford University.

The CW analog amplitude and phase measurements wer, converted to digital

form and recorded .n magnetic tape on an A-D converter and COC 160A coip-

puter at SRI. Those data were than pruc, .sed to extract the channel
Doppler profiles on the 7090 computer at •anford U'iversity. The results

of these three processing prograi•s prosided the inp, t to the final clas-
sification and summation program. This Program. which t4bulated the S/N

and bit-error rates for various measured channel spread conditions, was

run on the 85000 at SRI.
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B. PRE-EDITING OF S/,N AND BIT ERROR DATA

The S/N and bit-error data were manually edited before being punched
onto IBM cards. This editing consisted primarily of grouping the data for

each 30-ccond interval into the five signal readings and the one noise
reading together with the accumulated bit-error totals during these samples.

In addition, the legibility and completeness of each data block were
checked, and data suspected of being faulty were deleted from the tape.

The five signal-sample readings and the nois- sample, together with
the bit-error totals at these sample times, were punched onto IBM cards
from this edited tape. The format for this card is shown in Fig. 23.
Each card contained the data for one 30-second data period. Time header
cards were inserted in the deck to indicate the starting time of a sequence.

SEOUENCE NUMBER

TOTAL ERRORS AT 4 sc
SIGNAL SAMPLE AT 4 sec

TOTAL ERRORS AT 9 sec
SIGNAL SAMPLE AT 9 sec

TOTAL ERRORS AT 14 sec
SIGNAL SAMPLE AT 14 sec

TOTAL ERRORS AT 19 sw

SIGNAL SAMPLE AT 19 sec
TOTAL ERRORS AT 24 we

SIGNAL SAMPLE AT 24 sec

NOISE SAMPLE AT 29 9e
-JUVIlldAL INOiCATOR

'A Xiý fk4-•W[I 'I .-In f-I WJ 199-- .

0 T-1 IV

i ~ ~T .11n ,Wo ,, ,,,No,,,,,,,,,,,

FIG. 23 BASIC 30-SECOND SIGNAL, NOISE. AND SIT-ERROR DATA CARD FORIAAT
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I
. S/N AND 1I1T ERROR PRIEPiOCESSIN(

1. S/N ESTIMATION

Five samples of the received S + N, taken five seconds apart, were

recorded from the output of a linear rectifier/low-pass filter combina-

tion. It is shown in Appendix B that if the signal and noise are inde-

pendent zero-mean processes, then the best estimate uf the total S + N

is proportional to the square of the average ()f the .'ive sample readings.

Furthermore, this estimate represents the sum of the power in the sigrnal

and noise components.

The noise-power estimate was made from the average nf the two noise

samples immediately before and aftor the corresponding five S + N readings.

In the event that a valid noise ru.ding was not taken immediately before

or after each of the five signal readings, a search prod-cure was ini-

tiated to obtain two usable noise samples. The scarch procedure, based

on cursory observations on the autocorrelation of the noise, was as fol-

lows. If A valid noise sample was not available immediately before (or

after) a 30-second signal data block, then the noise reading for the pre-

ceding (or following) interval was used. This reading was weighted by

80 percent, however, in calculating the average, noise estimate with the

other sample. However, if the preceding (or following) noise sample was

also missing, the next preceding (Or following) 30-second noise reading

in time was used, and an additioi:.Af 80-percent de-emphasis was applied

to this reading in determining the average. The seatch for two valid

noise samples was continued in this manner. If two noise samples -were

not found within four 30-second periods removed from the signal data,

then all data for this 30-second period were rejected.

The formula used by the processor for calculating the toise average

Ww,.

0.- o.2KV (T- KV * (It0-- o,.!kP)VT 4 KP)
.4•N(T) b. 4 - o .LK• - .A*

whe re

T to an integer doIsngnatnag a partIaetlar 31) xierticl tork of
sig"l4 samples followed by a nhge sampllr

A'V is the lowest +itelter from -nr It, four w|lrot the noile
.ample- 4t T - KY Is V4al11
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KP is the lowest integer from zero to three where the nois-r
sample at T + KP is valid.

N(T) is th- noise value diL time T.

The procedure was used at least once every 10 mirout.ns, since no

data were recorded during the sixth minute of earl, tO-minute data-

gathering periol. For the first 30-second data period of the seventh

minute, the procedure bridged the dp by usi-ia the rjiise reading takeni at

the end of the second 30-second block of data luring the fifth minute to

estimate the nois•e for the first block .,f data during the seventh minute.

The S/N in decils was calculated for each 30-second dat3 period as

fol lows•

8.IN = 10 log (\i'

whe "-

PS Ps + Pn - Pn P(s + n-) Z(s + n)

Fn Pn Pn _2i-n

Z(s n n) is the average of the fi-,e S + N samples

is the average of the two noise samples.

If the rajio, Ps/Pn was lea: c| one, then the S'N was assigned a value

oi -100 db.

2. VALIDATION OF BIT ERmoR COUNI

It was theoretically possible to accumulate as many as 2,2|ib-t-

errors during each 30-seconi data-gathering period. titeaunk" ,nlv the

first three digits of the error riiter were re-ý_irdtied, 0-*s ounter oc-

Casionalv overflowed during a dati ;,tiv4ý I,, Sense an ovt-rflow in the

counter, the processing proir•z s. Pstrtted to monitor thtb error rount

during *orh 5-mectitid lps'rtmo. Whvtiiprr tht. .truntuiat ed orrior iou'ttt A.

5.-seor"nd rerrding pertid waxs 1v, thon the prereditng V(3nt, On a4tilt4.1n11

I.AoI •e.rors aere ad et t.h* rororded i-.tal.

On numeroux ocraaon*, ex.cesive errors '.-4 retorded .;,4rsnl the ae-

prrticent. even with a high SAN These errors were pri-iripally raused t-.

diffiru4tv with the automftor frequency Con•trot and by orCtaoinal loss of
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bit synchronism. Evern though an attempt was made to detect such condi-

tions and reject the resulting data as they occurred (luring the experi-

ment, maný incidences were not detected. Therefore, a criterion was esw

tablished in this program to reject data if the total errors made during.

a data period were judged to be excessive on the basis of the average S/N

measured during the data period. The 30-second data were rejected if the

product of the maximum number of errors detected in any five-second period

when data were transmitted times the S/N in decibels was greater than

2,000. For example, as'sume the S/N was 20 db. The.number of errors made

during any 5-second interval then must not be greater than 100 for the

data to be accepted. The test was not applied, however, if the measured

S/N was less than ten db.

3. PREPFIOCESSED OUTPUT

Averaged S/N in decibels together with corresponding total bit er-
rors for each accepted 30-second time period were punched onto IB1` cards

by the preprocessing program. The format for this card is shown in

Fig. 24. Each dvra card included the date and time for convenience in

[MONTH-DAY GT=.. • - | rOUR-MINUTE-SECON6 (GMT-)
TTLBIT ERRORS

[TOTAL r SIN (db)
: • •, •, • •-EXPONENT

i119 2 4 9-W0 --WW-1

.1106 2443 - _00--. 4 .--... ... . .

0O 0 060 -01 0 0 1DOOOnOOP 0 OO G Loooooo oooo o oooooo 00OO I00011 N$0 5O N

0- 4172- I00

FIG. 24 PREPROCESSED 30-SECOND S/N AND BIT--ERROR DATA CARD FORMAT

correlating later with channel-spread measurements and antenna correla-

tions. A listing of these values for each 30-second per:iod was also pro-

duced on the page printer, together with notations indicating where and

why data were rejected (see Table I). The notations of rejected data

permitted the cause of the data rejection to be investigated and, if pos.

sible, corrected. In manv cases, mispunched or misordered input cards

* were detected by the various data-rejection tests.

48



'fable I

SAMPLE OF PREPROCESSEI) 30-SECOND I)FTA

TIME AVSIG ERRHORS AVN' S/'( BEN
DATE 15 1106

4530 5.410+01 9 2.3UP-03 4.* 4.000-n03
4600 NU DATA
4630 NU DATA

4T00 1.110+02 is 2.080-U3 45.9 6.660-03

4730 ABNORMAL ERHONS FUR S/N, DATA REJECTED
4730 1.6?0+02 465 4.36P-03 45.8 2.010"01

4600 DATA UUT UF SYNCH
4830 DATA OUT UF SYNCH
4900 DATA UUT uF SYNCH
4930 DATA OUT UF SYNCH
5000 DATA OUT UF SYNCH
5030 DATA W UF SYNCH
5100 INSUFFICIENT DAIA TO COMPUTE AVERAGE NOISE

5130 15÷16+01 23 1.33P-03 46.9 1.02@-02
5200 1.23P+02 4 2.7U0-03 46.6 1*760-03
523o 3.340+01 5 8.3(1-P3 36.o 2.226103
5300 5.66P+01 2 5.5P-03 40.1 8.8W6-04
5330 7.340+01 1 2.35P-03 44.9 4.440'04
5400 8.454+01 0 3.02@-03 44.5 0.000+00
5430 1.066+02 4 3.L4P-03 44.4 1.*78603

5500 6.200+01 43 3.60P-03 42.#4 1.91P02
5530 4.596+01 19 3.42P-03 41.3 8.440-03

5600 NU DATA
5630 NU DA1A

5700 1.330+02 1 4.476-03 44.7 4.44P-04
5730 1.160+02 5 3.72P-03 44.9 2.220-03
5800 1,046+02 i 2.550-03 46*. 3.55P-03
5830 1.040+02 1 2.55P-03 46.1 4.406-04

5900 1.906+02 0 6.086-03 44.9 0.000+00
5930 7.22P+01 9 6*970-03 40.2 4900P-03
10000 1.;061+02 2 2.40#-03 41,. 8.860-04
10030 1.030+02 0 1.31@-03 48.8 0.009@'00
10100 6.506+01 1 2.266-03 44.6 4o440-04

10130 7.430+01 2 2.861-03 44.1 8.o8d'04
10200 7.40+01 8 2.26@-03 45.2 35@-03 xt

10230 1.43@+02 2 3.256-03 46.4 8.e86-04
10300 9.27@+01 3 3.72P-03 44.0 1.330-03
10330 8.*1P+01 11 2.766-03 44.8 4.896-03
10400 1.040+02 6 ',4*4-03 43.7 2.6tP03
10430 1.46+02 0 4.496-03 45.6 0.006+00
10500 1.90@+02 6 3.420-03 41.4 2.616-03
10530 4.15P+01 0 2.551-03 42.1 0.006+00

10600 NU DAIA
10630 NU DtTA

WO100 8.53P+01 2 2.940-03 44.6 8,46P-004
1073o 1.42@+02 11 2.926-03 _4.9 4*R90°03
10800 1.930+02 0 1.*9P-03 40*V 0.000+00
10830 2.061+02 5 3.360-03 47.9 2,220-03
I0900 1.36@+04 0 4.76P-03 64.6 0.000+00

AVSIG 0 Average of five signal readings.
AVN Average of two noise reading.
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TIME AVSIG ERRORS AVN SIN BE
DATE IS 1106

10930 1,640+02 2 4.16P-03 46.0 J.A6004

11000 1,460+02 0 3.3#0o03 46.4 0,000+00

11030 9,980+01 4 2,%2V-03 45,5 197d@003
11100 1.33@+02 0 3.3lP-03 40.1 o.000+00
11130 1.660+02 0 7.060003 43.8 0.0uP00
11200 9,720+01 6.240-03 41.v 0000900
11230 5,46P+01 0 3,910-03 41.4 0.000+00
11300 6.V59+01 1 3.99P-03 42.4 4.440004

11330 5,090+01 6 3.549-03 41.6 2.61P903
11400 3,769+01 2 4956P-03 3V,2 8,88904
11430 1.669+01 5 5.11P-03 35.2 2.22?-03

11500 50549+01 2 8093PA03 37o9 8.860904
11530 8614P01 2 7,40P-03 40.7 808P004

11600 NU DATA
11630 NU DATA

11100 1.16P+02 0 8.21-03 41.5 OOOp+O0
11730 4.20@+01 11 5.04P-03 3V,2 4.*AP-03
11800 4.91+0l1 1 i.Teb-03 44.4 4.44@004
11630 6.29P+01 1 3.540-03 42,5 4.44PO90
11900 2.660+01 0 40160-03 3P,1 0,000+00

11930 4,o49+01 2 2.550-03 42,6 B.8Re904
12000 4,630+01 0 5.630-03 39.2 00009+00
12030 9,V90+01 3 9.60P-03 40,2 1.339-03
12100 8.359+01 11 8,280-03 40.0 4.90-03
12130 5or39.01 5 6.409-03 39.5 2o220003
12200 4,730401 0 5.630-03 39.2 0.009400
12230 1.09P+02 10 7,570-03 41.6 4,44@°03
12303 1.04P+02 0 1.05P-02 40,0 0.000+00
12330 1.29@+02 1 1.91P-02 40.7 4.44'004
12400 3,579+01 2 3.420-02 30.2 R.686-04
12430 1,59+01 0 3,596-02 20.9 0000+00
12500 90086+01 2 2,470-02 35.4 8,86P04
12530 1.340+02 7 2.34@-02 31.6 3,119'03

12600 NU DATA
12630 NU DATA

12100 1,859+02 0 2.44P-02 36.8 OOup*00
12130 9,099+01 0 2.210-02 36.2 0.00+00
12800 8.94P+01 3 7,A3P-•0 40.6 10330003
12630 5.209+O1 3 8.37@o03 31.9 1.330-03
12900 7,94P+01 3 7.140-03 40,5 1.339P03
12930 1,92@+02 0 4.76P-03 46,0 O.0O0+00
13000 1.229+02 19 4.220-03 44.6 8.44003
13030 9.999+01 4 1.23P-02 3V.1 1,760-03
13100 5,29P+01 3 1,53P-02 35.4 1.33P-03
13130 2.020+02 6 1.219-u2 42.2 2.00003
13200 1021@+02 5 1907P-02 4Q,5 2.220w03
13230 6.46P401 1 4.W60-03 41.3 4.449004
13300 6.12@401 0 4.620-03 41.2 0.000+00

9 
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TIME AVSIG ERNONR AVN S/N BEN
DATE 15 1106

13330 9.14P0+1 1 7.9dP-03 40.6 4.40P004
13400 6.15P+Ul 0 2.040-02 34.8 0.000+00
13430 4.o50+01 0 1.40P-02 35.2 O.O0up0O
13D00 6.500+01 0 5.550-03 40o? 0.OU04O0

13530 7.91i+01 0 8.01P-03 39.9 O.Ou'"0o
13600 NU DAfA
13630 NU DATA

13700 4.25P+02 1 4.35P-02 39.9 4.440004
13730 3.000402 0 3.286-02 3V.6 0.000+00
13800 6.50P+01 0 3.18P-03 42.3 O.O6up.o
13d30 8.060401 0 4.T6P-03 42.3 O.OUP*00
13900 1.22P@02 0 1.240-02 39.9 0.000+00
13930 T.260+01 0 1.*1-02 37.9 O.Ou0p00
14000 T.69P*01 5 5.?OP-03 41.4 2.220"03
14030 7.86P+01 0 1.29P-02 31.Y O.OOP+00
14100 5.59P+01 3 1.*46-02 35.8 1.330"03

14130 3.47P901 18 5.16P-03 38.3 8.0P0P03
14200 4.06@+01 6 3,02P903 41.3 2s6/4-03
14230 7.20P+01 0 2.400-03 448 0.OU*O00
14300 7.54@401 6.WP-03 40.5 3.550-03
14330 6,440+01 33 1.560-02 36.2 1.4f@002
14400 8.956P01 0 1.06P-02 39.1 0.OuP'00
14430 6,67?l01 18 6916P-03 40.3 8.0uP003
14500 1.04@401 0 6.79-03 40.2 0.OuP*00
14530 4.73P+01 5 7.310-03 38.1 2.22P903

14600 NU DATA14630 NO D•AA
14W00 69009+01 6 9.90P-03 31.8 20617@03

14730 6084@401 15 1,509-02 36.6 6,66@003
14800 7,25P+01 6 1.560-02 36.7 2061@-03

14830 ABNORMAL ERRORS FUR S/N, DATA REJECTED
14630 1.11P+02 92 1.40P-02 38.8 4,0V9902
14900 4,420+01 so 4.4vP-02 2V09 2022@-02
14V30 2.72@+01 0 3.7.P-02 26.6 0.00P+00
IS 1Cc) 768801 10 8.28P903 3V.T 4.440003
15030 3.61P+01 U 6.97P-03 37.1 0.0000+0
15100 4o680+Ul 0 5.11P-03 39,6 0.0000+0

15130 ANNURMAL ERRORS FuI $/No OATA HEJECrED
15130 60329401 615 2.50P-03 44,0 2.?30"01
152on 4.940.40 23 7.660-03 36.1 10029002
15230 1.13P+02 0 ?.*40-03 41.8 0.OiJ÷Ou
15300 7.f2P•0l 1 7.220-03 40.3 4.44-04
15330 6.63P+01 6 1.009-02 38.2 2.67P03
15400 7.65001 4 2.R10-03 44,3 1W786003
15430 4.640+01 5 10520-03 44.8 2*2WP-03
15Mo0 6o6AP401 0 2091P-03 43.5 O. 'OOupO
15530 1.440+01 0 4.03P-03 42.7 0,000+00

15600 NU DAIA
15630 Nu DATA

15100 7,dO÷uI ? 2s8.9-03 44.0 3.11-P03
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TIME AVSIG EHRORS AVN S/N BEN
DATE lb 1106

15030 1,260+02 2976P-03 46,6 4400P03
15600 30@400#0 2 2@21P-03 42o4 4.*80004
15830 .t15P+U2 0 2.21P*03 4vO 0000,+00
15900 9.349+01 5 2.91Pe03 000 2.22lP03
15930 5.200+01 0 3.60o-03 41.6 0.0up+00
20000 1.030+02 3 3,36P-03 44,9 1.330-03
20030 9.789+01 0 3.S40-03 44.4 0.00P+00
20100 6,089+O 0 6.060-03 4U.O 0.0uP+OU
20130 9s400+01 6 4.9UP-03 42.6 2,6190O•
20200 5.259+01 0 2.60P-03 43.1 0.0O000
20230 1.199+02 0 2.6UP-03 40.6 0.000400
20300 3.920+01 11 1.960-03 43,0 4.8VP903
20330 5.53P+01 0 3.36P903 4i.2 0.OUP+00
20400 1,18P+U2 0 5.180-03 43,6 0,OUh+00
20430 1.479+02 3 3.14P-03 40.7 1.3.P-03
20500 5.56P,01 0 2.7uP-03 43.1 0.0UP+00
20530 IIFP+O2 0 3,60P-03 45.1 000up+O0

20600 NO DATA
20630 NU DATA

20100 1.oo?+02 4 5.000-03 45.? I.?8003
2073v ABNORMAL ERRORS FUR S/Np DATA REJFCTED

20730 1.16P+02 245 3.02P-03 45.8 1.0V901
20800 7.250+01 6 3,600'V3 43.0 2.67P'03

90830 ABNORMAL LRNONS FUR S/ND OATA REJECTED
20630 1.049+02 968 6.4oP-03 42.1 4.30D-01

?0900 ABNORMAL ERNORS FUN b/Np DATA REJCTED
2C900 7.14P+01 62 2.330-02 35.2 3.640-02
2OV30 3.60P+01 0 2.33P-02 31.9 0.0UP+00
21000 8.070+01 1o 7.830-03 40.1 8.00UP03
21030 1.310*02 13 1.630-03 42.2 5.7o9p03
21100 4.69+01 9 4.420-03 40.2 4.0u003
21130 b.190+01 0 5.119-03 42.0 0.000+00
21200 6.U04+01 1 5.400-03 40,5 8.009P03
21230 7.14P+01 9 4,620-03 42.2 4.009'03
21300 5.43P+01 1 3.T*o-0j 41.6 4.40-04
21330 9.699+01 0 2,600-u3 45, 0.009+00
21400 1.1,0+02 0 1.912-U3 46.0 0.*0Uo00
;ý1430 4,49+01 5 3.00•03 42,0 2420.03
21500 1.35P+02 0 3.42-0m3 48.0 0.009+00
21530 3.690+01 0 30.84-03 39.9 0.0o.O0

21600 NU DATA
21630 NU DATA

21100 1.109+02 0 3.66P-03 44,8 O.OUp+u0
21130 4.6P,+01 6 2,404w03 4390 2.61P003
21800 2.180+01 A 2.02P-U3 41.4 2.610-03
21630 4.260+01 4 4.6vP-03 39.6 1.70-903
21900 1610P#02 7 1.55P-02 38.5 3.11903
219)0 2,uSP+u2 0 1*.09-02 4i, 0,OuO+00

22000 A8NIJMAL ENHURS FUR i/No DATA REJECTED
22000 .,560401 126 2,3u0-u3 45.? S,60U002
22030 1.190+02 11 1.8100-3 4h. 4.60-03
2?100 9.bP6+01 C 3.259-J3 44.6 0.00Po00
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TIMEC AVShIi ERt4UNS AvN 4/ REAl
DAlE 15 1106
22130 L.160401 21 60610-03 36! 9*34003
22200 1.400+02 0 6,160-03 4io6 00OuO*O,)
22230 bo230+01 0 66010-03 39*4 0.0000+00

223100 3.600+01 4 1.40.-02 34.1 1.7000u3
22330 1.490402 2 1.610-02 3vs 88"70

22430 lob4P+02 0 ?s060-03 43.4 0.000+00

225~00 3.720+01 2 20I60-03 41.1 6.600in04

22530 O*VSPO.O 0 1.720-03 47.2 0.0000400I

22630 NU DATA
WOO~ 1.C0t#02 0 2*.50*0. 46.6 0.0000+00

2200 soi40+U1 6 2#02P-03 44.0 2061@-03

22a3o 1.22@0.i2 5 7.310-03 42o2 2*72#003
22900 7.89@+Ut 0 3.250-03 43.9 .0.0U0+00
22930 4.71#+01 0 2.210-03 43.3 0.000+00O
23000 6.890401 0 9*610-04 46.6 06004*00
23030 5.34@401 0 6.500-04 49.1 0.0000400
23100 7.700+01 0 1.440-03 47.3 0.000040
23130 8.160401 1 1.440-03 4?.5 4.4W400
23200 1,430+02 0 1.330-03 50.3 0.000+00
23230 1.110+02 0 499400-03 43.5 0.,000+00
23300 3.140+01 0 6*060-03 37.1 0.000+00

23430 6.110+01 5 2*A6PwO3 43,3 2,220-03

23400 1.180+02 0 3e640-03 44.9 0.000+00I
23.30 6.350401 0 5.6650-03 40.4 0*000+00
L23b00 71220+01 13 5.700-03 41.0 3*.@0-03
23530 1.130.402 0 6.4o0-03 42,4 0.000+00

23600 NU DATA
23630 N.U DATA

23100 9.020+01 0 9o930-03 3901 0.000400
23730 1.f4?0402 9 1*240-02 40.6 49000-03
23600 7,850.01 0 7o?*0o03 3V.9 0O*O400O
23830 1*960*02 0 2.700-03 46,6 00000+00
23900 71410+01 0 1.850.403 46.0 0.04)0.00
23930 3oS40+01 23 2*860-03 40.9 1*020in02
24000 1.260402 9 20260-03 47.5 4*OUP003
24030 1.000*02 0 9.0000-04 50.5 090u0000
24100 8,60@401 0 6.500-04 51.3 0.OUPoo0
2413nl 2,630+01 0 1.560-03 4203 0000P00
24200 1.920+03 13 2*SUP-03 s6.6 5.7d00'03
2423o 19330+02 0 2.970003 46.5 0.000+00
W430') 1.350+02 0 2.3bP-03 41,6 0.0O4)000
2433o 6.950+01 4 1.080-03 48.2 to7s003
24400 7.3410 9*610-04 40.9 06000+00
24430 4*620+01 3 1.410-03 45.2 10310003
2400o 1.250+02 0 1.260-03 50.0 0.04000+0
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TIME AVSIG ERRORS AVN S/N BCd
D A T E I S 1 1 0 0 0 O O 0
24530 3,290#01 2 1,020003 45.l 8,A@914

24600 NU DA1A
24630 NO DATA

24700 50510+01 0 70400,04 407 0,000*00

24730 6)30+01 0 1.720-03 40.8 0.0uP00
24000 4,06P+01 3 2.610-03 41,6 1,330003
24530 2,059402 6 20020003 50.1 2.610003
24900 ?.45p*01 0 3942P 03 4304 OoOP+00

24930 10230+02 0 4,160-03 44.7 00000O0

25001. 0,b20*01 4 16104-03 46.7 1.760903

25030 5,VA9+01 5 2.860-03 43.2 2.220003

25100 0b59401 15 3,080-03 44.4 6a669003

25130 6.V1#*Q1 7 3,190-03 43.4 3011P"03
25200 70120+01 0 6956P-03 40.4 0,00.0)0

25230 7.100+01 3 2,350-03 44.8 1,339-03

25300 1.900+04 0 2.350-03 69.1 0,000+00

25330 4.380+01 0 3.7o0-3 40.6 0000+00

25400 60010401 0 3.60P-03 43.5 0.00+00

25430 2,070+01 13 3,310-03 38.0 5,6oU03

25500 5.600#01 7 9,0UP-04 41o9 3.119003

25530 3,029*01 31 1.160-03 4!02 1.36P-02

25600 NU QArA
25630 NU DAIA

25700 1.459+02 0 1.66003 #6.9 o.OuP40
2S730 6.279401 0 2.300-03 44o3 0,00p00

25600 3.15P+02 0 7063P-03 46,0 0.000400

25630 1.299+0? 3 9,31P-03 41.4 1,33003

25900 3657P+01 8 5.119-Us 38.4 3.55P003

25930 30709401 0 3,140-03 40.? 0.000+00

30000 1,299+02 0 8,41P-04 51.o 0.00@+00

30030 4.b20+01 0 1,3f@003 45.5 0.009+00

30100 4.459+01 0 1.569003 44.5 0.00u+00

30130 7.060401 0 9030P-04 468, 0.000+00

30200 1.070+02 0 2.169-u3 46.9 0.000+00

30230 4:030401 6 1.760-03 43.6 2,60003

30300 7,679+01 3 404P-04. 5s,1 1030-03
30330 1.160+02 7 4.41P-04 54.2 3.110003

30400 1.359402 1 2035903 41.6 4440004

30430 1,469402 0 2.81P-03 410' 0000+00

30MOO 1.049+02 0 1.160-03 4V.5 0.009+00

30530 8.300+01 0 1,26P-03 46.3 0.006400

30600 NU DAfA
30630 NU DATA

30100 1.400+02 0 1.96POO3 4.5 0009+00
30730 3,400+02 0 1,60003 53.7 0000+400
30600 1,e10+02 0 6,509-04 53.9 0,000900

30630 0,896801 0 l,lV9-03 46.7 00006+00

30900 3,26P+02 0 3.79P-03 49,4 000•+00
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A binary error-rat.e estimate (13F.11) w•u. s, ,'sl,:o |,t,.Id ,,,d C4, rIlIiMild

n11 this I sting for each 30- second data perinod. iliwev,.r, lei,'as,, ofi 1.h,1!

limited number of data bits transmitted during the p,,riod (i.e., 2,251)

the confidence in the estimate is quite low. No further use was made of

this figure.

D. CHANNEL TIME- DELAY-.SPREAD PROCESSING

1. RAW DATA FORMAT

Time-delay-spread estimations of-the channel were made from digitized

recordings of the signal received from a remote pulsed transmitter. The

raw data consisted of a time series of 204 amplitude samples, spaced

50 jisec apurt, of a receiver envelope detector where each sample was
quantized into 32amplitude levels and recorded digitally on magnetic tape.

The timing for the series of samples was synchronized with the transmis-

sion of a lCO-jisec pulse at the remote transmitter. A time-delay-spread

estimate was made from an ensemble of fifteen such recordings spaced two

seconds apart.

2. STANDARD DEVIATION-TO-MEAN TEST

An ensemble mean and standard deviation was calculated for each of
the 204 time samples over the fifteen recordings. To eliminate extraneous
impulse noise and interference from the data, a limit was placed on the

ratio of the standard deviation to ensemble mean. If this ratio was

greater than 2.0, the enemble mean for the time sample was set to zero.

The standard deviation-to-pnean threshold of 2.0 was chosen so that normal

Rayleigh fading signals would not be rejected. (See Appendix A.)

3. NOISE-BASED THRESHOLD TEST

A noise power estimate was made from the average of the square of the

first twelve and last twelve ensemble wean time samples. The synchronized

timing of samples with respect to the transmissions insured that no actual

signal from the remote transmitter was received at these times. This noise

average was multiplied by a ronstaat. and use-d as a threshold :1v which the

received power, represented by the ensemble mean squared (MS)Y. in each

time sample was compared. Tile multiplying factor used was 3.0. If tke

EMS for a time sample did not exceed or equa! the poise-based threshold.

then the LMS for that sampit time wag set to sero. !f it eqoaled or ex-

ceeded this threshold, it ras unaltered.
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4. ADJACENT TIME-CELL TEST

To further discriminate against impulse interference, it was reluired

that at least two successiv, time samples be above the noise-based thresh-

old in order to be classified as signal. For each EMS found above the

noise-based threshold, a test of the EMS in adjacent time cells was made.

If neithe: rf the two adjacent EMS samples was above the noise-based

threshold, then the EMS for this time sample was set to zero. If either

of the two adjacent EMS exceeded the noise. threshold, it was accepted as

true signal and totalized.

5. S/N TEST

A final test on the confidence of the time-delay-spread data was made

Sthe basis of the total received S/N. This test required the total S/N

.o be 10 db or greater..

At this stage in the process, a plot of the EMS samples-normalized

to the total power-as a function of the time samples was sometimes pro-

duced. These time-delay profiles were used for detailed examination of

the channel time-delay dispersion. Examples of these plots are shown and

discussed in Chapter V.

6. TIME-DELAY SPREAD CALCULATIONS

From the series of EMS at the various time samples, a mean time, de-

fined as the average time delay of the path, was found. Finally, a sec-

ond moment about this mean-time sample was determined. Twice the square

root of this moment, converted to milliseconds, was used as a measure of

the time-delay spread of the channel. The exact computational form was

F20 4

2( 0.1
2 2ý04

where 2a1V is the second-moment time-delay spread of the channel in milli-

seconds

P, is the EMS at time sample i

I is the mean time-delay sample.
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This spread calculation together with the time of the recording in GMI

was punched on IB*M cards. The format for this card is shown in Fix. 25.

MORTH-DAY-YEAR
"[ OUR-U WEUTE -SECOND(GU)

Sr E LAY $MEAD (miltigeend)

/4,. . . . . .. "

'H *n
VSS*lllt *UI lililllllllltl* S ttS *slesilllil so... *,gllggllt*lllllSlllSllllSll I

•l~l~*

FIG. 25 TIME-DELAY-SPREAD DATA CARD FORMAT

These cards were used as input to the final classification processing of

S/N and bit-error data by channel spread conditions.

E. CHANNEL FREQUENCY-SPBEAD PROCESSING

Doppler-frequency-sprend estimates for the channel were made from

recordings of the phase and amplitude of a CW transmission over the chan-

nel. The instrumentation for this experiment, previously developed by

another SRI project, 6 has been described in Chapter III. Calibrated volt-

ages representing phase and amplitude of the received CW signal were re-

corded in analog form for 6-minute intervals every 20 minutes on magnetic

tape. These amplitude and phase records were then digitized through

an Ad-om A-D converter and CDC 160A computer combination and recorded in

digital form on magnetic tape. Amplitude and phase samples were taken

every 10-msec. And each sample wa, quakitized into, one c f the 256 discrete

levels.

Ts4e digitized phase and amplitude recordings were further processed

on an IPM 7090 computer to extract a Doppler-frequency profile. Daly hes

described this program, The procedure consists of the following basic

(1) 4-1oteruinatioh of the quadrature romponents of the receivod

siR"al from the phase and amptitudo samples

(2) Calculation of the autocorrel *ion and crosa-corrtlstion

fuMtLt 0s associated with th i romponeati

i !?



(3) Estimation of the Doppler profile by a Fourier transform of
these autacorrelations.

Each Doppler-profile calculation was based on 1,200 samples of am-

plitude and phase spaced at100-msec intervals. This yielded a lO-cps

bandwidth spectrum with a power estimate every 1/',0 cps. The results at

this stage were often plotted; examples of these plots are shown in Chap-

ter V.

A single-parameter estimate of the energy spreading in frequency by

the channel was based on the variance of the frequency spread by a tech-

nique similar t. that used in the time-delay-spread calculation: a mean

Doppler-shift frequency was found and a second moment about this mean was

determined. The square root of this moment, multiplied by two, was used

as the frequency-spread parameter for this time.

The frequency-spread calculations together with the date and time

were punched onto IBM cards in a format identical to that shown in Fig. 25

for the time-delay-spread calculations.

F. TABLES FOR CHANNEL-SPREAD CLASSIFICATIONS

The classification of channel-spread conditions was based on two

considerations:

(1) Theoretical differences in error rates at high S/N would
be detectable for different channel-spread conditions.

(2) Sufficient data would be collected in each channel group-
ing to form confident estimates of S/Ns and error rates,
particularly at high S/Ns.

To provide flexibility in these classification decisions, the group-

i11gs were defined to the pro-essing program in the form of a two-dimensional

matrix as shown in Fig. 26. Each row was subjectively defined by a time-

dela)-spread range for the channel, and each column was assigned a

frequency-spread range. Next, each element. in the matrix was assigned a

Stable number defining classifications into which data with these channel-

spread conditions would be grouped. ks the ý.mount of data in each classi-

fiation become apparent, the classifications were easily altered by simply

redcfining the collumrt or row limits or changinj. the elementts : ,he matrix.

Each table in the processor consisted of two 80-ele','nt arrays. On e

of the arrays contained the total number of 30-serood data periods howid7 58



at each S/N from 9 to 80 db in 1-dh in- FREQUENCY SPEAD cp3
e

tervals. All S/Ns less than 0 db were u

grouped with the 0-db entries, while 0-.25 .25-5 .51

S/Ns greater than 80 db were added to

those in the 80-db interval. The other 0 0-.25 I 2 3

array contained accumulated bit errors W

at the corresponding S/N intervals. ."•c .25-75 4 5 6

eJ

G. CLASSIFICATION OF S/N 7
, .75-1.5 7 9

AND BIT-EBROR DATA W

Channel time-delay- and frequency- -0-412-1o3

spread data as a function of date and
the FIG. 26 DEFINITION MATRIXtime were generated by the time-delay- FOR CLASSIFICATION

and frequency-spread processing pro- OF TIME-DELAY- AND

grar, l. These data, on punched cards, DOPPLER-SPREAD DATA

were arrang i chronologically into two

deck-, one foe time-delay-spread data

and the other for frequency-spread data. Each deck was entered into the

cl ssification program where chronological time intervals were established

during which a particular channel-spread classification was assigned. The

time interval was determined from the recorded time-delay- and frequency-

spread values. The start of the time interval was determined by calcu-

lating one-half the difference between recorded time and the recorded

ti:le for the preceding spread measurement. The end of the time interval

was determined by calculating one-half the difference between that re-

corded time and the recorded time for the following spread measurement.

In this manner, any missing data were simply bridged over by the bracket-

ing spread measurements, Each time interval was then associated with a

particular classification table b) matching the time- and frequency-

spread measurements for the time interval with the channel-spread classi-

fication matrix A listing of these time intervals and the table numbers

**signed to each interval is shown in Appendix E according to the defili-

tions of tables given in Fig. 26.

It. S'N EPROR-14ATE DATA

All of tit e 30-sercond SiN and ,rr-or data were then grouped according

to ch*innel-spread conditions observed at the time the data were takei..

Finlly, the data ,n elici classification or table were processed iurther

to produce as mony confident error-rate and corresponding 6.1 ratio paints

S9



as possible Considerations used to establish confident error-ratu esti-
mates are discussed in Appendix D. The resulting processing rule was to

require that the total observed errors for S/N intervals in each classifi-

cation equal or exceed 100. The computational procedure for emptying the

contents of each table was as follows:

(1) The total number of errors recorded for an S/N of 0 db
was noted.

(2) If this number was greater than 100, a binary-error-rate
estimate was made by dividing the number of errors by the
total bits received at this S/N. The total bits received
were determined by the product of the number of 30-second
data entries at this S/N and 2,251, the number of bits
transmitted during each 30-second data period. The pro-
cedure was then repeated for the next higher S/N decibel
interval.

(3) If the total number of errors in the 0-db S/N inter-
val was less than 100, the errors at the next higher
S/N interval (ie.,i db) were added to the total. If
the total errors were then greater than 100, a weighted

r: average S/N was cal.culated, based on the number of en-
tries at each oi the two S/N intervals. The correspond-
ing binary error rnte was determined from the total er-
rors and the tota! number of entries at both the 0- and
i-db SIN• intervals.

(4) If the total number of errors in the 0 and l-db
intervals was still less than 100, Step (3) above was
repeated, taking the errors and entries at the next
higher S/N until the error total exceeded 100. At this
tine, a weighted average S/N was calculated along with
a binary error rate.

15) Af'-er ý.he highest S/N interval had been entered, the
average S/N and binary error rate were determined, even
if the total errors did not exceed 100.

Both punched cards, for use in data plotting, and a printout of the aver-

age S/N and corresponding error-rate calculations were produced. Print-

outs of all results, sorted into various channel-spread classifications,

are shown in Appendix F.
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V PRESENTATION AND DISCUSSION OF RESULTS

A. CHANNEL MEASUREMENTS

1. BAY-PATH (IEOMETRY

The character of radio signals propagated via the ionosphere varies

greatly with time of day and season and with transmission frequency. Two

reflecting layers are responsible for the return of HF transmissions on

the path from Fort Monmouth, New Jersey to Palo Alto, California. The

principal layer is the F layer nominally located at a height of 300 km

above the earth. The other s the E layer at about 100-km height.

On this path, a great-circle distapce of 4100 km, it is normal for

signals to arrive at the receiver in many combinations of reflections from

these layers and the ground. Each of these propagation paths or modes has

a characteristic propagation time depending on tht; total distance traveled

and the group velocity of propagation along the path.

Movenm ents and turbulence of these layers cause a Doppler-frequency

shift and spread of the received signal from that transmitted. Each mode

contribute3 a Doppler component to the total received signal. This com-

ponent may be a fixed frequency shift of all transmission frequencies or a

smearing of the received signal over a band of frequencies.

2. IONOGRAMS

Propagation time for each mode can change drastically with transmission

frequency. Characteristic patterns of propagation time with transmission

frequency are often used to identify experimentally the various propagation

modes present on a path. Oblique-incidence ionosphere sounders measure and

display this time delay-frequency characteristic directly; such a sounder has

been used on this particular path for many years. Typical innograms produced

on this path during the error-rate experiment are- shown in Fig. 27. The \IOF

of each mode is defined as the highest frequency propagated by that Mod,, ts

determined by the ionogram, while the LOF is the lowest detectable 1'requenrv

for the mode.

!'
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3. CHARACTERISTICS AT 14 Mc

From 1800 to 2300 GMT (1200 to 1700 local time at midpath), the error-

rate experiment was operated at 14 Mc. The predominant mode at these

times is normally a strong two-hop F-layer reflection (i.e., 2F). The high

ray from this mode (2FH) often propagates also. The signal from the 2FH is

often unresolvable in time delay from the normal 2F, but can arrive up to

0.5 msec after the 2F low ray. At times, usually when the MOF of the 2F is

lower than 14 Mc, it is possible to receive signals from the one-hop F-layer

high ray. However, the normal IF low-ray mode is usually not present on

this path because of the earth's curvature.

From path geometry, it is impossible for propagation to occur by a

single hop from the E layer. However, it is possible for propagation to

occur by two or three hops from this layer. A two-hop E mode is somewhat

rare during the daylight hours at 14 Mc, but a three-hop E mode is more

common. The 3E mode arrives approximately 0.2 msec before the arrival of

the normal 2F mode.

A very common and strong propagation mode from 1800 to 2300, at 14 Mc,

is the so-called N mode. This is a two-hop combination mode consisting of

a one-hop reflection from the F layer and a one-hop reflection from the E

layer. The N-mode signal arrives a small fraction of a milli:;econd after

the 3E mode, if present, or about 0.2 msec before the 2F mode. A typical

range of time-delay difference between the first and last arriving mode at

this frequency and time of day is from 0 to 1.0 msec.

Background noise is either of local origin or is propagated from great

distances by the ionosphere. Local noise is generally man-made interference.

Propagated noise is either atmospheric noise or interference.

The heavy D-region absorption during the day acts as a substantial at-

tenuator to all propagated signals, particularly those at lo 4...rbquencies.

The signal strength of each mode is affected by its total path length and

the distance traveled in the abrorbing D region. Variation in absorption

introduces long-term fading. Of more practical importance, however, is the

effect of the antenna gain pattern on the strength of the signals received

(and transmitte.d) from the various modes which arrive (and leave) it differ.

ent verti(-al angles. Short-term variations of mode signal strength are

also caused by polarization fading and fading within resolvable modes.

63

miNImmim m • ml N m |l mlmalI

mill *4 * -I<ll



4. CHARACTERISTICS AT 7 Mc

The experiment was operated at 7 Mc after sunset on the path (1600-

2000, local midpath). Initially, at this frequency the path is charac-
terized by the propagation of higher-order modes (i.e., 3F, 4F, and 5F).

ilowever, as the evening wears on, the electron density of the lower iono-
sphere diminishes, and the absorption in the D region lessens. The initial

effect, therefore, is a strengthening of the higher-order modes. But
shortly thereafter, the electron density of theFregion diminishes, and the

MOF of all modes begins to drop. As a result, the number of modes propa-
gating at this frequency is large at first, may increase slightly, and then

decreases as the MOF of the higher-order modes drop through 7 Mc. The
two- and three-hop E modes are prevalent at this frequeicy and time of day.

A typical range of time-delay differences from the modes propagated at

this frequency and time of day is 0.2 to 2.0 msec.

Loss of the D region at night also causes the propagated noise and

interference to increase significantl/. The geographical origin of this

noise is more widely spread than during the day.

Other modes are possible on this path, particularly off-path modes due

to ionospheric anomalies. These modes, if present, arrive with appreciably
longer time delays.

5. TiME-DELAY PROFILES

Accurate error-rate performance estimations of an HlI communications
systems require a rather detailed picture of the scattering of the signal
energy by the channel in time and frequency. A time-delay scattering

picture was obtained by actually measuring and displaying an average of
several impulse responses of the channel. The measurement technique has

been described in Sec. D. 2 of Chapter II. Selected examples of time-
delay profiles at 14 and 7 Mc produced directly from the data processor

output by a CalComp piotter are shown in Figs. 28 through 33. The time-

delay scale has been shifted so that zero time delay corresponds to the
average delay of the path. The power density, measured at 50-kisec inter-

vals, is normalized to the total received power.

Twice the second-moment &,pread, 2a , calculated for each of these
profiles, is elso bhown. This spread measure tends to b; less than the

time difference .,:rm the first to last arriving mode, as measured from
ionograms. becau:ce it weights the amplitude found at Prhdifferertial timedel.'i.
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The time-delay profile is a transform of the frequency-sele(tive-

fading characteristics of the channel. In general, the wider the time-

delay spread, the more severe is the frequency-selective fading. It should

be noted that a single mode with a slowly varying time delay will not cause

frequency-selective fading but only a shift in the arrival time of the trans-

mitted pulse. Slowly varying mean time shifts are normally corrected by

resynchronization in baud-synchronous communications systems or by automatic

adjustment in nonsynchronous systems.

Discrete peaks in the time-delay profile are indicative of the propa-

gation of discrete modes with different time delays. The reciprocal of the

time-delay difference between these peaks corresponds to a strong frequency-

selective fading component in the ieceived signal. If the profile indicates

only two, equal-strength modes, deep frequency-selective nulls equally

spaced can be predicted.

6. DIURNAL TIME-DELAY SPREADS

Diurnal variations in the time-delay spread are shown in Figs. 34

through 41. Diurnal trends in time-delay spread can be discerned; however,

there is a wide variation in the data from day to day, particularly at 7 Mc.

The high-multipath time-delay spread generally occurred in the early evening

at 7 Mc.

7. TiME-DELAY-SREAD HISTOGRAMS

Histograms for all observed time-delay spreads calculated at 14 and

7 Mc for all data from 3 to 14 November are shown in Fig. 42. The time-

delay spread histogram at 14 Mc shows a double peak. The first peak indi-

cates a predominant single-mode propagation condition with little time-

delay spreaJing. The second peak indicates a two-mode cond'tion with a

time-delay separation averaging about 0.5 msec.

At 7 MW, time-delay spreads ate more evenly distributed. The rather

large tail in th': distribution is worth noting since it indicates the

possibility of htgh values of the time-delay spreads.

8. |)OPPLER-SNIFT PROFILEs

A Doppler scattering picture was obtained by attually measuring and

displaying the frequency dispersion of the channel. The measurement tech-

nique has beet, described in Sec. C. 2 of Chapter II1. Ewamples of
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Doppler-frequency profiles are shown in Figs. 43 through 46. Thu frequency
scale is refervnced to the frequency of the transmitted CW tone. The power

density, measured at 1!80-cps intervals, is normalized to Lhe total ac power

detected. Twice the second-moment spread measure, 2cTl, is also shown on these
profiles, as is R, the ratic of the dc to ac power. The dc power is the on-
frequeacy power often referred to as the specular component of the received

signal.

The Doppler-frequency profile is a tranfo,:.i of the time-sel-ctive-

fading characteristics of the channel. In general, the wider the Doppler

spread, the more rapid is the time fading. It should be noted that a single
', mode *'ith a slowly varying mean Doppler frequency will not cause time fading

but only a shift in the frequency of the arriving signal. In communications

systems, slow frequency shifts are normally corrected by AFC circuits in the
receiver but, if not, are normally small enough to stay within the bandwidth

of the receiver filters.

Discrete peaks in the Doppler profile are indicative of the propaga-

tion of discrete modes with different Doppler shifts. Th, frequency dif-
ference between these peaks corresponds to a strong time-fbding components

in the received signal. If the profile indicates only two, equal-strength

modes, deep time-fading nulls equally spaced can be predicted.

B. ERROR-BATE MEASUREMENTS

1. INTRODUCTION?

Before embarking on a discussion of the results obtained in the error
rate experiment, it is well to consider once again that the experimental

FSK system and the idealized FSK system model used to compute the theoret-

teal error-rate curves display important differences in detection procedures.

The computational model is an energy-quenching system: on the other hand.

the experimental systerm decays received signal energy at. a rate determined

by its fll'l-r time constant. In filtering the reveived pulses,. the rtomputa-
tiinl . merrlr narrow-band integrate* over a signaling-element dura.
tion, %htle the esperimrntal usystem smooths and shape* thei time and fre,!urt.l,

rharaeter~t tic ,,f the reteived signal in a more romples manner. In an%
crrttlal reirrwmrntal or theoretiral analvbAs, thesr differenier *iIl be

4pparrna as the time- and frequenty-dIspersive referts of the channel jr--

isolated and analiard in suffirlent detail. r complete arllcuils of the
experimental system is not available at the present time. and it -a, n:it
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the purpose of this project to generate such an analysis. The purpose of

the experiment entailed measuring dispersive effects on the performance of

an uperational FSK system and comparing these effects with those predicted

by the existing theoretical model of an idealized FSK system. The idealized

theoretical model was developed in the early stages of a continuing effort

which is delving into the complexities of modeling real channels in order

to more accurately predict the performance of various communications systems

in the presence of arbitrary dispersive conditions. This model serves as a

tool that allows the communications engineer to study the effects of a dis-

persive propagation medium on the performance of a particular FSK system, a

tool which, however idealized the system, yields important and useful infor-

mation about the class of communications systems represented by the theo-

retical model.

In addition to the problem of adequately modeling the pecularities of

a given communication system, the experimental validation of an error-rate

analysis is fraught with difficulties when the time- and frequency-selective

nature of the channel is modeled. These difficulties are of a practical

nature rather than conceptual and concern the validity of the statistical

assumptions that are required in the computation of the error probability.

For example, it is assumed that the channel transfer function is a homogeneous

Gaussian •andom field 7 on the time-frequency plane, yet this fact was not

verified experimentally A.:'ing the course of the experiment. Such a verifi-

cation was completely outside the scope of this effort and, indeed, in its

entirety would be an unavailing task in the present framework of obtaining

approximate answers to an exceedingly complex problem. The various assump-

tions concerning the statistical behavior of the dispersive mechanisms of

the propagation medium are based on physical reasoning and experience with

radio channels. These assumptions are general enough to adequately approxi-

mate the behavior of a physical radio channel but at the same time simple

enough to yield error-rate expressions that can be effectivel', solved on

a large digital computer.

Apart from their use for verifying a theoretical model, which involves

comparing measured and predicted results, the measured data, obtainvl in "

ecrefully planned and executed experiment, are very valuable for assessing

the performance of an operationit communications system in a dispersive

environment. These data can be used to indicate problem artts in the

present model and to greatlv assist in the development of in improved modtl.
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In addition to the error-rate data, useful measurements of propagation

phenomena, such as the time-delay and Doppler-shift profiles of the channel,

were obtained.

It is hoped that this preliminary discussion indicates the degree of

appreximation that is inherent in the formulation and solution of an en-

gineering problem that involves developing a statistical characterization

of the dispersive effects of a natural radio channel on a communication

system.

2. DATA CLASSIFICATION

The basic data obtained in the experiment included estimates of the

binary error probability and S/N over a 30-second interval. The data were

supplemented with measurements of the channel time-delay and Doppler pro-

files, which were obtained often enough to follow the important variations

of these functions. Hence any binary error probability measured during a

30-second interval was associated with an S/N, a time-dely profile, and

a Doppler profile. This experimental procedure made it possible to classify

the error-rate data according to time-delay and Doppler spreads. This

classification yields an experimental determination of error rate as a

function of S/N in which time- and frequency-selective fading effects can

be isolated and observed in various degrees and combinations. In addition

to being subjected to this classification procedure, the 30-second esti-

mates of binary error probability and S/Ns were also appropriately grouped

and averaged so that a minimum of 100 observed errors was obtained in the

final estimate of the error rate at any given S/N. This grouping proce-

dure insured the statistical reliability of the resulting estimate of the

binary error probability; many of the final error-rate estimates at a given

S/N are based on more than 100,000 transmitted bits. The classificati.n

and grouping procedures are explained in more detdil in Chapter IV, and the

statistical reliability of error-rate measurementR is considered in

Appendix D. The error-rate data were subjected to four different classi-

fication procedures; to facilitate referenc.* to the resulting data classes.

it is convenient to refer to them with data-class designators as defined

by Table II.
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Table II

DATA CLASS D)ESIGNA [OHiS

"CLASS
iP ;NATOR DESCHIPTION OF DATA CLASS

The class composed of all data in which the nivasured error rate
is a function of S'/N only.

TDn The nth of nine classes obtained by classifying the data accord-
ing to both time-delay and Doppler spread. Each class )iehls
measured error rate as a function of S/N for a particalar range
of time-delay and Doppler spread.

Tn The nth of three classes obtained by classifying the data ac-
cording to time-dslay spread only. Each class yields measured
error rate as a function l)f S/N for a particular range of' time-
delay spread independent of the associated Doppler sr)read.

Dn The nth of three classes obtained by classifying the data accord-
ing to lDppier spread op1). Each class yields measured error
rate as a function of S/N for a particular range of Doppler

Sspread independent of the associated time-delay spread.

The range of the second-moment spread measures associ Ated with eaclh

of these data ,lasý,es appears in Table Il1.

Table !11

TIME-DEL.\Y - AND DOPPLER-SPR[AD RANGE

ASSOM;IATED WITH EACH DATA CLASS

IlIME-DELAY SPIBEAD DOP'PLER :PREAD
VATA CLASS (2 ,2

(Msec) (cps)

A 0- 1.5i 0 - I

Ii 0 0ý25 0 - 0.25
I1)2 0(- 0.25 0.95 - 0.5

TM)3 C - 0 25 0 5 - 1
1I)4 0.25 - 0.75 0 - 25
TD5 0.25 -0 75 0.25-
l)eu (i. 23 - t).75 U.53 - 1

1IIr 075 - 1.5 +.ii.2

'11)8 0.75 1.5 0.25 - U.S,

I1•. o 75 - 1.5 U .5 - j1
TI - (. 2. :; I

T2 o.25 - -
Ii /! 75 - 1 ", i. 1

1)2
'1n I *w 1,- II P t.23 ,

Inl t - I.) Il. ., - I I

t,,f t h r v , + i, tl A ,ni,-,i, t t I . . .. .. \s.i , -I o W Ii t t l i-. i . ,1 t i It ,' I to l , I -, .

alli 'IV lii, s 'iliitl m4,iiiil ,pi ',i .. .f's ,i ,, ,• I l+ , ~ h ; l ,~ i . ~ , ,u +,



measures would have been more suitable for the experiment; however, the

variations of the observed spread values were sufficient to cause a de-

tectable sensitivity of system performance to time- and frequency-selective

fading phenomena.

3. ERROR-RATE DATA

The results of classifying the error-rate data according to the four
preceding classification procedures are presented and discussed in this

section. Measured error rate is plotted as an X on the corresponding

theoretical error-rate curve. The theoretical error-rate curves are com-
puted for a transition time equal to 0.02 of the signaling-element duration,

which would be 200 4sec for a 10-msec signaling element. This choice if

transition time was based on a rough measurement performed on the ac.uil

transmitting equipment with a special wide-band discriminator. All mel,.

sured data are for the no-diversity case with a 10-msec signaling-elemert

duration. A limited amount of dual-diversity data was processed; these

data are presented in Chapter VII.

a. DATA CLASS A

All measured error-rate data, without regard to Lime-delay or

Doppler spread, are plotted as a function of S/N in Fig. 47. The theoret-

ical error-rate curve of Fig. 47 was computed for two equal-strength patis
with a time-delay spread of 1 msec and a Doppler spread of I cps, wjiich are

typical of the spreads observed on this channel. The relatively smooth
variation of r,:easured error rate with S/N is indicative of the degree cf

statisticdl reliability achieved by the experiment. Figure 47 illustraitls

the important and interesting"bottoming-out" characteristic generall)

displayed by the measured error-rate data: the measured error rate ceases

to decrease with increasing S/N and essentially maintains a constant

irreducible value at high S/Ns, as predicted by the theoretical model.

The close agreement between the measured error rate of Date

Class A and the theoretical error rate indicates that the theoretical

model yieldc a good approximation to the average performance of the ex-

perimental system over the range of time-delay and Doppler spreads oh-

served on the channel. It is to be stressed that Fig. 47 is concerned

with comparing the measured performance of the experimental system

averaged over all dispersive states of the channel with a theoretical

curve based on the average state of the channel. Close agreement between

1,
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measured and theoretical results in this case does not necessarily imply

that close agreement will be obtained when measured and theoretical error

rates are compared for a particular dispersive state of the channel. Al-

though a Doppler spread rof 1 cps was the maximum observed, the theoretical

error-rate curves of Fig. 47 are essentially determined by the time-delay

spread and transition time and would not display a discernible difference

when computed for a zero Doppler spread.

b. DATA CLASSES TDI THROUGH TD9

The results of classifying the data according to both time-delay

and Doppler spread are plotted in Figs. 48 through 55. It is interesting

to observe that no data were found in Data Class TD7, which corresponds

to the combination of maximum time-delay spread and minimum Doppler spread.

In other words, during the course of the experiment, minimum Doppler

spreads were not observed when the time-delay spread was maximum. The

theoretical error-rate curve associated with each data class was computed

for two equal-strength paths possessing a time-delay spread and a Doppler

spread equal to the maximum time-delay spread and Doppler spread of tile

data class plotted on the curve.

Observe that the theoretical error-rate curves associated with

Data Classes TD1 through TD6 (minimum and median observed time-delay

spreads) are essentially identical and those associated with Data Classes

TD8 and TD9 (maximum observed time-delay spreads) are essentially identical.

Hence, the theoretical model is relatively insensitive to variations of

time-delay and Doppler spread in the range of spreads observed on the

channe I .

The measured error rate is these classes illustrates the

bottoming-out phenomenon; what is more important, this phenomenon can now

be observed its a function of tim,-delay and Doppler spread. Tht most

%trikir and important chdracteristic of tile measured error-rate data is tihe

,,lideit sinsitliity of' th, ,'xperimental systrm to time- and frequency-

vii-,ctive fadling phenomena, notwithstanding the predicted insensitgvitt

of the theoretical model within the range of spreads observed on thr

h allfint,' I

There is resonable agreement betwer't the measnured data and the

tit,,retical error-rate curves for the median time-delay loslars MT14.

11)1, And ')61. The error-rate data associated kith dota classes 11Ml.
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TD8, and TD9 indicate definite departures from the theoretical model.

Data Class TDI is the minimum time-delay-spread and minimum Doppler-spread

class; TD8 is the maximum time-delay-spread and median Doppler-spread class;

and TD9 is the maximum time-delay-spread and maximum Doppler-spread class.

It is interesting to note that the measured irreducible error

probability for Data Class TD1 is lower than that predicted by the theoret-

icbl model. The theoretical model bottoms out at an error probability of

approximately 1 X 10-3, whereas the measured data of TD1 display a definite

bottoming out at an error probability of 5 × 10-. Since a complete analysis

of the experimental system is not available, we are not in a position to

give exact technical reasons for this departure; however, in view of the

differences between the experimental system and the theoretical model which

have been discussed, such departures are not surprising. It is significant

that the measured irreducible error probability is lower than the predicted

irreducible error probability for the data class corresponding to the

minimum observed time-delay and Doppler spreads, which implies that the ex-

perimental system is more effective than the theoretical model in combating

a small amount of time- and frequency-selective fading.

On the other hand, the irreducible error probability indicated by

the measured data of Data Class TD9 is approximately 4.2 X 10-3, whereas

the theoretical model bottoms out at approximately 1.5 X 10-3. Hence, the

irreducible error probability for the experimental system is higher than

the irreducible error probability predicted by the theoretical model for

the maximum observed time-delay and Doppler spreads. This indicates that

the experimental system is less effective than the theoretical model in

combating the degree of time- and frequency-selective fading associated

with the maximum observed time-delay and Doppler spreads.

The fact that the experimental system shapes and smooths the

time and frequency chiaracteristics of the received signal pulses to a

greater degree than does the incoherent matched-filter model is probably

responsible for the superior performance of the experimental system for

small amounts of time- and frequency-selective fading. Roughly speaking,

appropriate shaping of the time structure of the received pulses would aid

in combating frequency-selective (time-delay) efferts, anti appropriate

shaping of the frequency strzuuture of the received ptilses would aid in

combating the time-selective (Doppler) effects.
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To continue this speculative reasoning, it is plausible that, as

the degree of selective fading on the channel increases, a point ia reached

where the energy-quenching property of the theoretical model accounts for it3

superiority at the more severe observed time- and frequency-selective fading

conditions. In other words, the performance of the experimental system is

hindered by the possibility of an unequal bias condition in which the stored

energies in the mark and space filters are different enough to cause a de-

terioration in detection capability. Observe that frequency-selective

fading can cause one of the signaling frequencies to be in a fade over

several signaling elements; the resulting difference in stored energy in

the two filters will intensify the detrimental effects of frequency-selective

fading,

Finally, to complete this speculative picture, it is reasonable

to assume that the two opposing effects discussed above may have compensated

for each other, so that when all of the data were plotted without regard to

the dispersive state of the channel (Data Class A) a reasonably good fit

with the theoretical curve was obtained.

The measured irreducible error rate as a function of time-delay

and Doppler spread is plot tted in Figs. 56 and 57, respectively. The three

measured points of irreducible error probability as a function of time-

delay spread were derived from Data Classes TD2, TD5, and TD8; similarily,

the three measured points of irreducible error probability as a function

of Doppler spread were derivfed from Data Classes TDl, TD2, and TD3. The

theoretical irreducible error probability curves for no diversity and for

dual diversity are also plotted in these figures. Comparison of the

theoretical and measured curves of irreducible error probability emphasizes

the greater sensitivity of the experimental system to -ime- and frequency-

selective fading effects. Observe that the experimental system displays

a bottoming-out effect at the low spread values which is in agreement with

the transition-time bottoming out prcdicted by the theoretical model.

C. DATA Ci.A•r TI. T2. AND TI

The results of cilassifying the error-rate data according to

minimum, median, and nuximuir observeid time-delay spread (Mata Classei TI,

T2, and T3) %ithout regard to Doppler spread ore plotted in Figs. 58, 5Q.

and 60 respectively.
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The best Fit. or miieasured daLt wi iith lit I e iti' l 'ill ,, is O,,I

Lamiied for Data Class "r2 (L he medi an Lime-del N•r-..,1iiiiiil ii class); O ril ur, is

bit'Lween the measured and theoretilcal i rre ii lv i l l erro l pi bab. lily are-

observed inl the low and high Lime-delayi-prlir.ad I ass.. Thf lillMa.sui TOii SLr i da

di.sp lay the same behavior observed iln thie piev ioi"i'lAi.s. [icaiut io" p ioiiu -

duri i l and emilhuli ze the seis Li vi Ly or thie p r pirlo ariiiriuii e i"i, t ie, .p r, ii me" t a

systLemli frequency-selective effects. The irri-ue lihil , eiirt prol alihi i il

imeasiiuUred for Data Class T3 is approximately Liii L. iiiv. ihlii suied nnii

)atLa Class Ti. This is an impressive viiriaLiioii of iioi rtlvi, lor th,,

relatively smaill variation of Lime-delay spread assi.iocitilate l AlMi the IM)

data (lasses.

d. DATA CLASSES Dl. D2. AND D03

"Flith results of classi fyinuig the et'ror-rat, dal a- ,rt iting I,,

mntlinlUni, miedilan, and maximum observed l)olppleri spread M Ilato a ( asses [I,
D)2, and 1)3) withouti regard to time-delay spread are ploltitd in I'igs..
62, and •3

It is iliteresting to observe that Lie Pxpxiivl.eittal data dspIala
a definite detectable sensitivity to i)oppler spread. l"ur ilti' lange if

D)oppler p'read observed on Liie chliaannel, the thlieu ye ical natminil is inot N0ll

mitLive 1 L ime-selective ,flents, since tihe frequency-.•..elr•vte antd

Lrai sitLion-L ime effects are the major cont ribluting facLtor., affec tilng the

performanice of the theroreti cal model for thei' range oRf observed time-dl la\

and I)oppler spreads. However, the measured irileduibie error probabilit%

of Data Classes 1)1, D2, atid 0)3, indicates a smnail but delinit e time-el. etit e

menli Livi Ly.

C 'EXPIEIII IMENT IIEVN EW

The exjieriene'e obta inied froni cotiduc initg sulch a rimp I, xi " e ' t ilmiiilt iit.

iAiiN Ian tural ilv iuggvsLs i nim'irovelmeLt that couid lie male if Cthe expl i' meltl
wvi 'r, raipea tea. NmOlii sligges t o i ' ate offerred fori idl able" tMii re re Ii'v I iie ,

I0 Record 1 lll tar1' daitu ( u4u!ttiPlu licu t/v alnd i/l Cu ttl' in ui

,' ' ,put -,Ca Pu ill O pi a•itu ,l l ln. !latl ' , iV -'Sitla

il'Ollims tliait caused delk t wv. re ,irectLiv triiiaii,
to erroris a iin the a'iiniua l rva rdilag i1i i" i A m 1 f r' 'x-

ampile, mimpuiI n -hed data .ci.rd and "ii it v I . i, i , .
A small samil Ia O If lriolia'oi.- data raiil ,iiuil, ait

lias t.he result.s iA suciihl ita e Pxie inenit.
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(2) [ncrease the data transmission rate. It was desi.rabli
to obtain the error rate for a number of classes of
channel conditions. However, the 100-baud maximum
transmission rate an' the over-all time schedule
limited the amount, of data that could be collected
for each class. Confident error-rate estimations
at low error rates require a large number of transmitted
bits. More accurate validation of error-rate character-
istics of diversity systems would require the measure-
ment of much lower error rates than attempted here.
With more data, the parameter of diversity channel
correlation could be more accurately accounted for.
The data rate for the AN/FGC-29 system could be in-
creased simply by addirng frequency-division multi-
plexed channels. This would also permit experiments
to be conducted on the effect of interchannel dis-
tortions.

(3) Transmit other binary sequences. The alternating
10-msec keying sequence used was the most sensitive
sequence possible for observing effects of time-
delay spread on error rate. The error rate with the
alternating sequence cannot be more than four times
the error rate with a random sequence and is probably
closer to two times. lowever, a random sequence may
be more realistic for evaluating the performance of
an actual data system under various channel conditions.

The error-rate mode! uses channel-spread parameters
that are normalized to the transmission rate and to
the mark-space frequency spacing. Therefore increasing
the element length affords a method of effectively
simulating reduced channel time-delay-spread conditions.
Transmission of a simple 11001100 sequence would reduce
the inter-symbol inLerference effects by one half. In
fact, with sufficiently long signaling elements, measure-
ment. of the error rate with a sequence of all marks may
greatly reduce frequency-selective fading effects and
may permit error-rate validation of an essentially pure
Doppler-spread channel.

In like manner, the spacing of the mark-space frequen"'ies
coUld be widerned to stimulate reduce(t l)oppler-spread
chant,lIs. This could be done conveniently tn the
\% FGC(-24 systenm by signaling withi frequencies ti difU-
ferent channel. s

(.|) (uonduct the -tprtament ocr a %horter auth iength. Time-
tiv I &tv ,nd IDoppl er ef fects -,n the Fort nmoutha to Palo \l to
path wer" mintmal. \ shorter path would give much mor-
'artation of tima-delaiv-spread conditions. This would
permit behte'r validation of error-rate models for higher

t tine-delav spreads.
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4
(5) Conduct the experiment over a path with different iono-

spheric history. A path where auroral effects or spread-F
conditions are more prevalent would give more Doppler
variations and hence a better verification of the error-
rate models under various Doppler-spread conditions.

Measurements at additional transmission frequencies and at different

times of day would also provide daa at other spread conditions.

Everything considered, it was felt that the experiment was very

sucessful. We are unaware of any reported channel error-rate experiment

conducted in this depth; simultaneous measurement of appropriate channel

parameters and real system error rate to verify assumptions associated

with a mathem~atical model for both the channel and the system.
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VI FREQUENCY- SELECTIVE WAVEFOiM ANALYSIS

A. INTRODUCTION

The word analyzer used in the error-rate experiment provided immedi-

atf cltection of received data bit errors With this capability, itwas

possible to record, by oscilloscope photu.graphy, received signal wave-

forms at various processing stages in the receiver systen, for the time

interval immediatel following a detected error. The basic technique

utilized a fast-response, dual-channel oscilloscope to display the wave-

forms and a Polaroid Land carmera to photograph them. By triggering one

or two such osc I I loscope-cameras with the error sigals, it was possible

to record in detail I as many as foiL:, received waveforms simultaneously in

the time interval immediately fol iowiig the occurrence of ,rn error. l)ur-

ing that interval, several errors usually occurred because of the burst

character of the errors. Some of these records and their interpretation

are presented in this chapter.

B. DESCRIPTION OF EXPERIMENT

Detrimental frequency-seleozive effects for an FSK system would be

evidenced by unequal and time-varying channel attenuations at the mark

and space signaling frequencies. To observe whether this condition oc-

curred, it was necessary to compare the amplitude of the mark and ;pace

frequencies as a function of t;.me. The AN.'FGC-29 transmitter sent F'SI,

tones separated tby 85 cps. Alteritate mark and space frequencies were

transmitted in 1O-msec intervals. Biecaus,,of certain di :er'sit-combining

techniqueis used in the Ni/ FGC-29 re( *iver, it was not convenient tu ob-

tart a true picture of channel frequency-selective fading effects in the

normal signal processing by this receiver. hen1ce a special m.-ark-..pace

fiIt rer *as rLnstructed, des.oined to provide separat ion of the t~u fre-

qulenic es. ThIs - fI ter was C'Lt'.ted to t~ie output o f the del a airpli I ft er

of th- *ANF-2(j) rec eiver.

A block tit lgram (if this mark- spate f t I ri t I i hoa it' iFt ia ti 4 D? '

re11 '4 ved 'igtlnal pa.s-,d liV tle Mark filtrr *as. ,'n|•, ', -r t rte I 1 # tit a

po,% I t iv I arr in I he r'iept %rd ,,Iignali pa..•srf '.% ithe- %pautr Ii I Irr a',

dteterted ith t i a niegat t te Iolart s 'thesr ta t, I put. tere iontbaitnii 1 a( r).,4
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SPACE

FILTER

0-41?Z-62

FIG. 64 BLOCK DIAGRAM OF MARK-SPACE FILTER

a grounded common load resistor. The voltage across this resist.or then

increased positively when a mark frequency was received, in proportion

to the strength of the received signal, and simi iairly increased nega-

tively when a space frequency was received. The 3- db bandwidl*h of each

filter was about 40 cps.

The output of the mark-space filter was connected to one input of a

dual-channel oscilloscope, as shown in Fig. 65. Error pulses generated

by the wo:d analyzer triggered the oscilloscope. The triggering mode

was set to "single-sweep" mode operation. In this mode, after the trig-

gering circuit was manually "ar-ned," the first external trigger pulse to

arrive triggered a single scope sweep. Additional trigger pulses had no

effect on the scope until the trigger circuit was again armed.

Tr.nsitnt w:iveforms were rec~orde-i during dete.'tvd errors lo the fol-

lowing procedure:

(1) Prepare the Polaroid camera on the osc o I Io-pst'l

(2) Open thit (anera shutter.

3) A\rm the" s,' pe triox-r 'I'rcurit

Ii) A iti f(or a dt tt terd error to occur.

1S) (A oxv shot ti rr and prot-css thhe pIhotoriraph

Al te rn at nug mark and space sXI naln - I ,irments t, f 1I0 m--fr c d trlta I,,I

were tran.wmm t td Ti r obs rvt, the dfi tst rti (n drt a0 % of rerh pIt ,1r, the"

Nropp %pred was adjuxted ito 20 or 50 14) m Iet. m ~ et( %IC1 #

i tn rktrct(-era sc t vn thr channel Were ol, erted With Ia % Iowe r swrep speed.
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The recordings were made dur" ng operation at. 7. 3 or 14. 3 Mc. Te

l4-Mc recordings were made between' .he hours of 1800 and 2300 GM1T and the

7.3-Mc recordings between 0000 and 0200 GMT. The exact, dlate and Lime of

each recording is indicated on the figures. The average Si/N when these

recordings were made was generally higher than 20) di).

C. WAVEFORMS WITH FREQUENCY-SELECTIVE FADING

Figure 66 shows an example c'f almo-t identical fading properties on

the mark and space frequencies. For a channel of this type, error prob-

abi lities are predicted by assuming a channn]l model in which the signal-

ing frequencies fade .imultaneously: produce fading that Is "flat" or

completely correlated at the two signialing frequencies.

0045:30 GMT 10 NOVEMBFR 1964

T IME -

D-4;72- 75

FIG. 66 FREQUENCY-FLAT FADING

Figure 67 shows two examples of noticeable frerpiency slectivity be-

tween the mark and space frequencies. The time positions (if actual de-

Lete td errors are shown Immnedi ately below thItis wave'foirm its it series of

do t. s -The occuitr ren ce o f e rro r !)trs t s witS (jilti t e ctorijnovi din ,inig fretpitincv-

seleet ive fading of this sort. Furthermore, its can ~i' -eent from these

examples. bit error-% teinded to occur 4alturnanelv. TIt-i implies, b-cause

)f' tlt -ilternating Nriquencr Lransmaitted, thiit the t-i ýi~ wr- (if onte tvi-e

rit-ither it mark !a aspio~ d to at space ii I a spic* tr an'.r.~~ it' a .1 k)

Fgiti 68 slowi two exampies of frequejr!! 1`1 it f-tatit on is4t l~g')

time Acalle. Figure h9 shown two c~r~'~'~f4I~~ e1et efading

#3n the %oame tiis a .- '& le a., thAt o f Flit #, n l icit- ifi t! Itt it-citr that the

xRmilt tatetir'l- ihantirl itainit tit the matk #u la r i~ hatt .l i % ' at-tvr ott tr tit.~1

ferent. Theorc' are at1 Ieast two tirrai~n-% (in t hese rc 1~ 4, olirre the gotit

of one fretquumnrv aso in a oull. wlhile at it ft-equrn, . onhi% 81. cp wev the
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2220:30 GMT 6 NOVEMBER 1964

2357 GMT 12 NJVEMBER 1964

G 64-72- 76

FIG. 67 FREQUENCY -SELECTIVE FADING
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2254 GMT 12 NOVEMBER 1964

DIVERSITY
RECEIVER

NORMAL

RECEIVER

2sec+'-

2244 GMT 12 NOVEMBER 1964

DIVERSITY

NORMAL

Am 
RECEIVER

0- 4172-77

FIG. 68 rREQWENCY-FLAT FADING ON SPACE-DIVERSITY ANTENNAS
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0228 GMT S NOVEMBER 1964

i DIVERSITY
S# RECEIVER

NORMAL
RECEIVER

-~secK

2114 GMT 6 NOVEMBER 1964

DIVERSITY
RECEIVER

NORMAL
RECEIVER

D-4172-78

FIG. 69 FREQUENCY-SELECTIVE FADING ON SPACE-DIVERSITY ANTENNAS

the channel gain was at a relative maximum. These frequentcy-seltective

effects can be attributed to the differential time delays asfociated-ith

muitipath propagation modes.

1) %,NVLFOHIMS ON SPACE ANT'IENNAS

1'he ,pp!,r wavefrt,, in Figs. b8 and •)Q wits oitMaisnted s imultant-otsu v

wi tit the lower %aveofr rm froi i sectad AN F61u 2() re(viiver and mark-space

fi I ter cotiuer ted to t It u srctud chaitIe 0 1 th,' dV , f ll I- 4 t n sMl0 'c1e. "thee

ain tolla for this reP-eelver, however. wai, spnted some l.000 fe-e awa,, from

Ole 1irst . ?int ei lia. a At thheste times, the waii-fo tmif s seem t ilndi t i *t that

the ine t It, v ft0 itl g n t ht r s twt anlt elltoa.1 w it S inE ,it rI' v I t t vl, ,if al t,,+ 110 4 p|

fuodl tig K ( cto rrtrd sAmnitU I t a tV1- 'i 0 1n It 1th 11nt V-11 11 . IiA Vn a V I , I t I S
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significant that the frequency-selective characteristi cs oil the two all-

tennas were similar.

The straight line at the beginning of the sweep in the waveforms ot

Fig. 69 occurred because the sweep was manually triggerd while the tones

were off at the transmitter. This occurred every 30 seconds in the trans-

mission schedule; it provides a convenient zero reference level in these

records.

E. LINE-LOOP CURRENT WAVEFORMS

In this experiment it was also possible to observe the waveforms of

the dc line-loop keying signal. This signal, available as the output of

the AN/FGC-29 combiner unit, is the limited v r,'ion of the discriminator

output normally delivered to the user. lfistortioti on this signal is often

measured and evaluated to determine the usefulness of the channel. This

signal is the input to the word analyzer in this exp.•riment. Figure 70

shows two examples of this keying waveform. An error detected bN theword

O- 4172-79

FIG. 70 LINE-LOOP CURRENT WAVEFORMS
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analyzer using this signal is indicated on the figure by a (lot immedi ately

below the waveform.

If a mark state i arbitrarily defined as th, upper level on this
waveform, then the initial portion of the top waveform shows what is known

as spacing-bias distortion. Spacing bias tends to cause iransmitted mark;s,

to be erroneously interpreted as spaces. Notice, however, that the dis-
tortion soon reverses to marking bias, and errors of the opposite type oc-
cur. Such behavior can be explained by frequency-seltuctive fading on the

mark and space channels.

F. SIMULTANEOUS WAVEFORMS DURING ERRORS

Through the use of two dual-channel oscilloscopes and Polaroid cam-
eras, triggered by the same er:-or pulse, it, was possible to rec'ord simul-

taneously four waveforms. Figures 71 through 76 sl,,,w examiples of these

0010:30 GMT 13 NOVEMBER 1964

DIVERSITY
RECEIV ,

NORMAL

RECEIVER

LINE
LOOP

ERRORS

D- 4172- 83

FIG. 71 SIMULTANEOUS WAVEFORMS DURING ERRORS
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0020 GMT 13 NOVEMBER 1964

NOIVRMALr
'RECEIVER

LINE
LOOP

D- 4172-05

FIG. 72 SIMULTANEOUS WAVEFORMS DURING ERRORS
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0029 GMT 13 NOVEMBER 1964

DIVERSITY
RECIEIVER

NORMAL
RECEIVER

LINE
LOOP

ERRORS

0-4172-82

FIG. 73 SIMULTANEOUS WAVEFORMS DURING ERRORS
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0037 GMT 13 NOVEMBER 1964

S ~DIVERSITY
• " "RECEIVER

NORMAL
RECEIVER

LINE
LOOP

ERRORS

D- 4172-081

FIG. 74 SIMULTANEOUS WAVEFORMS DURING ERRORS
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0038:30 GMT 13 NOVEMBER 1964

DIVERSITY
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RECEIVER

Hi I II !1111 1 1 1 1 11111 1 1 111 1 1f 1 1il l 1I1 1i 1 1 111II I ii11 1 II

LINE
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ERFORS

0-4172-84

FIG. 75 SIMULTANEOUS WAVEFORMS DURING FIRRORS
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0044:30GMT 13 NOVEMBER 1964

DIVERSITY
RECEIVER

NORMAL
RECEIVER

LINE
LOOP

ERRORS

D- 4172- 80

FIG. 76 SIMULTANEOUS WAVEFORMS DURING ERRORS
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records. The horizontal time scale for Fig+.~ 71 through 75 is 50 rnsec

per grid line. In Fig. 76 the scale is 100 nisrr per grid I ne. Thie

waveforms from top to bottom are as follows:

(1) Mark-space filter output froii space-diiersity recciver

(2) Mark-space filter output from n.,rmal receiver

(3) Line-loop ke, irig signal from normal receiver

(4) Dots indicating signaling elements detected in
error from normal receiver only.

The gains of the two mark-space waveforms '.ere equalized with a com-

mon signal into the antenna terminal. An attempt was made to center the

mark-space filter output displays vertically so that zero output has on

a hori; ntal grid line. The line-loop keying signal waveform is reversed

in polarity with respect to its corresponding niark-space signal showif

above it. Hence frequency-selective fading in the space frequency (upper

level) will be evident by the trace remaining below, the zero threshold.

At the same time, the line-loop keying waveform will be distorted with

marking bias.

Figure -4 is aa interesting example. At the start of the sweep, the

channel was -vident!-! in a selective fade on the mark channel but not in

the space channel. As a result, therewas heavy spacing bi is as indicated

on the loop keying waveform. and errors were made on every reception

of a mark signaling elemeit. Thee, there followed a period where the

fading was apparently more or less equal on the mark and space channels

and the keying waveform is not noticeably distorted. |lowe.er. 'rr'rt, *ere

detected for right signaling elements in a rov'. The channel then went in,

to a condition of selective fading ow t the ipace Ch.1n4 iti, wP I ert ,s were

made only in the detection of apace stg1nalifix elements. 1)1 p1ss1ble ex.

pi iantion of this phenormen is to hv!,othem i e the simu ,t 4flf i. e

of the three propagation modt's, two of whic&h were rothtr stroit and Ptla I

ini strength but with small differertiai titir.sr Iav. The t itrd ntd, wou ld

have had to be weaker wit.!i a relatively lonic delay. lhirtin th. tIe m that

the two strowoger modes arrived iý uth• -Iftenna in phase r p|i-t.o, thP

weaker mode dominated. However, breausr iichr.nitaio , as ,iiU deter-

r.mined by the arr ivll time of the tw-' stronier pathN. ý&'mplin : of the Mil-

".aling elements with ret .ptiinn from the Ooigier P.ath •a•s wuftti•trtt di".

• placed to r'ause errors toi every elemr-nt.
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G. WAVEFORMS WITH DIVERSITY OPERATION

An attempt was made to observe waveforms after a detected error dur-

ing operation with spaced diversity. However, diversity operation errors

were so rare that the waiting time to obtain records following the detec-

tion of an error, was prohibitive. Observation of the diversity wave-

forms shown in the previous figures indicates, however that when errors

were detected on the normal receiver very few errors would have been

made had the system been operating with diversity. At the time these wave-

form records were made, antenna correlation measurements were all under 0.6.

H. CONCLUSIONS

High-time-resolution waveform recordings for a time interval immedi-

ately following the detection of an error were made on an FSK communica-

tions system over an HF path. These have shown the significan,-e of

frequency-selective effects on the performance of a no-diversity system.

The observations of these records can be summarized as follows:

(1) Even with the rather narrow frequency sepi ration of
85 cps used in the AN/FGC-29 system, the assumption
that the two signaling frequencies always fade to-
gether is not valid.

(2) Man.: of the errors observed occurred in bursts and
were all of one type: either a mark transposed to

a space or a space transposed to a mark. In many
cases, the errors at the beginning of the burst were
of one Lype, and a transition to errors of the op-
posite type occurred during the burst. No cases were

observed where the type of errors during a burst was
random. Thus the errors during a burst cannot be ex-
plained simply by a low S/N.

(3) Bias distortion of the line-loop keying waveform is
correlated with observed frequency-selective effects
on the -hannel.

The number of records made was insufficient for the formation of con-

fident statistics as to the length of error bursts or the type of error.

Several cases were recorded where only an isolated error occurred. lk,•-

ever, bursts of five to fifteen errors were also quite common.
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VII SPATIAL CORRELATION MEASUREMENTS

A. INTRODUCTION

I. DIVERSITY SYSTEMS

Radio communications systems have long utilized diversity techniques

to combat the effects of signal fading and thereby improve performance.

In strategic HF military links, the use of dual spaced-antenna diversity

is almost standard. The ke-y to the success of a diversity t e( hnique is

the availability of uncorrelated signals at the detector of the receiver.

A comparison of dual- and no-diversity systems with respect to error rates

as a function of S/N shows th-L dual diversity considerabl', improves per-

formance. Futhermore, the margin of improvement increases %ith itocreasing

S/N up tc the point where dispersi',e effects predominate. Previous work

by Staras, Packard, 22 dild Pierce --,id Stein 23 has attempted to assess the

effect on s'stem performance of partially correlated diversity signals.

The results have indit.ated that for signal correlations up tu 0.6 there is

negligible dete-ioration in performance over the zero-correlation case.

Little analysis ha'. been made fcr time- and frequency-selective fading of

the channel %ith correlated inputs.

2. COHRELATION COEFFICIENT

Assume that before detection each received signal of a dual-diversity

communications system can be represented by sample functions from two com-

plex random processes, %(t) and y(t). A convenient measilre of the eftec-

tiveness of diversity combining is the normalized covar-ance or' correla-

tion coefficient, p, Y, of these fuitctions at zero time shift,

E[(x -x)(y - 7V))

where x and y are the respective means, and (,2 and o2 are the respective
I Y

variances of x(t) and y(t). The value of /, is generally constrained to

the range from -1 to +1. A p of +1 or -1 itnuicates that with prob-

ability one, a deterministic linear relationship exists between x(t) and
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y(t), while a p. of zero indicates they arc un1 rorr,,l atLel aid, i f x( r, I on1

y(t) are jointly Gaussian, independent.

It is intereiLing ihat the correlation Coefi'iciecnt Ie Iween (h,. sq uiared

"envelopus of Gaussian processes, x(t) and y( t), is simply the .squ:i ,f 0 y

This would indicate that the aquared envelope correlIation roe f i icot .limild

always be greater than zero. It is also true that, the envelope ,orrvat. i o,,

coefficient for the jointly Gaussian process is greater tihan zero. Dl-

partures from this would indicete that the sample futctions are not dr-i, %,vd

from Gaussian random processes.

3. PURJFOSE OF THE MEASUREMENT

The original objective of the measurement of correlation coefficient

was to provide information that would permit comparison of . theoretical

error-rate model for dual diversity with experimental error-rate data.

Unfortunately, it was not possible to collect enough dual-:diversity error-

rate data for definite conclusions. Measurements of correlation coeffi-

cient were made, however, and at selected times the data receiver was

operated in dual diversity. From the data tak-tn, certain interesting facts

emerged: (1) when the dual-diversity system made errors, the envelope

correlation coefficient was high; (2) a relptionship existed between long-

term Lrends in envelope correlation coefficient and time-delay spread; and

(3) previously held rules for space-diversity aatenna spacing may not be

correct. In this chapter, physirca[ models for space-selective phenomena

are given; the measurement techniques are described; and the results of

the measurement are d:scuzs,.d.

B. PHYSICAL, N TUP.E OF SACE-S;LECYIVE FADING

At HF, a common technique for obtaining incorrelated received signals

is to use signals received on antennas physically spaced by several wave-

lengths. Recent work by Ai.e3, however, has shown that this simple rule

may not be Ldcqu.-tc. 24 fie ha.. expvrimeniaily demonstrated the presence of

quasi-periodic interferen(e patterns along the ground, which arise from

differences in arrival angle between iunospheric modes. On this basis,

correlation of signals received on 6paccJ anceiina will be highest when

the center line between the two avtennis is perpendicular to the inter-

fereace patterns and lowest when it is parrillel t the interiercnce

patterns.

130



ANTENNAS ORIENTED
FOR HIGH CORRELATION ANTENNAS ORIENTED

FOR LOW CORRELATION

TWO RAYS

TO -1
SOURCE

X

D-4172- 104

FIG. 77 TYPICAL MODE INTERFERENCE PATTERNS

1. MODE INTERFERENCE PATTERNS

Shown in Fig. 77 are two modes differing in elevation angie but

identical in azimuth. This could represent, for example, high- and low-

ray F-propagating modes, each with a different time delay, Doppler fre-

quency, and incoming angle of arrival. If the transmitted signal is

represented as

i 2"f0 t
y(t) We{e } (2)

the received signal, Z(x,y,z,t) _ Z(r, t), is thus

Z(r, t) = Re({Aie [ Xe

+ A2 ei[2 A2(*2+2}e 1027f 0) (3)

where

= ith-mode Doppler frequency

i= th mode time delay

k. mode vector wave number, = k,,7 L yi k ,

XL + yj + z' = general position vector

A = complex amplitude of ith mode.
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For illustration, suppose

t2 ITA T2TT r +8
Ale A~e 2 = A (4)

Then Eq. (3) becomes

He Ae I[2eXl[O) l-e

(5)

Z(r,t) will be zero when

8 -27(X X7 = (2n -1',r n 0, +1,+2
;; • + 27()2- • )t + ( 2 1 ' """

(6)

and will be a maximum when

8 + 27T( .2 - X1 )t + (k 2 .) _= 2n7T n = O,+1, 2,

(7)

The effect of time delay is merely .to put a fixed phase shift in the
system of traveling waves. If the two modes have unequal amplitudcs,
Eq. (7) still describes the occurrence cf maxima, but Eq. (6) describes

the occurrence of minima rather than zeros.

At a given point in space [( 2 - r ) " r = a constanti, a zero occurs
every 1/(k.2 -\l) seconds. If one stood at a given point and measured field
intensity on a narrow-band receiver, the time betweeni minima (or maxima)
would depend only on the Doppler-frequency difference between the two modes.

Suppose that instead of standing at a given point we position many
antennas along a straight line. For simplicity (with reference to Fig. 77),
we make Lhis line have the same azimuth as our two rays. From Eq. (7) we
see that the locus of maxima is satisfied by the equation of the plane

(2- •1 = 2nrur - 27;(X• - N1)t , (8)

2 1' W 1 2 1 t(8

or, by expanding,

(k,2 - k 2 )x + (ky 2  - kl)Y + (kz2 - k l) z 2rt7T - 27T(X 2  -. XI)t

(9)
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By the choice of the coordinate system, the two waves have no contribution

in the x direction, k,2, kX1 = 0, and furthermore we are observing on the

plane z = 0. Under these conditions, only the middle term on the left-hand

side of Eq. (S) survives, and by solving for y

27r[n -(2 -Xt) t0
y n = 01+1P+2, (10)

-kkky2 - Y1

The distance between successive maxima (or minima) will be 277/(k 2 kyd).

This is the period of the interference pattern shown in Fig. 77. This

pattern moves with time at a velocity of 2i(Xý2 + X )/(ky 2 - kY1) along the

y axis.

Certain physical constraints are imposed by virtue of the fact that

a scalar wave funtion

Z(r, t) = Re e t(211) 0 +W 7

must satisfy the wave equa:ion

3 2z
V2Z = )6 a- , (12)

which leads to the relationship

(27T) 2 p E(K + f 0 ) 2  = JW1I - k 2  + k 2  + k 2  (13)
x y z

As might be expected, the wave numLers in the three principal directions

are constrained by the physics of the medium.

2. NUMERICAL EXAMPLES

For our first example, let us assume that our two waves are a 2F

high and low ray on the 4100-km Fort Monmouth to Palo Alto path. On the

basis of virtual-height geometry, we can assume 01 and 0 2 to be 11 and

15 degrees, respectively. If we assume a frequency of 14 Mc and that X,

and X<< f. we g , sti.ce k 0,
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Sk + k' 2 ' (277 2 1 2 - 2

"+ 2 '• ( 2(3 x 108) (14 x 106) , (14)

and

k z2 k 21 15- Tan- 1 150 " Tan- 11 . (15)
k y2 k 1

Solving, we get

k 1  = 0.267 (meter)- 1

k 0.262 (meter)-' (16)

The distance between maxima is then

27T 2T,
-y= - 1256 meters (17)S- k 0.00o5

yl y 2

for a frequency of 14 Me. (At 7 Mc, ky 1 and ky2 become much closer, and

the distance between maxima is greatly increased.)

Suppose now that our two incoming rays are 2F and 3F low rays having

arrival angles of 11' and 20', respectively. Under these conditions, at

14 Mc,

k = 0.267

k = 0.236 (18)y 2

and

277
S2 0 2 m e t e r sk -k

yI 2

The distance between minima (or period of the interference patterni)
for 2F and 3F is only about one-sixth that of the period of the pattern

produced by high and low 2F. This drastic change shows the difficulty

of using a single antenna spacing for different propagation conditions.

In practice, spacings on the order of ten wavelengths, chosen to satisfy
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constraints of land use, should probably be adequate, provided that the

line between antennas is approximately in the azjinuthal direction of the

incoming waves (not necessarily the great-circle btaring).

3. INTFRFERENCE PATTERNS AS RANDOM PROCESSES

The preceding two sections treat a somewhat special case of only two

modes at constant amplitude. Generally, it is necessary to consider many

modes having amplitudes that are random processes. In order to do this,

an approach similar to that used by Daly in describing time- and frequency-

selective fadi,', will be employed. 6

Assume that the transmitted signal is continuous of frequency f0.

The channel is assumed to be varying in time and giving rise in space to

a number of discrete plane waves having different Doppler shifts and

directions. Since we are dealing with a band of frequencies only a few

cycles at most removed from f0, we neglect frequency-selective effects.

Under these conditions, the output of the channel, analogous to Eq. (3)

in the last section, is for n plane waves

Z(r,t) = Re({ a.e l e (19)

The complex envelope of Z(r, t) denoted H(r, t)

H(r,t) = a.e 2 i (20)

It is assumed that the ai are zero-mean complex Gaussian random variables

having independent real and imaginary parts. This last constraint imposes

uniformity upon the phase of the a,. Furthermore we assume that

E[aa ] = 0, i j

- 0 i j (21)

(T2 is then the average power associated with each plane wave, and it. is
t

assumed that any two plane waves are uncorrelated. Under these condi-

tions, H(rt) will be a hiomogeneous Gaussian random field.

The correlation coefficient described in Sec. A.2 has an interesting

physical interpretation: the correlation of two complex envelopes at
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different points in space and at some additional time delay. We ilefiif,

the function Rl(ArAt) as the space-time correlation func ion

RH(Ar,At) E E[Hl(7, t)I/*('r + A r, t + At)]

t [ 2- 7rt+h •
i= cr2.e' [27Xjt (22)

The correlation coeffizient is simply the normalized spatce-time covarianlAe

function evaluated at zero time shift, and 6,2 is the spacing between an-

tennas located at xl, yl. z, and x 2 , Y2 , z 2,

_-2 ik *Ar 12RH-O 2 ' .cr. e
R,(OAr'12) i=1p = = (23)

i--1

The Fourier transform of R (At,Ar) is the scattering function
H

S(,k.,kk k = JJR (At,Ar)e-C [21Xzt+; _ z 24

where

A7 k.Ax + k AYv + kAz (25)

For RH(At ,Ar) of the form of Eq. (22), Eq. (24) becomes

S(k,k ,k k )= 28r(X - X )•(k - k )6(k - k )Y(k - k

(20)

Equation (26) shows tlht the scattering function cons ists oI a numbe r of

delta functions.

Let us define a new function, the wave-number dispersion fu'nct i-

C(k , ,k k k') We integrate over-all [)oppler shift X to obtain a stdt

tering function in w;ive number only
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W(k ,,k) = kS(X.,k ,k, k,)d? .

-cr 6(k - k )8(k - k 63(k , k ) (27)

Tie wave-number dispersion function is the Fourier transform of R (O,Ar).

It. indicates how the channel disperses a single plane wave into many plane

waves of varying magnitude and direction. Inany principal direction, a

slowly converging wave-number dispersion function implies a rapidly con-

verging spacial autocorrelation function RH(O,Ar). This implies that an-

tennas spaced only a short distance apart will have independent complex

envelopes and hence that one need not increase antenna spacing to have

effective space-diversity correlation. Conversely, a narrow wave-number

dispersion function in one principal direction implies a wide spacial

autocorrelation function in that directiot and that space diversity is

rather ineffective.

The results of this section are applicable only where there is no

polarization-selective fading or if only circularly polarizedl antennas

are used. The more general case, where time-varying polarization causes

changes in amplitude on an elliptically polarized antenna is not treated

lie r e.

C. MEASUBEMENTS

In this section, the measurements made to determine normalized co-

variance between spaced antennas are outlined. No effort is made to

determine the wave-number dispe'sion function. Since only two antennas

were available, the only measurement made was the recording of correlation

betwecn these two antennas during periods of error- rate measurement.

For convenience, it was decided to mieasure the correlation between

the envelopes of the transmitted carrier signal as received an two receivet'S

each connected to its respective anteziia. The two receivers were Technical

\lat.erial (Corporation Model Gl.l-1O, having about lO0-cps IF bandwidth. TPie

envelopes were' obtained by monitoring the AUC volt age o i" ach I'e,, veinr

The amplitude re|spotise of the AGC I is is i - Io gar it hmi v and sis pp rox I mate Iy

ti e sitme as th e respo se of tho comb iatIon of I -II.3O I'M1!II -d lA'- 117

des vinribvd i i (Chapt vi- I II. F1 gore 78 shows a block d i itgram i t t he

"IneV a• irI(M(Ien t,
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1. CORRELATION COMPUTER-P-I!NCIPLES OF OPIHATION

The correlation computer (see Fig. 79) provide., an Output. thalt is an

approximation to the correlation defined in Eq. (1). Th" approximation

consists of correlation of a clipped version of eaclh input after removal

of their respective means.

The input signals are amplified and each is fed into a 100-second

integratir. The output of each of the iptegrator. is approximately of

the form

l( K( t)dt (28)
T

1 0

where K ik a circuit constant. The integrator output i; then art estimate

of the mean based on the previous 100 seconds of input.

The output of eacl, integrator is subtracted from the input and clipped

at a very low level by a two-sided clippe . The clipper gives a positive

6 voits if the signal is greater than its ., and d neg;af v, f Volts if

the signal is less than its mean.

The output from the two clippers is combined in an "exclusive-o:"

circuit. This circuit gives a positive output vhen both inputs are of the

same sign and a negative output when the inputs are of different sign.

Thus if input signals tend to deviate from their mean in opposite senses

G < 0), the. circuit will give a negative voltage. When t'Ie signals de-

viate from their means in the same sense (p 9'), the output lIll be post.-

tive. If tL11 signals are uncorrelated (j ) P. the output will br

positi.ve half the tlime and negative the ot'.•r half. The output is integrated

with a time volistait of 100 sec'on(ls and recorJ, d, An rximpil, of this rerord

itl, Show Inli Iig. 80. This Integrated ontput is ap~plaoxlm:jtrl proport iltial

to thr- t-ori-.lat iolln oie'ffirceput betwe,• the t,,o Input sig:tI.'.

A f, t .AtA u Y o# TI it F .I. 1P14 .l (U-,11ftr 1 T I ONA P P O 1-4 A tI I%

•s sumor t-iie Input iitnl tha'.' rr or-r itt(1r all, , -warr tu411'-n. Ii-

lrr utai mnly in a ronl.tatlt ph--a e •a.! e•. t. Th#i" sur r tarlr t ion ot thrir

two .•ignal.• a. *i (u it n .( n t o the ph -v k.ngir dti f rreni ial-,' .il l t the

-autororrelation) I,- -astiv foun .:tSimlir •, the anrtrr!tkon of the'

I isp~ed v,'r,• , n1i tha • sait~rolnrvIt llnh ''n deterraine1d. 39 a• pl-t rd

'3,
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14 NOVEMBER 1964

5-MINUTE AERAGE

0205 GMT 0210 GMT
0 i20

FIG. 80 EXAMPLE OF CORRELATION COMPUTER OUTPUT

in Fig. 81 along with the true autocorrelatirnn. The greatest di f ferenee
occurs at. 7Z, 4, where the true corn-el aticri Is k . wh' ~Ivil the ci ipued

approximation is O.5.

For a Gaussian random process, Van Vleck27 has shown that I f xrUt is

the original process and x1 Wr its clipped %ersion, the;. tht: nrn'rali1ztud

autocorrelation function of the original proce:ss. k'in term~s of the

clipped v-ersion. iis

Thus for a Gaussian randomi process, a deterministic rel-ationishi~ exists

between the two autocorrelation functions.

APPROXIMATION I - 2e_

-EXACT=r COS 09

FIG. 81 CORRELATION COMPUTER APPROXIMATION TO TRUE CORRELATION
FOR A SINUSOID
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1). COMPARISON OF SPACE- DIV~ERSITY CORFl~LATIO M I' i- II1A)

It. is interesting to compare the hourly trends 1)et w etaI spatce-diersi tv

correlation and time spread. In Sec. 11.3 it was shown that a-large spread

in wave number would cause antennas spaced only a short d".stais-ce apart te

have uncorrelated envelopes, If it is further assumed that a situation in

which modes are separated in wave number will also be one lin which large

separations exist in time delay, then a large time spread should indicate

low correlation and vice versa.

The apparent validity of this assumption is illustriýLed lin Fig. 82

for 7 Mc and to a lesser extent in Fig. 83 for 14 Mc. These curves con-

sist of averages over each !;-minute period for space-diversity correlation

9 October to 14 November 1964 ard fur time spread from t t~o 14 November 1964.

They show the hourly trends of each parameter and thus tend to average out

daily fluctuations from these trends.

The 74-Mc average time spread and space correlation shown in Fig. 82

appear to be almiost negatives of each other. This is not quiite as apparent

for the 14-Mc data. A possible reason for this di [ ference between the two

frequencies is the consistent p!esece of a greater numiber of -modese h

lower frequencv- At 14 Nic much of the uncorrelated fading mayv have been due

to differences in polarization between the two antennas aný -orrespond'nglv

less to spread, in wave number. It should be noted that from 2200 to 2300

the 14-Mc timeý-delay -spread dropped to about 10Ckusec, which uould cor-

respond to a single plane wave. The space-diversity correlation did not

rise as fast during thi:s period. nor did it attain a corrt-.at on of +1

which would be ir~dicat~ed for a single mnode. Investigators such as Balser

and Swith%_ and Hledlund and Edwardsr7 have noted the presence of polari-

zation- fading on a siigle mode. Furthermore, with such a narrow wave-

number dispersion-f'nctio-n as would be present with a single mode, the

presence of receiver noise or variation in antenna patterns l~oild also

tend to lower t~he correlation.

Figures 84 aad 85 show the diay-to-day variance of space-diversitV
eorrelat.'on and time spread for both 7 and 14 Mc. Tevrac fec

A: w~s computed ior the samec data as the averages cited previously. A high

variance indicates a large day-to-day variation for the parti cular'

parameter at the particular time, while a small variance indicates rel-

-at, v ely high day-to-day stability. For the 7-Me data, it. isclear that

thle -ch ange 'in va r ian ce of ti1me sp read w ith t ime o f day is oppositeC to
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iI

that of' space-diversity correlation and that the change in valianc'. of

both time spi'eaid and space-diversity correlation with tim( of day is

' ,vghly the same ;s tile change with t ime of day of' their respecLi ve

i ,,rages.
I

It may be deduced that a stable situation as far as time spread is

concerned (i.e., very few modes) is relatively unstable as far as space-

diversity correlation is concerned. If few modes are present (stable

variance), a change in elevation or azimuth of any one will have more

drastic effects on the wave-number dispersion function (and hence on the

space-diversity correlation) than if many modes were present.

The tendency of the avelages to follow the variances indicates that

dav-to-day variations in a parameter are proportional to the magnitude

of the parameter at that time. This, in. turn, indicates a somewhat con-

sistent measurement. Again, both these trends are somewhat less apparent

at 14 .ic than at 7 Mc. The explanation is probably the same as that for

the averages discussed earlier.

Figure 86 shows the histograms of 7- and 14-Mc space-diversity cor-

relation. For each frequency, the number of occurrences is given without

regard for time of day. The 7 Mc data are, on tihe.average, more uncorre-

lated than those taken at 14 Mc, although the 1000-foot spacing between

each set of antennas represented about 7-1/2 wavelengths ac 7 Mc and

15 wavelengths at 14 Me. This is certainly contradictory to much engi-

neering practice, which assumes that the greaLer the spacing in wavelengths,

the lower is the correlation between antennas. Again, the explanation

probably lies in the fact that more modes were present in the 7-Me data

than in the 14-Mc.

In Sec. A.2, it was pointed out that the correlation coefficient

between the envelopes of two jointly Gaussian random processes should

never be negative. The appearance on the histograms of negative correla-

tions may indicate that 5-minute samples were not long enough to average

out the low-frequency variations of the processes. It is felt that if the

sampling period had been increased to 10 minutes the average correlation

would have been negative.
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E. OCCURRENCE OF ERRORS WITH DUAL DIVERSITY

Figure 87 shows the binary error probability for all the data taken

with the use of a dual-diversity system. These data were taken from 9 to

12 Novemb-ir on both 7 and 14 Mc. It is clear that almost, all of the points

fall betwecn the values that would be expected if no correlation existed

(FSK 2) and those that would be obtained if complete correlation existed

.(FSK 1).

On 12 November errors were made during five non-contiguous 30-second

intervals. Shown in Fig. 88 are raw data (without 300-second visual in-

tegration) 5 minutes before and after the 30-second interval in question.

In each case, the correlation stayed above 0.6 for several minutes after

the errors were made. Because of the 100-second time constant, the con-

dition of the channel (for space correlation) for a given time was best

obtained by observing the space-correlation data for at least 100 seconds

after the given time. These results indicate that errors were made when

the correlation coefficient was high. It should not be assumed that the

converse is true: high correlation coefficient does not cause errors.

The most probable explanation is that time- or frequency-selective fading

is more likely to cause errors when correlation coefficient is high than

when it is low.
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Vill COK'ILUSIONS

A mathematical-siwdel f'~r an FSK date Ir.ransm-is-ion syz-prat ing

through an HF channel va.0-developed lUi. SRI to, predirt; bi nary evror- ra-t.e.

KThe channel portion of this model considers S/N.. as well as tI ;,-delay

and Doppler-freqder-y effects int-roduked b:t hQ (hs P i. Tite syvstein

portion of the model incorporates various rc-ali.tic FSK z~stew-features --

including a finite transition time. between the no'iulation.,stratel; 7

An experiment was condticted to simtultan,ýozrsb- Se~r th inary er ro r

rate of an ANI/FGC-29-type FSK system a n&,-tlte S.,N'- xo 'e spread apil:7

Doppler-frequency spread of the lchannel. The resul-ts-of hse'xptrirnent
ar smarzd nFigs. 46 through:655.- The .ny~vt-c -bottomiing o u t.--3f

th ro-ae, curves -at -high S,/Ns for -various channelC cndit!iOns is

clearly demonstrated. 7

For norma-lized- tim-dzelay and Doppler spreads l.-.1kthan 0.05, the

asymptotic- error rates for the theoTet ICalI mo.del IýS mufh l-or seste

to system transition t;i me than, to changes in xthe t ime:iie Ia y.,r-Doppler-

frequency spreading1 of the c hantie&I Th e moJel shows that_ a 'ductiob- of

system transtn tmfrom 2. 00,to 50-, Psec would reduce'the asymptotic

error rate from I x 10-3 to -ap. roximately I~ x .l~fr e ivelIy low -

spread conditions oni t~he channel. "Th is design feature shrould receive

-~careful consideration in f utur e FSK tystems.

Athough the ranges of t-ime-;delay and Doppler spread observed in the

experiment were small, the performance-of the experimental system showeti-

a well-defined sensitivity to time- -aiid frequency-selective effects;

Although this sensitivity was greater than that predicted by the model,

it was reasonable in view of the di-fferences between th4e detection pro-

cedure of the modeled system and that of th-e experimental system.

Insufficient datek were collecteoi with dual-diversity operation to

permit. a confident comparison with thz- theoretical model. However, mndi-
-'ations were that the existence of correlated space-diversity channels

would produce higher measured error rates than predicted for the iaide-

4pendent dual-diversity model. Measurcments, of antenna correlation have

h)own appreciable time intervals when correlation coefficients exceeded 0,6.
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The al ternat ive transmisssi...n sequence uscd lit th p'ialt d

chei;en to maximize thr freq,.encv- sti eCtire -1ffee'tS. 'lLb a more randomrr

r , astqtssi~ob sequjence~ z-ereser'tative of norinal traffic, it could1 be ex-

7pctel tha8t. k irreducible error rate would be lover 0d-at, measured here.

The 100-baud transmission rate used in this experimient was slightly higher

tbaii týe -75-batid rate used operationally Alth this system; thle Irreducible

error rate would be slightly lower when used at the lower rdte.

For shoter HF propagation path than tile 400t-kmciciusdn

tixi s-experiment, larger time-delay spreads and iience a higher irreducible

error rate-could be expecte~d2 Similarly, on paths through auroralI activity

or other highly turbulent ionospheric conditions, a higher irreducible

error r~ate would be likeiy. A longer path would probably display smaller

ve ria t.ions In time-delay and Doppler spread.

In gi-neral, the results of the experiment ;:ndicdte the im~portance of

the dispersive channel effects in limiting the performance ol a commu~niva-

tians system. For the range of spread conditions observed c n the channel,

tjhe model yields a good fi to-eaeage Performance oi tile exuerimental

systemi oytr all dispersive states observed. However, to obtain it mc-i--e ac~

curate error-rate estimation for lower and higher channel -spread corndi-

tiionsi may be necessary to include in the model noninstantaneeous ener-

quenching and other filtering characterifstics of the particular experimental

System.

The adequacy of this, or any, error-rate model deponds on isitne

-application. If this theoretical FSK model is to be used to compare the

* performance of the AN/FGC-29 system with the perfor-ManIC predirted by tbc&

theoretical model of another system under a wide range of chainnel condi-

tions, it may be necessary to model the FSK system more closely. The re-

sults of the experiment give positive indications that the present FSK

model can be modified to yield an adcquat~e model of the AN/FGC- 29 system

for arbitrary dispersive states of the channel. Consideration should be

given, however, to the variation of critical system parameters ano~ig

AN/FGC-29 systems.

If, however, the model is to be used to estimate outage time of a-

circuit-based on some modest user-defined mrnivlmln preformance threshoin--

then the model is very likely to be adequate, especially if the variations

in propagation conditions are extreme. Hedundant.-iangua-e traffic tVpi-

cally requires binary error rates of 10-3 for intelligibjiliy. Probably
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the high-accuracy" requirement for datd traliaIss oin Aill °- ah, iI-V0-.1 io,

current HF systems by the use of coding. Se-Ih syste-rds itl! .tall st p.ratL-

* with channel binary error rates in the 10-3 range. is, a case whliere one"

is interested only in predicting whether the binary error rate Is aboy-

or below that required for mini7-um performance, the range of int.,.rest In

predicted error rates will be limited to moderate values, and the present

system model will suffice.
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APPENDI X A

ESTIMATION OF RMS VOLTAGE LEVELS
WITH AN ENVELOPE DETECTOR

Let x(t) be a narrowband random process with zero mean. Considem r

in Fig. A-1.

- HALF-WAVE LOW - PASS

yt LINEAR yt FILTER zit

RECTIFIER h(t)

D- 4172 - 68

FIG. A-i ENVELOPE DETECTOR-FILTER COMBINATION

The input may be written in the form

x(t) = V(t) cos [2",fot + 0(t)]

where the envelope, V(t) > 0 for all t. A measure of the power in the

input signal, x(t), is the variance, o 2(t).

The output of the half-wave linear rectifier, y(t), is

y(t) V(t) cos [2nrf 0 t + ¢(t)] when cos [27Tf 0 t + P(t) > 0

-0 otherwise

By a Fourier series expansion, y(t) may be written as

Y(t) = V~)(o+ b1 cos [2rtfot +<P(0) + b2cob {2L27rft +4f(t)} +

Since z(t) is a low-pass filtered version of y(t) with a cutoff frequency

much smaller than f0, then
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jz(t) - [boV(t)]h( )

b" J V(Tr)h( t - r

Without any loss in generality, both b. and JD h t w I be hos':n

equal to one, since these are k,'bitrary gain constants. IllhI- valIII, of

-(t) will be chosen as an estimate of cý (t), the rms value of th. input

signal process. The expected value of the estimate is

z(t) = j V(r)h(t - Tr)d-r (A-i)

If the mean of 110) does not vary appreciably during the menory of tile

low-pass filter, then Eq. (A-1) reduces to

z(t) - V(t)

For a simple RG filter, a realistic value of the filter memory is

on the order of two or three time constants.

It will be shown that for some processes the square root of the

input power and the expected value of the input signal envelope are ap-

proximately proportional,

-110 ) K K X(t) (A-2)

where c,(t) is the rms value of the input signal process at time t and K

is a constant dependent upon the process. The functional dependence upon

t is retained to include nonstationary processes. When power ratios are

formed, as in S/N calculations, the constants will cancel if the noise

and signal plus noise processes have the same constant. 11' the ,onst ants

for the two processes are not identical, then an additional bias is

introduced into the result.

To illustrate possible values of K, the expected %alue of the random

variable V may be obtained for various assumed distri-butions. If V has

a Rayleigh distribution, then

V = V-/2o , i.e., K vTr!2
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If the input signal is a sinusoid of fixed amplitude A, the output,
z(t), will be a constant value equal to A. The output is thus equal to
V2 times the rms value of the input signal.

If V has a Rice distribution, and .(t), the rms value of x(t), is

[(A2/2) + o21]%; then• 2

2 1 2 ; 2a

where F is a hypergeometric function. If

A2
> 10

2o-2

then, by using the first two terms in the expansion of the hypergeometric

function, the following result may be obtained.

V A + 1-IF

,4V2 +o-212-

+ 0-

v2O-z

In this case we do not have a linear relationship between V and o,, the

rms value of x(t). However, under the conditions of the approximation,

the relationship is roughly true with the constant of proportionality

equal to V"2.

It is interesting to note that a parameter designated Vd and defined

as

Vd 20 log [ ()

1- 0 log
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his been extensively investigated experimentelly for 11F atmospheric noise

by the National Bureau of Standards.2 The paramneter is related to K as

given in Eq. (A-2) by

The NBS work indicates that the value of Vd lies between 2 and 4 for the

frequency range 7 to 15 Mc with the vari.ation occurring between winter

daytime and summer nighttime. These vajuescorresp~ond~to values of K

equal to 1.12- and 0.89, respectiiely. ThV values are strictly valid only

for a particular year and the site near Boulder, Colorado; however, they

give some indication of the values of K that might be expected for atmo-

spheric noise.

As a resuIt of higher values of K for signal measurement than for

noise measurement. calculated.S/N assuming equal values of K may be as

much as 4 db high. This is the worst-case estimate; however, the calcu-

lation may be 2 and possibly 3 db high.
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APPENDIX B

SESTIM ATION OF POWER AND POWER RATIOS

It has been shown in Appendix A that if the time variations of the

input envelope are slow compared to the filter mewory, then the expected

output of a linear detector-filter combination, 7(t), is the expected

value of the envelope, V(t), of the input signal. Further, it has been

shown that the square of the expected value of the envelope is approxi-

mately proportional to the power in the input signal.

Suppose we wish to obtain an estimate of the average power in the

signal over a time interval V. Assume that a series of rn itdependent

sample values, z(tl), z(t 2 ),.... z(t), are available. The actual power

(the time average of the ensemble uerage power),-.P T" is given by

<P:'T T f Y'( t)dtl- f
and by approximating the integration by a summation becomes

.4 2- i: ( n[O.T '
-V-

pf- I

where _(t) is the ensemble variance of the signaitl proc vs is vt t im., t.

For a stationary process

7.T

It has been shtnhw that for the rtsess -fgnxert,4t

16S
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D)efine an error term

= z(t)K p7,

which has zero mean for the statiunary case. Assuming tlhat tHie errors

are independently, jointly normally distributed, the *jint proba,1ility

density function is

21 .. n Kipl-•:P l' '"" ;K=exp -- K ~ )
2-r2) n /2 2c 2 i =1Z

(B-I)

where z(t) is defined -s, z t Given (z) ,, e best e i at C F

K %/P> is known to he the maximum-likelihood estimate. • This estimate,

(K r) ,

is determined--by maximizing the likelihood function

P(K zP ]T

for each (zl,Z 2 ,. ... ,Z ). For the function of Eq. (B-1), this is most

easily achieved by maximizing the natural logarithm of the function. The

resulting maximum-likelihood estimate becomes

Z
(1;~ ~ =• I Y

and the best estimate of the power becomes

A I1 1 2•

<P>" T -= ( =

It is often necessary to estimate S/Ns from the power estiiite of

S + N and noise. Define a measure of the power as KI where
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Fi~1 2+ w,=

For S + N anc for noise only present, respectively, w,- ha ve

w 2 ~2KS+ NO' S÷ N

Since the signal and noise are independent and zero mean processes,

the total power is equal to the sum of the individual powers,

Thie true S/N is given by

2N7 a,•

S 2S 0"S +N

CT 2

K4 Ws.N

Since we have insuificient information to specify the ratio (KA: K .

with any, degree of confidence, we choose as our SN estimate

A(S) = , -÷,,
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The expected value of the estimate is

~A

WN N

where cN represents the variation of the noise power. estimate about i ts

mean. Since the noise power estimate will always be greater than zero,

A 3--

'ii' - 3

+ -+ + +
()N N N2 N3N N W N WN

[K 2 t3
N N

= 1+---- +----+.
+N - N " N

2 2 E3

K2  2 N ~
KV L N N-

With the assumption that the sum,

2 . 3 4

N N N

WN N WI

is negligible compared to one, we have approximately

A

.N IN
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Normally the lae-t term will be insiginificalA, since K ÷.. is tf the samen
order of magnitude as K The multiplicative costrint, (K.• )2

the first term introduces an additive bias when the S/N is expressed in
decibels. The constant will normally be greater than oiie and increase
with S/N (see Apijendix A). The resulting estimate may thus be 2 or 3 db

hi gh.
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APPENDIX C

ERROR ANALYSIS OF S/N ESTIMATIONS

In the formulation of the S/N in decibels, the logarithrim of a power

ratio is formed. In the error analysis, the -effect of errors in the

power measurement upon the S/N (expressed in decibels) must be considered.

In the material that follows, the error propagation effects are analyzed.

First, consider the expansion of the estimate in a Taylor series

about the true value:

(+In)= In (x)(y + Ey n.

n=1 l

Sn + 1- eXp

where

X 4 E Er X

y + E y y + Ey (y + E )

Therefore,

In x+ = I + 1- exp(Y ) P[ +yX]

If the error of the ,ariginal measurements may be bounded in the following

way,

IE 
e•- - e

x

y e e
y

173



that is, if we can bound 1,Mth tenrms with a fi xw.d percent age error, then

i- exp '+- 1 exp + - (y +c ) - p

In the Taylor series expansion it, has been cenvenient to use natural log-

arithms: an error bound may be given in decibels that. is independent of

the S/N and depends only upon the percentage error, e. assumed for the

original power measurements. The lower bound is

10 2e

1-n 10 Lel
and the upper bound is

10 -2e
- -- - exp

in 10 1 - e

These error bounds are plotted as a function of the percentage error in

the original power estimate in Fig. C-1. To illustrate, an error of
+25 percent in the power measurement (e = 0.25) will result in, at most,

an error of ±2 db in the S/N.
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APPENDOX D

CONFIDENCE LIMITS IN THE MEASUREMENT

OF LOW ERROR PROBABILITIES

1. INTRODUCTION

The experimental validation of an error-rate model for a communica-

tions system requires an estimiate of the true binary error rate from a

finite set of measurements. Two questions then arise: How much confi-

dence can be placed in error-rate estimat.s, made with limited measured

data? How much measuring must be done to obtain a given degree of con-

fidence in an estimate?

The generai technique for measuring the binary error rate of a com-

munications system is to transmit a known binary sequence over the

channel, compare the receiver's decision with a local reference, and

compute the ratio of the number of errors to the number of transmitted

bits for some interval. The receiver decides, only through its normal

detection scheme, which binary signal was transmitted. kfter some mea-

suring interval, we are asked to give an estimate of the true binary

error rate for the system from this data. Because our estimate must be

based on a finite number of samples of a random phenomenon, it will be

subject to ,iome error. If we can describe this error in terms of a

probability law, we can better assess the accuracy of our answer. When

the true error rate is small, we may obtain a very few errors in our

sample. We then have the classical problem of estimating the rate of

occurrence of rare events from a small sample.

2. ERROH-BATE PBOBABILI'I'Y LAW

A binary communications system transmits one of two possible signals

(mark or space), and the receiver must decide at the end of each signail-

tIg element time which signal was transmitt-ed. These r,z'eiver decisions

van be described by Bernoulli trial ., here the resu Ilts arr trallitionally

termed success or fail tire. in this Appendix, the ot currence of an error

willI be designat, d by success and the absence of anit ,rror by fai lure.

'I'l I s defi nit itnn is col j sit ent with stat isti tal convent ro s .
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For a -symmetrica1 binary channel, we del Iof. p as thee probabi i .y oif

a detected error, where a detected error is del'ited as ar mar'k rc vv i ved

when a space was transmitted or a space received whien;t a mark was ttrails-

mitted. We desire to estimate the parameter p from our meastirerrmls.

3. LOW-ERROR CONFIDENCE INTERVALS

From a Bernoulli probability distribution, if we take n independent

samples where the probability of error (or success) is p, the probabiliLy

of obtaining x errors will follow a binomial distribution. (The case when

the samples are not independent is discussed later.) I1 we know a priori

that the probability of error is low (i.e. p < 0.1). we can approximate

this adequately by a Poisson distribution.

We then find confidence intervals for this distribution by determire-

ing probabilities that k or less errors occ., and k, or more errors

occur, given that the true error rate is p:

k ZkZ
• ~ ~~P[x < ki]el ~n)

z=0

P[x > k 2

2

where n is thc number of samples taken.

Note that the product, np, is ulso the expected uumber of errors •'

would observe with this error rate and number of sample's. The expct'I,

number of errors (or successes) is more convcnti. oa lv de.faiitd iss Oi'

parametr of the Poisson distribution.

If we have observed a particrlar iosmbrr of e.rrbors 4n a ri-timcrt

but do noat ka•n the value of Lhe parameter, we van reversr, % h priocedurr

and dt,.trman. ranges of parameters that rould sti II gi•, the obIrtr1'

valu.e within a given' probabilit).
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From cumulative Poisson dist ributi on tables we dei eri,, ne the

fol lowing.

(1) The smallest integE ,lue of the parameter, rapl, su1ch

that with k observed errors

e n (np<)'

(2) The largest integer value of the parameter, "p 2, such
that with k observed error-

t'e ' 2(nP 2 )'

xt.
zX

where C is some confidence level (e.g., 0.05).
A

If we observe k errors in a sample of n, the best estimator, p. .f

the true binary error rate is simply the ratio kin. The upper and lower

confidence limtits at some ronfidence level, C, are p, and P2. %alue• of

rip, and rnp 2 for a confidence level of 5 percent. are shown in Table [b-1.

4. CONFIDENCE CRITEHIA

It is convenient at this stage to seek a singie-valued co•fidence

parametec. For example, we couid def- .. a ratio, A, in terms of the

upper and lower confidente iwtimates as

P1

P:

Or or itju l 4t d f Inc" a perre"It41r ertror f '. [|t-*Vfn th,, i,, I 1 l1 114,1- tIma t r

S P-I'-- -- P. I OA
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UIPPEII AND LOWEll 90-P'EI4IENT (CNFI:IE.N(: E.IINI'I:.

OFr PoISM PAIAMEwTEI Wi'nlI k OISEIIV.I) SUCCES

UPPER CONFIDENCE LEVEL* LOWER CONFIDENCE I.EVEI." IATIO IEICENIA; EHIM11
(np 1 ) (np ) (A4)!2

0 3.0 . -- --

1 4.75 0.052 91.3 l71

2 6.3 0.36 17.5 2•7

3 7.76 0.82 9.-1f 21, 1
4 9.1; 1.38 6.03 191

5 10.5 1.97 5.33 1-71

6 11.85 2.61 1.5t 151

7 13.15 3.29 4.0 1.II

8 14.43 3. ý8 :3.62 3 1
9 15.8 4.7 3.3t I2:

10 17. 5.441 3.12 11,
ii 18.2 6.18 2. 941 109

12 19.5 6.94 2.81 1
13 20.8 7.7 2.7 101

14 21.9 8.46 2. 0 i
15 23.1 9.2L 2.5U 92

25.8 10.85 2.38 88
:'0 29.2 13.27 2. 2o 80

34.9 27.3 2.02

30 40.6 22.4 1.hi t•l
50 64. 9.9 1. 0 -48

70 86.5 58.i 1.49 41

100 118-8 85.6 1.39 33
200 228. 182. 1.25 23
300 335. 279. 1.20 19
sot, 543. 467. i.Io 15

10_ 1063. 961. 1.11 i0

Confidence level = O.OS.

Both of these paran.,ters are also tabulated in Table D-1. Notice that

these confidence c-½'teria depend directly on the number of errors obserred

and not on the number of samples taken.

We ire now in a position to determine the amount of sampling we must

do to obtain a given degree of confidence in our parameter esti':iate. If

we use one of the above confidence definitions, our rule is to tontinue

to sample until the observed errors are greater than a required number.

Note Lihat as the sample size is always increased u,.ntil the number o|f ob-

served errors exceeds a constant, then the nuiriber of samples required will
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be roughly inversely proportional to the error-raLi, vsti im;,tP. This

intuitively satisfying in that more samples are required- for lower

error-rate estimates.

5. EXAMPLE

Assume we desire to state with 90-percent confidence thalt the di f -

ference between the upper and lower confidence levels is always less

than the estimate itself. From Table D-I we see that this would rvquire

a minimum of 14 observed errors in our sample. If the numnber of observed

errors in a string of 1000 transmitted bits were 6, we would defer making

an error probability estimate until we observed, say, an additional

1000 bits. If the next 1000 bits contained 8 errors we would estimate

the error probability as 14/2000 or 7 x 10-. And we could say with 90-

percent confidence that the true error probability lies within 4.29 10-3

and l.1 x 10-2.

6. CORRECTIONS FOR NONINDEPENDENT ERRORS

It has been observed at HF that errors do not occur independently.

However, without a detailed knowledge of the exact statistics of the

error distributions, we assume that the errors occur in average bursts

of length, L, and that the bursts of errors are independent. To obtain

confidence limits we consider that an "error" is in reality a burst of L

errors so that the minimum number of actual errors required for a given

confidence is L Limes the previously defined errors.

In the previous example, assume that the average burst is 7 errors

in length. To observw 14 independent, bursts of error-,, we would need to

accumulate slightly ovei" 100 errors before obtaining the degree of con-

fidence desired.
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APPENDIX E

TIME INTERVAL CLASSIFICATIONS OF CHANNEL ACCORDING TO

MEASURED TIME-DELAY. AND DOPPLEB-FRE(ýUENCY-SPREAD CONDITIONS

TABLE TIME-DELAY-SPREAD RANGE DOPPLER-FBEOIENCY-SPREAD RANGE
(msec) (cps)

1 0 0.2 -

2 020.2;)-
3 I 0.5 1.1 1
4 0.25 - 0.75 - .25
5 . -0 2 5
6 0.5 1. u
7 0.75- 1.5 0 - 0.23

8 03.2 -2 .) 5
9 I 0.5 - 1.0
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DATA TIME INIEHVALS TABLE

11 4 11068 0 TO 11 4 1834131 4
11 4 1834331 TO Ila 4 18388 0 4
11= 4 18381 0 TO 11- 4 1859131 4

*11" 4 1859831 TO 11 4 1904131 4
S11" 4 11904831 TO 11 4 IV09830 4
110 4 '909130 TO 11- 4 1914330 4
Ile 4 1914130 TO 11- 4 1919831 4
Il 4 1919131 TO 11" 4 1924t31 4

11" 4 1924131 TO Ila 4 1929131 4
110 4 1929131 TO 11 4 1934:30 4
110 4 1934130 TO 11- 4 19383 0 4

110 4 19388 0 TO 11- 4 19428 1 4
110 4 19421 1 TO 11" 4 1949131 4

11o 4 1949131 TO 11" 4 1954130 14

110 4 1954130 TO 11- 4 1959830 4
110 4 1959430 TO 11= 4 OO7 1 1
:l11 4 20071 1 TO 11" 4 d01913ý 4

Ila 4 2019130 TO 11 4 d032: 1 4
11 4 20321 1 TO 11 4 2035: U 4
It- 4 20381 0 TO 11- 4 203:V30
t11 4 2039830 TO 11 4 2044330 5

110 4 2044:30 TO 11- 4 k04:31 5
11" 4 2049131 TO 11 4 2054:31 5
110 4 2054331 TO 11- 4 205983U 5
11a 4 2059130 TO 11- 4 i104:30 5
11a 4 2104830 TO 11- 4 2109331 5
11 4 2109831 TO I1- 4 d114:31 5
110 4 ý114:31 TO I1- 4 2119:31 5
11 4 2119131 TO 11 4 t124130 5
11 4 2124130 TO 110 4 2129130 5
1I- 4 2129130 TO 11" 4 434:31 5
110 4 2134:31 TO 11 4 21383 0 5
11 4 21.,81 0 TO 11 4 2039831 5
110 4 2139231 TO 11- 4 2144830 5

11" 4 2144130 TO 1I' 4 i149130 5
11i 4 2149830 TO 11 4 2154831 5

11 4 2154:31 TO 11i 4 d159131 5
111 4 2159831 TO 11 4 d204831 5
11 4 2204331 TO 11 4 d229830 5
11= 4 2209130 TO 11 4 k214130 5
Its 4 2214830 TO 11 4 1219131 5
11 4 2219131 TO its 4 2224131 5
11 4 2224131 TO 11 4 k229331 5
Ila 4 2229131 TO Ila 4 d234130 5
110 4 2234330 TO 11 4 223V331 5
11 4 2239331 TO 11 4 k244131 5
11 4 2244131 TO 11 4 d249131 2
11° 4 2249131 TO 11 4 d254830 2
11t 4 2254830 TP 11 4 k302110 2
11t 4 23421 0 TO 11 5 19130 8
Ile 5 19,30 TO 11i 5 363 '1 5
11 5 381 0 TO Ile 5 473 0 5
11i 5 47 0 TO 11" 5 573 1 8
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11- 5 578 1 TO I1- 5 1OV134 6
11" 5 109134 TO 1- 5 119134 5
It- 5 119834 TO 1- 5 124131 5
I11 5 124131 TO 1 5 134331 5
11 5 134131 TO It 5 1381 o 5
11 5 1381 0 TO 11' 5 144231 4
11" 5 144131 TO Il 5 154331 4
11" 5 154131 TO Ile 5 2121 1 4
110 5 2121 1 TO 11- 5 224131 4

110 5 224131 TO Ile 5 231 1 4
11 5 2371 1 TU 1 5 2381 10
110 5 2361 0 TO Il- 5 249131 2
• 11" 5 249131 TO 11 5 259:31 2

11" 5 259131 TO I1 5 3228 1 2
I1 1 5 3223 1 TO 11- S 3363 0
I1- 5 3381 0 TO lie 5 4018 4 5
"1" 5 4071 4 TO 11- 5 111T:59 2
1t 5 11371 4 TO 11 5 1839131 4
110 5 1839131 TO Il 5 1844330 4

S1a 5 1844130 TO 11 184459 4
Ito 5 1847159 TO ItS1493 4
Ito 5 1849330 TO - 5 1854831 4
110 5 1854331 TO It- 5 1659S31 4
1= 5 1859131 TO 1i 5 1904031 4
110 5 1904831 TO It- 5 190V130 4
110 5 1909130 TO 11 5 1V14330 4
It- 5 1914130 TO It- 5 1919131 4
I1- 5 1919131 TO It 5 1924131 4

t1o 5 1924831 TO 1 5 192V331 4
11s 5 1929131 TO It- 5 1934130 4
I1' 5 1934330 TO Ile 5 19383 0 4
110 5 19383 0 TO Ile 5 193i331 4
•1 5 1939331 TO 11 5 1944331 4
11 5 1944131 TO It- 5 1949131 4
1t" 5 1949131 TO I1- 5 1954130 4
110 5 1954130 TO It 5 195V330 41" 5 1959:30 TO 110 5 004131 4

li 5 2004131 TO 110 5 ,OOV131 4
11" 5 2009131 TO 1t- 5 d014130 4
lie 5 2014833 TO I1 5 2019330 4
l1i 5 2019830 TO li 5 i1024131 4
It 5 2024131 TO 11 5 1029331 4
lie 5 2029131 TO I1- S 1034131 4
Ito 5 2034331 TO Ile S 40361 0 4
lie 5 .20363 0 TO Its 5 403VI30 4
"11 5 2039130 TO 11 5 d044130 4
10 5 2044330 TO It- 5 d049,31 4
Il 5 2049331 TO It= 2054131 4
115 2054131 TO I1 5 2059130 4
i10 5 2059130 TO 110 5 2104330 4
Il 5 2104830 TO Il 5 1OV931 4
I1s 5 2109831 TO l1 5 ,114831 4
11 5 2114131 TO I 5 M119131 4
Its 5 2119131 TO 1 t 124830 4
11 5 2124830 TO 110 S 212V930 4
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110 5 2129130 TO 11 5 213431 4
11 5 2134131 TO 11- 5 ,13e U4
110 5 21363 0 TO I1- 5 d139131 4
11 5 2139131 TO 11 5 2144130 4
Its 5 2144330 TO 11 5 d149t30 4
Ila 5 2149330 TO 11 5 i154131 '1
110 5 2154331 TO 11 5 2159131 4
11 5 2159131 TO 11 5 d204131 4

11 5 2204131 TO 11- 5 1209s30 4
1.10 5 2209130 TO Ila 5 9214130 4
110 5 2214130 TO li 5 d21V131
11" 5 2219131 TO 11 5 i2244131 4
11" 5 2224131 TO 110 5 d22'0131 4
11= 5 2229131 TO 11" 5 e2?s3U4
11" 5 2234130 TO Ile 5 223Ys31 4

110 5 2239131 TO !1" 5 1244:31
110 5 2244,31 TO 11" 5 4249131 4

11e 5 2249331 TO 11 5 d254030 1
11" 5 2254130 TO 11 5 1259132 1
11" 6 t 0 TO 11 6 14131 9
t11 6 14131 TO 11" 6 19331 6
t11 6 19131 TO 11" 6 21: 0 9

11" 6 271 0 TO 1I- 6 37: 1 6
11" 6 373 1 TO 11" 6 33: U 9
110 6 381 0 TO Il" 6 44130 9

11° 6 44:30 TO I1l 6 52: 0 9

11" 6 528 0 TO I1" 6 1023 1 6
110 6 1021 1 TO 110 6 109:30 6
lie 6 109030 TO 11" 6 114930 6

1Il 6 114330 TO 11" 6 119131 6
110 6 119831 TI 11" 6 124331 6
11" 6 124131 TO Il" 6 129831 6
11" 6 129131 TO 11" 6 130 0 6
11 6 1381 0 TO 11 6 1421 1 5
11" 6 1428 1 TO 11- 6 15413U 5
11" 6 154130 TO 11 6 159130 5
11 6 159830 TO 11" 6 204131 5
11 6 204831 TO Ile 6 209131 5

111" 6 209331 TO 11" 6 214330 5
11 6 214130 TO l1i 6 21v330
Ito 6 219330 TO 11 6 224131 5
It1 6 224131 TO 11 6 229831
11l 6 229131 TO 11 6 234335 5
It 6 234:35 TO lie 6 231t 0 5
110 6 236' 0 TO 11" 6 239135 5
110 6 239,35 TO 11- 6 24?' 1 5
11 6 24?1 1 TO 11 6 2S4131 2
11 6 254331 TO 11 6 3023 0 5

11o 6 3021 0 TO 11 6 309331 5
11 6 309131 TO 11 6 314133 2
11" 6 314834 TO lie 6 31, 33 2
11 6 319133 TO 11 6 324130 5
11 6 324330 TO 11 6 329330 5
110 6 329330 TO 11- 6 33*331 5
11 6 33*4831 TO 11" 6 3301 0 2
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11. 6 3368 o0 TO I- 6 3414 1 2
I1- 6 3421 1 TO 11- 6 354331 2
11- 6 35431 TO 11- 6 4041331 5
11 6 404131 To 1- 6 4UVI3o 5
11 6 409130 TO 11- 6 425831 5

11" 6 424831 TO 11" 6 43V831 5
11 6 439831 TO 11 6 444831 5

110 6 444131 TO Ila 6 490031 2
110 6 449831 TO 11 6 454130 2
110 6 454130 TO 11- 6 459:30) 5
11" 6 459130 TO 11 6 1117:51 5

110 6 1924331 TO 11 6 1VWY'31 4
I1o 6 1929S31 TO 11 6 193s436 4
110 6 1934836 TO 11 6 19388 0 4

110 6 19381 0 TO Ila 6 1939133 4

11 6 1939836 TO 11 6 194•131 4

11" 6 1944:31 TO 110 6 1934931 4

110 6 1949831 TO 11 6 1954:34 4
11 6 1954834 TO 11 6 1002: 4 4
110 6 20021 4 TO 11- 6 011: 1 4

110 6 20173 1 TO 11" 6 e029131 4
110 6 2034331 TO 11- 6 eu34 03 4
It- 6 2029431 TO 11" 6 03,3 0 4

110 6 203813 0 TO 11 6 d03V130 5

11" 6 2039030 TO 11 6 2044330 5
110=6 2604430 TO It- 6 1049:31 5

1I1 6 2049131 TO I- 6 1054:31 5

li 6 2054831 TO 11" 6 U58131t 0
110 6 205930 TO 11 6 I104130 5

110 6 2104130 TO It- 6 dlV8l30 5

110 6 2109,31 TO Ile 6 9114835 5
1I1 6 2114135 TO 11- 6 e11v,35 5
11 6 2119835 TO I1" 6 0243301
I1" 6 2124830 TO I1- 6 i129830
I1 6 2129130 TO 11 6 2134131 5

11 6 2134131 TO Il1 6 e1361 0 5

110 6 21368 0 TO It, 6 9139131 5

110 6 213931 TO I) - 6 d*44430 5
110 6 2144830 TU, Ila 6 214V330 5
110 6 2149830 TO Ile 6 ,154631 5

11o 6 2154831 TO It- 6 4159131
110 6 2159131 TO I1- 6 d20413 r

110 6 2204831 TO I11 6 d20830 s
Ito 6 2209130 TO Ila 6 *21,4136
Ito 6 2214136 TO Ile 6 2219836
110 6 2219436 TO Ile 6 d224131
110 6 222413.6 TO Ito 6 12321 3
110 6 22321 3 TO Ile 6 4239131 2
Ile 6 22391333 TO I1. 6 d244131 2
Ito 6 2244131 TO Ile 6 1249131 2
It1 6 2249131 TO I1. 6 4254846 2
Ile 6 2254836 TO WI 6 *3USI 0 2
Ito 6 230681 0 TO It- ? 10136 3
its 7 19836 TO Ile 7 361 0
I11 07 38t 0 TO Ile ? 1168 0
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11 7 11S6 0 TO 11- 7 144131 6
11 ? 144831 TO 11- 7 149331 3

11" ? 149131 TO I- 7 209131 3
11 ? 209031 TU 11 7 211859 3
11 7 217859 TO 11t F 319831 1
11i ? 319131 TO 11 1 3351 0 1
11" 7 3381 0 ro 11- F 414134 1
Ito 7 414834 TO Ile 7 419835 1
Ile 7 419835 TO Its 7 424831 1
110 7 424131 TU 11 7 429231 1
11- 7' 429831 10 It- 7 434830 1
110 7 434130 TO it- ? 4428 1 1
110 7 4423 1 TO 11i 7 449831 1
11- 7 449831 TO its ? 454130 1
11 7 454130 TO 11 8 11061 0 1

11010 1904831 TO 11-10 1909130 1
11010 1909,30 TO 11-10 1914830 4
11010 1914830 TO 11-10 1919831 4
11010 1919:31 TO 11-10 1924$31 4
11010 1924831 TO 11-10 1929831 4
11010 1929131 TO 11-10 1934830 4

11010 1934130 TU 11-10 19381 0 4
11010 1938: 0 TO 11010 1939!31 4
11010 1939831 TO 1110V 1944231 4
11010 1944831 TO 11-10 19431 4
11010 1949831 TO 11-10 1954830 4

11010 1954830 TO 11-10 2004831 4
11010 2004131 TO 11-10 #0118 1 1
11"10 20173 1 TO 11-10 2024331 4
11010 2024831 TO 11010 d029:31 4

11010 2029131 TO 11-10 2034131 4
11010 2034331 TJ 11-10 1039831 4
11"10 2039831 TO 11-10 1044331 4
11"10 2044131 TO 11-10 1049:31 4
11010 2049831 TO 11010 1054131 4
11010 2054831 TO 11-10 #205130 4
11"10 2056830 TO 11-10 1ObV131 5
la'10 2059331 TO 11-10 42104331 5
11010 2104131 TO 11-10 d109831 S
11*10 2109431 TO 11-10 -M41431 5
11"10 2114131 TO 11"10 41221 1 5
11010 21221 1 TO l1110 #129331 5
11010 2129131 10 1"1-0 i134131 5
11010 2134131 TO 11010 d134131 5
11010 2139831 TO 11010 #2144131 5
11010 2144131 TO 11010 9140131 5
11010 2149131 TO 11010 gtS4;31 S
1110 2154831 TO 1010 91591 0 S
11010 21593 0 TO I1"0 g15V831 5
11010 2159131 TO 11010 1204:31 5
1110 2204131 TO 11-10 420V10
11"10 2209830 TO 1110 2214110 U
11010 2214830 TO 11010 #22181SV 5
11010 2216159 TO 1110 1219131 4
1110 2219131 TO 11010 4224131 4
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11010 2224:31 TO 11010 d22YI31 I
11010 2229131 TO 11-10 223483u 1
11010 2234130 TO 11-10 1239331 I
11010 2239131 T. 11-10 2244831 1
11010 2244131 TO 11-10 2240831 1
11010 2249331 TO 11-10 M24130 1
11&10 2254330 TO 11-10 231612v 1
11410 2318829 TO lm11 9131 2
11011 9131 TO 11-11 3d8 U s
11011 361 0 TO 11-11 13m3 : 6
11"11 1361 0 TO 11-11 204:31 5
11011 204131 TU 11011 2361 0 5
11011 2353 0 TO 11011 254131 .
11011 254131 tO 11-11 304131 2
11-11 304331 TO 11-11 309831 2
11011 309131 TO 11-11 314:31 2
11011 314134 TO 11-11 31V134 2
1111 319:34 TO 11-11 32,4131 2
11*11 324131 TO 11-11 329:31 5
1111 329131 TO 11-11 334831 2
1111 334:31 TO 11-11 333: U 2
1111 3368 0 TO 11-11 339131 2
1111 339131 TO 11-11 344131 2
1111 344831 TO 11-11 34Y131 2
11011 349331 TO 11-11 354831 2
limit 354131 TO 110ll 3V931 2
11011 359831 TO 11-11 404:31 2
11011 404331 TO 11-11 40S130 2
11011 409330 W 11-11 414330 2
1111 414130 TO 1111 41VO31 2
1111 419131 TO 11-11 424331 2
1111 424131 TO 11.11 42931 2
11*11 429831 TO 11-l1 434833 2
11011 434330 TO 11-11 43,331 2
11l 439331 ro 11-11 444331 2
11011 444131 TO 11011 449131 5
11l 449131 TO 11l11 454136 2
1111 454136 TO 11-11 45V36 5
11011 1614131 TO 11-11 1814131 4
1111 1619831 TO 11-11 1624131 4
11011 1624131 TO li.1it 162131 4
11-11 1829531 TO 11t-i 1534131 4
11611 1034331 TO 11-11 ledJ5 u 4
1111 16363 0 TO 11-11 160w31 a
11011 1639131 TO 11-11 1644131 4
11-11 1644131 TO 1111 1640V31 4
11011 1649131 TO 11-11 1654131 4
l1i11 1654331 TO 11-11 1653V31 4
11011 1659331 TO 11011 1904331 4
11°11 1904131 TO 11.lt 190v130 46
1li11 1914330 TO 11-11 1919331 4
l1i11 1919131 To 11-11 1924331 4
l1i11 1924131 TO 11011 191VI31 4
11011 1929331 TU 11-11 1)34130 4
1111 1934130 TO 11-11 19361 0 4
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11"11 19381 0 TO 11-11 1934831
11011 1939831 TO 11-11 1944131
11011 1944131 TO 1111 1949131 4
1111 1949131 TO 11-11 195430 4

11i 1954130 TO 1111 1950131 4
11011 1959131 TO 11-11 gooh8 1 1
11011 20078 1 TO 1111 dO1?s 1 4
11011 20171 1 TO 11-11 024831 4
11*11 2024331 TO 11-11 d029131 4
11011 2029131 TO 11-11 d034131 4
11011 2034131 TO 11-11 d0361 0 4
l11i 20303 0 TO 11-11 d039131 5
11"11 2039131 TO 11-11 204431
11011 2044331 TO 11-11 MV931 5
11S11 2049131 TO 1-1ll Z054134 s
11011 2054134 TO 11-11 405v:34 5
11"11 2059334 TO 11-11 104831 5
11°11 2104331 TO !1-11 d I 0V31 5

a1111 2109131 TO 11-11 d1t4131 511"11 2114131 TO 1111 2112i31 2
11011 2119831 TO 11-11 d124431 12
11m11 2124131 TO 11-11 2129131 2
l1i1i 2129831 TO 11-1V ' 134131 2
1111 2134331 TO 11"11 413bg 0 2
11011 21)81 0 TO 1.1-1 -1331 2
11011 2139131 TO ji-11 2144131 2

t1111 2144131 TO 1111 4149131 2
1111 2149131 TO lm.1-i g15431 2
1111 2154331 TO 11-11 1•59131 2
11011 M258331 TO 11011 4204131 2
11011 2204131 TO 1101i 4,0134V 2
11011 2209130 TO lm.1i t214130 2
11*11 2214130 TO 11-11 241i31 2
1-11 t221931 TO 1111 224131 2

1111 2224331 TO 1111 4223V31 2
11-11 2229331 TO "I11 d234130 2
l1ii 223141330 O 1101l 423V431 2
l11mi 2219131 TO 11011 244131 2
limit 22441331 TO limit 424V131 2
1111 2249331 TO l1omi d254430 2
limit 2254330 TO 11011 2250133 2
l11omi 23S2 3 TO 11-12 521 1 4
limit S23 I TO 11-12 13515V 3
11012 135359 TO 10112 l14V3 3
11im 149132 TO I-ll 23*3 0 4
Imt'l 2341 0 TO I-12 239132
1101t 231132 TO It-12 3221 1 3
11-12 3221 1 TO 11-12 33164 4

10112 3)64 0 TO 11-12 404331 6
11012 404331 TO 11012 409330 6
im1it 4091)0 TO 11012 414130 3
111im 4143)0 to l1mit 411t31 3
Iitl 4193)1 10 ITO -10 24131 3
limit '43411 TO 1112a 429331 3
"11"1 434834 tO 11"1 43#t)4 I
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11*12 439134 TO l1112 444131 3
W112 4441331 TO 11-12 449131 3
11012 449131 TO 11012 454330 3
11012 454130 TO 11-12 459133 3
11012 11321 2 TO 11012 !'04:32 4
11012 1804132 TO 11-12 3609133 4
11012 1609131 TO 11-12 10~14131
11012 1814131 TO 11012 l8l9f 1 4
11012 1f;9:31 Nt 11012 1624131 4
111I2 £024131 TO 11012 1829131 4
11012 1629131 TO 11012 1034131 4
11012 1634131 TO 11-12 10361 0 4
11*12 !8361 0 TO 11012 153YI31 4

183io 13331 TO 11-12 1844331 4
11012 1844331 TO 11-12 1849131
11012 18*9131 TO 11-12 145431 4
11012 1854331 TU 11-12 1854131 4
1101? 1859131 TO 11-12 19073 1 4
11-12 19071 1 TU 11-1? 1914133 4
11*12 2914t30 TO 11012 1919331 4
11012 1919:31 TU 11-12 1924131 4
11012 1924131 TO 11012 192V331 4
11012 1929331 TO 11-12 1934l3u 4
11012 1934130 TO 11-12 193S545 4
11012 1935359 TO 11-12 1939131 5
11012 1939131 10 11012 1944131 a
11612 1944131 TO 11-12 194V#31 5
~1112 1949331 TU 11-12 19!i4130 5
1101Z 1954330 TO 11-12 1959111 5
11012 1959131 TO 11-12 4004131
11-12 2004131 TQ 1101? MOM 53
11012 2009131 TO 14-i2 d014831 a
11-12 2014131 TO 11-12 M91331 5
1102? 2019131 TO 11012 itU?4131 5
11012 2024,31 TO 11-12 2029331 5
11012 2029531 TO 11012 4034134
11012 2034:3#1 TO 1l0I2 40361 S
11-12 20361 0 TO 11012 401VI34
11012 2039134 TO 111j2 40441331
11012 2044431 TO 11012 9044131
1112 ? 049431 TO 11-12 40S4131
110!2 2054331 TO 11012 05,41 1
11012 231?' 1 TO 11-12 d3l91'ii
11012 P339131 TO 11-12 ilt-'31 2
11012 4349431 TO 110-42 ',jI)1
11*12 23S9131 TO It-iJ Mis5
11-13 IMS) to list) 36' 0
11,13 361 0 to list) 19131 6
11013 39835 to list) 44131 .
11013 44131 TO 11013 4951. -

11,13 490,3 TO' 1I1)1 54131 3
list) S4031 TO 11*1) 1073 1 3
11013 10?$ 1 to 1101) 11#5313
11013 2191331 TO 11013 124331
11613 124531 TO 11613 129831 3
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11013 129331 TO 11013 144133 3
11013 144133 TO 11-13 2061 0 3
1113 2061 0 TO 11o13 214134 1
11013 214834 TO 11013 2373 1 1
11°13 2373 1 TO 11013 2521 1 1
11013 2528 1 TO 11013 304831 1
11013 304831 TO 11013 309131 1
11013 309331 TO 11013 314131 4
11013 314331 TO 11013 319131 4
11°13 319331 TO 11013 324331 1
11013 324331 TO 11013 329131 4
11013 329131 TO 11o13 336: 0 4
11013 3363 0 TO 11-13 339:31 5
11013 339331 TO 11o13 312 1 5
11013 3521 1 TO 11-13 359331 5
11013 359331 TO 11o13 409:31 5
11013 409131 TO 11o13 419831 5
1113 419131 TO 11-13 424331 5
11"13 424331 TO 1113 429131 5
11013 429131 TO 11-13 4373 0 5
11013 43T1 0 TO 11-13 1115:59 5
11013 11328 1 TO 11-13 1624331 5
11013 1824131 TO 11-13 1829831 5
11013 1829131 TO 11-13 1834131 5
11013 1834131 TO 11-13 1539831 5
11013 1039131 TO 11013 1844331 511013 1844:31 TO 1113 1545:59

11013 1845859 TO 11013 1649131
11013 1849131 TO 11-13 1854131 4Ii 11-13 1654831 TO 11-13 1859831 4

11013 1859131 TO 11-13 1904831 4
12013 1904831 TO I1I1- 1909:30 4'.1'13 1909830 TO 11013 1914,30 4
11-13 1914830 TO 11-13 1919831 4
11513 1919:31 TO 11013 1924831 4
11013 1924331 TO 11-13 1929831 4
11013 1929131 TO 11-13 1934,30 4
11*13 1934130 TO 11-13 1935159 4
11013 1935359 TO 11013 1939831 4
11013 1939831 TO 11-13 1944831 4
11013 1944831 TO 11013 1949831 4
11013 1949831 TO 11-13 1954830 4
11013 1954830 TO 11-13 1959031 4
11013 1959831 TO 11013 4304131 4
11013 2004131 TO 11-13 0t00931 4
11013 2009131 TO 11013 4014831 4
11"13 2014831 TO 11013 d019131 4
11013 2019131 TO 11013 1024131 4
11013 2024331 TO 11o13 9029131 4
11013 2029131 TO 11o13 9034131 4
11613 2034031 TO 11011 4U368 0 4
06b13 10)88 0 TO 1101) 20)V3#31
1101) 2039831 TO 11013 404131 5
11"13 MOM4 TO 1101S 4049131 s
1)103 2049131 TO 11013 905&)11
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11013 2054331 TO 11-13 e059131 5
11"13 2059331 TO 11-13 2104331 5
11013 2104331 TO 1113 d1098331 5
11013 2109131 TO 11-13 d114.31 5
11-13 2114131 TO 113 2119:31 5
11013 2119131 TO 11-13 1124831 5
11"13 2124831 TO .11-13 4129331 5
11013 2129331 TO 1013 2134831 5
11013 2134131 TO 11013 21361 0 5
11013 21368 0 TO 11013 2139131 4
11013 2139131 TO 11-13 2144331 4
11-13 2144131 TO lt-13 21521 1 4
11013 21523 1 TO 11w13 Z159831 4
11013 2159331 TO 11-13 d204831 1
1t"13 2204331 TO 11-13 2209330 1
11013 2209130 TO 11-13 2214830 1
11013 2214330 TO 11-13 2219831 1
11013 2219131 TO 11-13 9224131 1
11013 2224331 TO 11-13 1229331
11013 2229331 TO 11-13 2234130 1
11-13 2234330 TO 11-13 M239331 I
11013 2239:31 TO 11-13 2244831 1
11"13 2244331 TO 11-13 2249331 1
11"13 2249831 TO 11-13 i254t33 1
11-13 2254830 TO 11-13 2306:59 1
11"13 233?: 1 TO 11-14 19131 5
11014 19331 TO 11-14 24131 5
11014 24331 TO 11-14 29331 5
11-14 29131 TO 11-14 34131 2
11014 34331 TO llm14 383 0 5
11014 383 0 TO 11-14 39131 6
11014 39131 TO 11"14 5si 1 6
11014 573 1 TO 11-14 114332 6
11014 114332 TO 11014 110332 6
11-w14 119132 TO 11-14 124331 6
11014 124131 TO 11-14 ý.388 0 6
11"14 1381 0 TO 11014 2013 1 5
11014 20?1 1 TO 11-14 2363 0 5
11014 2386 0 TO 11-14 24V931 5
1101 249831 TO 11-1* 254131 5
11014 254131 TO 11014 259331 5
11014 259331 TO 11014 304831 5
11014 304131 TO 11-14 309331 5
11014 309131 TO 11014 314131 5
11"14 314331 TO 11-14 319331 s
11014 319131 TO 11014 332 1 5
11014 3321 1 TO 11014 3361 0 5
1114 336:1 0 TO 11014 34431 5
11-14 344131 TO 11-14 34V3)1 5
11,014 349134 To 11014 3!%4131 2
11014 354331 10 1114 359131 5
11-14 359131 TO 11014 404131 s
11014 404131 TO 11014 40930 5
11014 409130 TO 11014 16321 0 5
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TABULATED RESULTS OF MEASURED S/N AND BINARY
ERROR RATE CLASSIFIED BY TIME-DELAY- AND

DOPPLER-FREQUENCY- SPREAD COND ITIONS
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APPENDIX F

TABULATED RESULTS OF MEASURED S/N AND BINARY
ERROR RATE CLASSIFIED BY TIME-RELAY- AND

DOPPLER-FREQUENCY-SPREAD CONDITIONS

DESCRIPTION OF COLUMN HEADINGS

MAXIMUM Maximum possible measured S/N in any 30-second
S/N data block in this data bracket.

AVERAGE Weighted average S/N of data in this bracket.
S/N t

BER Estimated binary error rate for data accumulated
in this S/N bracket.

TOTAL Total number of transmitted bits accumulated in

this bracket.

TOTAL Total number of oit errors accumulated in this
ERRORS bracket.

I•

~!O1



TIME DELAY bPREADI 0.00 TU 1.50 MS
DOPPLER SPREADI 0.00 tO 1.u' CPS

MAXIMUM AVEeAGE HEH TOTAL TOTAL
S/N S/N BITS ERHORS

0.5 0.u 4.350-U1 49522 21520
1.5 1.0 d.#50-01 16008 513?
2.5 2.0 $.00V001 20259 626?
3.5 3.0 2.530-01 29263 7413
4.5 4*0 i.1vio01 24761 7902
5.5 5.0 J.1e5s01 3826? 1206?
6,5 6.0 ervo-ol 36016 10040
7,5 N.O 1.60-01 49522 8261005 5.0 Z.350-U1 56275 13227
1.5 9.0 d.350-o1 29263 608?

10.5 10.0 7.150,a2 15757 1127
11.5 11.0 J.?v-02 4502 141
14.5 13.5 3.540-02 24761 6??
15.5 15.0 e.?70-02 11255 312
16.5 16.0 6966@-03 18008 156
17.5 17.0 1.920-02 202V9 389
16.5 1d.O 1.1e-02 47211 57
19.5 19.0 YV.9OP-u3 40518 401
20.5 20.0 f,160-03 38267 274
ie1I.5 2-1.0 1.020-02 4(Y<.. '413
22.5 22.0 4.85f-u3 4952k 141
23.5 23.0 5@960-03 76534 450
24.5 24.0 4.16P-u3 85538 356
25.5 25.0 t.1$0-3 101295 525
26.5 26.0 4.920-03 126056 680
2r.5 ?r.O do090°03 119303 333
28.5 28.0 3.36W003 146315 494
29.5 29.0 49.30-03 162072 76?
30.5 30.0 s.5"0-03 i6233i 653
31.5 31.0 J.360-U3 182331 613
32.5 32.0 4.320-03 186833 620
33.5 33.0 4,140-03 218347 685
3405 34.0 4.V70703 229602 682
35.5 35.0 10260-U3 344403 43536.5 36.0 1*650-03 357909 948
37.5 37.0 1*330-03 33069? 770
38.5 38.0 .,OV-03 389423 612
39.5 39,0 1.8?0-03 454702 049
40.5 40.0 195d0003 468206 136
41.5 4100 1,760-03 560499 991•
42.5 42.0 l.?20-03 549244 V45
43*.S 430 d,00003 569503 1162
44.s 4400 1.65-003 6S0539 1U?6
4*.5 45.0 1,36v-u3 136324 100?
46.5 60.0 1.410U03 700061 46?
4,75 47.0 1.360-03 821615 1135
46.5 46.0 1.200003 715599 1014
49.5 4900 1:200e03 799105 V60
50.5 S0.0 Vo1?P-u4 871137 799
51.5 5100 fa.t1su4 7450151 5869
$205 52.0 frsP-04 60101? 466
535 53.0 1,00U003 562750 563
54.5 54.0 .,210o4 39842? 367
55.5 55.0 1*920004 337148 26456.5 56,0 1.v604,0 1154562 110
51,5 S7.0 1,120o03 114801 129
59.5 Sb.4 00950-u0 146315 131
64.,2 60.7 t10?e0oe 31514 1t
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TIME DELAY bPREADs 0.00 TO 0.25 Mb
DOPPLER SPREAD0 0.00 [0 0.25 CPS

MAXIMUM AVERAGE BER TOTAL TOTAL:.StN biN RITS ERRORS

14.5 12.3 3.290-02 6753 222
16.5 Ise7 Vo.T7003 13506 132
17.S 1r.0 1,64P-02 Y004 166
lb.5 18.0 V.580-03 20259 194
19.5 Iv.O t.02P-u3 22510 15$
21.5 20*b 4oV10-03 36016 1T7
22.5 22.0 3.024-03 36016 118
23.5 23.0 4.600-03 42169 174
24,5 2490 4,660-03 45020 if10

25.5 25.0 tOVO-03 2T012 145
26.5 26.0 *.440°03 40516 261
26.5 27.5 6.550-03 90040 230
29.5 29.0 b.*14-03 47271 243
30.5 30.0 2.*20-03 36267 104
31.5 31.0 4.220-03 27012 114
32.5 32.0 3.2V#-03 3626? 126
35.5 34.2 1.27o03 ?8?685 100
42.•5 36.8 4.,90004 229602 110
47.5 44,9 4.97*004 227351 113
52.5 50.0 4.46P-04 245359 I1o
60.5 54.1 0.42J004 42769 36
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TIME DELAY SPREAD$ 0.00 TO 0.25 MS
DOPPLER SPREADN 0.2b TU 0,50 CPS

MAXIMUM AVERAGE 8CR TOTAL TOTAL
S/N b/N BITS ERRORS

0.5 0.0 4.050-01 20259 8Z151,5 1,0 2.i30-01 9004 2278

2.5 210 3,130-01 4502 140
3.5 3.0 2.TO3001 20259 11?6
4.5 4.0 j.ealp01 9004 3428
5.5 3.3 d.'57001 15720 149
6.5 6.0 1.350-01 15361 3?04
3.5 r.O 1.420-01 40517 1660
1.5 4,0 1.640-U1 33565 5150
9.5 9.0 1.63w-01 11255 2132

10.5 5.0 r.24-032 13506 119
1495 13,1 5.Op1-u2 15S5 1089
51.5 15.0 4.920-02 4502 189

17.5 4.930-02 2251 111S16*5 15#0 3*07Po02 6753 207
S24,5 21*7 105•W00 6753 101

i 32*5 2996 W6770'• 56275 156
34,5 3396 40l1 e030 36016 114
3?,5 36,3 1,960-03 ?2032 141
3a,,5 38*0 SMUP-03 36016 13?

39.5 390 1,660*-03 60??? 101
40*5 40s0 2*14-03 SIM3 III4lo5 41*0 W90V-03 S62?5 lot
43,5 42*6 1,120-03 146".S5 164
44,5 44,0 1,63P'03 81;36 132
4545 45.0 1*260-03 9•454 119
41's 4605 1,45Po04 13956? 104
51's 410.6 4,930-04 33069? 130
54,5 5209 4*80~-O4 21384S 103



TIME DELAY bPRtEAD, 0#0U TU 0925 MS
DOPPLER SPRCADS 04.5u l 10..U0 CPS

MAXLI.UM AvLmAGE BER TOTAL TnliAL
S/N BITS ERNORS

19.5 Ilob 1*.7O-03 20259D 156
20.5 20.0 1.O00P02 112S!) 113

21.5 21.0 do1vo-02 11255 4
23.5 22.6 1.0'040? 22510 d35

25.5 24.8 ti9260-3 4502023
26.5 26.0 ti*5t~fu3 36016 loo

25.*5 V0.8 3,16003 607?? i30
29.5 2V.0 '4*58-03 29263 134

31.5 30.5 d.8A4*Ii3 67530 178

33.5 32.5 kmV40-03 58526 112

34.5 34.0 .1g*12-3 47271 t00

36.5 35.5 3*040003 123005 J76

37,5 3?*0 ..2'a0-03 S1I7 166

39,5 36.5 40050-03 990441 203
41.5 *0.8 1011M0-U3 132509 151

43.5 42.4 1.a3?0-03 832S? 11 1

4515 44.5 140Y~O03 201295 It0

52.5 47.3 1.(j30-0 S6526- 60

U2s



TIME DELAY SPREADs 0.25 ro 0.75 mb
DOPPLER SPREAD# 0.25 To 0.Su CPS

NAXINUM AVENAGE BER TOTAL TOTALSIN SIN BITS ER14ORS

0.5 0.0 4*47pe01 24F61 11065its 1.0 .S.180001 9004 20592.5 2.0 39080901 1575? #85?3.5 3.0 t*150-01 9004 1937
505 Soo1 15757 3774
5.5 5.0I 22510 60162:6.5 6.0 3*139*01 20259 63367ye 7NO. s7eo 9004 3395

6.5 0.0 1*6440-01 22510 7673
9.59.0 464O118006 4153t0.5 10.0 te62902 2251 149

17.5 16.0 10300-02 9004 it?20.5 19.0 0*16P-03 18006 14724.5 2396 59060-03 22510 11426.5 25.6 s.740.o3 42769 160lees 27.5 £.960*03 49522 19629.5 29.0 3#470-01 36016 125
31.5 31.0 4916P0-3 5627523
330.5 330.0 4.009*u0 56253 306
34,5 3400 3,63@-03 ?6534 276
35.5 35.0 1*430-03 1238005 177
36.5 36.0 39000003 123805 0?2
37.5 37.0 4*460-03 146566 36630.5 36.0 ge130-03 l7s076 365
39.5 .49.0 2*160003 175%7e 37940.5 40.0 1*6490-0 191335 314
4165 41.0 W.00*03 189064 3224205 42.0 20250*03 20?002 465
43*5 43.0 aoVO-03 177629 49?44's 44.0 4*110-03 209343 441
45*5 45.00 16560-03 186633 49246'5 46.0 1*4?0903 175570 it56&FO5 4?.0 1*310-03 236606 1134405 4600 19?60-u3 272371 4794965 49.0 I*J40003 256614 *44
50.5 50.0 1.i60-u3 2?*622 37951.5 51.0 1*430004 2S6614 l01
$2.5 52.0 19960-03 200)39 it5253.5 53.0, 001400,0 169004 154

S45 4.0 101h0-0) 162012 1s%55.5 SS00 10040004 141si) 11s51.5 54.4 10310004 1395.2
sve1 I.5Ig*1S?V? a



TIME DELAY SP-READO 0,25 TO 0.75 MS
DOPPLER SPREADS 0.00 TO 0925 CPS

MAXIMUM 4VEP(AGE DER TOTAL TOTAL
&/If 5/4 SITS ERNORS

0.5 000 4o980-01 4502 2240
21.5 23.7 i.?6#'J3 29263 110
29.5 26.6 V*000003 15?75 143
31.5 30.5 5#530-03 24761 13?
32.5 32.0 f*330(i3 18008 132
34.5 33.6 3o620-03 850p0 163
36.5 3S.6 1*640-03 e7?,30 111
36.5 37.5 19?40903 763765 13?
40.5 3945 1*420-03 135060 192
41.5 4100 1*450-03 85538 124
43.5 4.205 60860004 24310a .216
44'5 44.0 0091p-04 17557817
45.5 - 5"0 66160904 220598 too
460, 46.0 1.200s03 2S6614 30?
4r65 47.0 vo240P04 342152 316.
46.5s &6.0 $000004 321693 279
49'5 #90,0 V02V9004 342152 316
50.5 $0.0 6*.3Fw04 #07431 26?
51.5 51.0 1,579.04 319642 242
52.5 52.0 10210004 2e?8060 19)
53.5 53.0 16200003 249662 299
54.5 54.0 F6149004 166574 I19

56 55.0 00040-04 132609 120
V1,5 56.4 voevopgt 1193035 116
61.5 $4.5 *,379.04 5GS6 20



TIME DELAY bPREADI 0.25 TO U.75 MS
DOPPLER SPREAD$ 0.50 fu 1.uo CPS

MAXIMUM AVEIAGE BE TOTAL TOTAL
b/N S/N BITS ERkORS

16.5 15.0 o.nn¶-U3 11255 100
21.5 20.0 Y.0*i0J3 1800I 163
25,5 24.1 4111-03 36U16 148
2685 2tl d.61i-3 51526 153
30,5 29.6 ,.700-03 652f9 176
32.5 31.4 1.*70-03 T6,34 .08
33.5 33.0 do2P-03 54024 120
34.5 34.0 d.120-03 49522 105
35.5 35.0 1,840-03 67530 124
36.5 36.0 1.550-03 76534 119
38.5 3l.7 d,12o-03 85538 133
39.5 3v.O 2,O7o-U3 67530 i40
40.5 40.0 1.#10-03 60777 104
41.5 41.0 ;.I1'-03 112550 138
42.5 42.0 2.0V9-03 96793 ;02
023.5 43.0 4,Utp-U3 83287 334
44,5 40.0 1,760-03 81036 143
45.5 45.0 9.040-03 9004') 184
47.5 46.4 1o360-03 155319 214
5305 49.3 1.*02-03 101295 103
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t

TIME DELAY SPREADS OT. TO 1.50 MS
DOPPLER SPREADS 0.25 TU o0,? CPS

MAXIMUM AVERAGE 8ER TOTAL TOTAL
S/N B/i ITS ERR~ORS

41.5 41,0 1,660-02 6753 112 •
444.5 43.5 1#400 18008 10?45*5 r.5.o 2610-'3 24761 139
46*5 46.0 *,ý00 24761 194
47*.5 4.*0 4.*98-03 31765 1694e.5 4aO o.960-03 20209 141
49.5 49.0 4.*50-03 42769 196
53.5 508 4.0450-03 '8M6V 132
:).5 549,v 19F10•3 1T75? 2?
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t

1

TIME DELAY bPREAD: 04?5 TO 1.50 ms
DOPPLER SPREAD: 0.50 TOi 1.00 CPS

MAXIMUM AVERKAGE BER TO3TAL TOTAL
SNSiN PITS ERRORS

46.5 449d 4*42@P03 38267 169
48.5 47.4 3o620-03 31514 114
51.5 4907 4.590-03 13506 62
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TIME DELAY SPREADS 0.00 IU 1.50 MS
DOPPLER SPREADI 0.00 TO 0.25 CPS

MAXIMUM AVEmAGE SER TOTAL TOTAL
b/N b/N RITS ERRORS

0.5 0.0 4.960'Ut 4502 2240
14.5 12.3 s.2V#-U2 6753 222
16.5 1507 v.*•7?°O 13506 132
17.5 1I.0 1,640-02 9004 166
18.5 16.0 0,T10'03 22510 196
19.5 19.0 1,66P"03 27012 207
21.5 20,6 '4*10-03 36016 1i7
2205 22.0 J.286003 36016 118
23,5 23.0 3.86P'03 45020 174
24.5 24.0 #*1110-3 51773 213
25.5 25.0 ý,4V9P03 31514 113
26.5 26.0 6,100-03 42169 261
27,5 21.0 d*260-03 49522 112
28.5 26.0 3.130-03 54024 169
29.5 29.0 0,450-03 56275 363
30.5 30.0 3,TOP03 49522 183
31.5 31.0 4,25P@03 40518 I12
32.5 32.0 *.560-03 56275 258
34.5 33.4 iV4003 81036 238
36.5 35o5 1.060-03 153068 166
38.5 3F.5 1l16P003 141813 165
40,5 39.5 v.91P-04 204641 203
41,5 41.0 1*26°0-3 119303 150
42.5 42.0 o0500-04 130558 111
43.5 43.0 v.2 -04 184582 IT1
4405 4410 v0270o04 207092 192
45.5 45C.0 112-04 283626 402
46o5 4860 1,03003 299383 309
47.5 4700 o*.30-04 380419 336
48.5 46.0 1.660004 37591? a86
4v.i 4V.O o.408"04 391674 329
ý0.• 50.0 6.420-04 450200 307

51.5 51.0 1.540-04 364662 275
52.5 52.0 6.370-04 321893 i05
53.5 53.0 1.13P003 276873 313
$4.5 S4.0 f.lV-04 171076 123
5505 5500 0.740'-4 137311 120
57.5 56.4 1.030003 123605 127
61.5 58.5 v.540-04 60777 56
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TIME DELAY bPREADI 0.00 TO 1.50 MS
DOPPLER SPREADI 0.25 TO 0*,u CPF

MAXIMUM AVENAGE kER TOTAL TOTAL
S/N b/N BITS ERRORS

0.5 0.0 4,2*-01 45020 19280
1.5 1.0 Z,85•0-1 18008 5137
2.5 2.0 .3090-01 20259 6267
3.5 3.0 Z.530'01 29263 7413
4.5 4.0 2091P-01 24761 7202
5o$ 5.0 3,15#-01 38267 12U67
6.5 6.0 2019@-01 36016 10040
7,5 To 1,67@-I1 49522 8261
6.5 8.0 2.350-01 56275 13227

9.5 9.0 i.35P-01 29263 6087
10.5 10.0 f.150P02 15757 1127
13.5 12.3 1,130-02 9004 102
14.5 14.0 7.756-02 9004 698
15.5 15.0 4.20Vi02 4502 189
17.5 17.0 2.416-02 9004 217
18.5 18.0 1992P-02 15757 303
20.5 19.8 1.24@*02 11255 140
24.5 23.5 4.66@-03 27012 126
26.5 25o6 j,38-03 47271 160
27.5 27.0 3.55P003 29263 104
26.5 28.* 3.62P-03 31514 114
29.5 29.0 3.640-03 47271 172
30.5 3000 4o92@003 63028 310
31.5 31.0 jo78@-03 65279 247
32o5 32.0 4,850-03 65279 186
33.5 33.0 4.10P-03 92291 376
34.5 34.0 3.310-03 96793 320
35.5 35.0 1.350-03 139562 189
36.5 36.0 lo.8ds03 141813 409

37.5 37.0 i.45P-03 186833 458
3805 38.0 20420-03 207092 502
39.5 39.0 2.03•003 236355 480
40.5 40.) 1.750*03 243108 425
41.5 4100 d.120-03 252112 b35
42.5 42.0 d,44P-03 274622 560
43.5 43.0 i032#-03 263367 012
44.5 44.0 d010P-03 301638 634
45.5 45.0 1.80e-03 306136 550
46.5 46.0 1.600-03 272371 491
47.5 47.0 1.61@003 339901 546
46.5 48.0 1.91P003 344403 657
49.5 49.0 1.500-03 369164 553
50.5 0.0 1.160-03 405160 669
5105 51.0 .86P-04 366913 289
52.5 52.0 V.*49*04 270120 M55
53.5 53.0 W.740004 201375 246
54.5 S4.0 1007?-03 227351 244
55.5 55.0 1.350-m4 195037 144
57.5 56.4 0.360004 175578 112

o4,5 59.0 ?.F?-04 117052 91
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TIME DELAY bPREADI 0,00 TU 1.50 Mb

DOPPLER SPREAD' 05.U TU 1.00 CPS

MAXIMUM AVENAGE BER TOTAL TOTAL

S/N S/N BITS ERHORS

16.5 15.3 v*52-03 1575? 10S

19.5 1864 T*51003 22510 169

20.5 20,0 9.33P-03 13506 126

21.5 21.0 1.640-02 20259 333

23.5 22,7 7,700-03 33765 260

25.5 24.? 5916P-03 69781 360

26.5 26.0 4.72@-03 54024 255
27.5 27.0 i.89#-)3 40518 11?
28.5 26.0 3.4T•Q3 60777 211
2,5 29.0 3.96P03 58526 232
30.5 30.0 •,29euU3 69781 160
31.5 31.0 2.532903 76534 194

32.5 32.0 2.T09V03 65279 176
33.5 33.0 1.79-03 81036 226
34.5 33.0 2,12"03 96793 205345.530 1057?003 132809 208

36.5 36o0 3.04@-03 135060 411 t
37.5 3.0 .2990-03 76534 229
36.5 38,0 2,11O-03 108048 228
39.5 39.0 i0410-03 119303 267

40.5 40.0 1061@03 119303 192

4105 4100 1.660-03 189084 313

42.5 42.0 1.900-03 144064 274

43.5 43o0 4.12P0u3 121554 379
4.5 44.0 10T60-03 141813 250

45.5 45.0 1.72@003 1468566 255

46.5 46.0 1,460-03 128307 167

4?03 47.0 20500-03 101295 253

905 468.4 1,429003 103546 147

b305 511 i,360-03 *2769 56
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TIME DELAY SPREADI 0.00 TO 0,25 MS
DOPPLER SPREADI 0.00 10 1,0O CPS

MAXI w? AVENAGE BER TOTAL TOTAL
bd. S/N SITS ERRORS

0.5 0.0 4605'-01 20259 8215
1.5 1.0 2.53@-ut 9004 2278
2.5 2.0 J.130-ul 4502 1410
3,5 3.0 2,700-01 20259 5476
4.5 4.0 3.81-i01 9004 3428
5.5 5.0 2,570-01 157S? 4049
6.5 6.0 2,350-01 1575? 3V04

7.5 To. 1.20@-01 40518 4066
8.5 8.0 19640-01 33765 5554

9.5 9.0 1.90Pi01 11255 2134
10.5 1060 f,240-02 13506 V78
11.5 11.0 3.29@-U2 4502 148

14.5 13.4 4.79@o02 18008 863
15.5 15.0 3.120-02 9004 281
17.5 16.5 1.380-0c 27012 373
18.5 18.0 1.310-02 33765 441
19.5 19.0 v*740-03 31514 307
20.5 20.*) 1.?7-03 27012 210
21.5 21.0 1.030-02 31514 326
22.5 22.0 2.610-03 47211 133
23.5 23.0 1.070-03 56275 398
24.5 24.0 49640-03 56275 W61
25.5 25.0 5.36-°03 63028 339
26.5 26.0 •,69*03 81036 461
27,5 27.0 2.42@-03 ?2032 174
28.5 26.0 4.42@903 90040 308
29.,5 29.0 4*830-03 87789 424
30.5 30.0 2.51@'03 ?8785 198
31.5 31.0 3,20@'03 69781 223
32.5 32.0 3,059#03 83287 254
33.5 33.0 914@*03 67530 212
34.5 34.0 d,320-03 7876S 183
35,5 35.0 voy77-04 123805 121
34.5 36.0 3,010-03 119303 359
374ý 37.0 2.350-03 121554 286
38.5 30.0 1,?0O-03 114801 195
39.5 39.0 1.810-03 137311 248
40.5 40.0 1.359003 155319 M10
41.5 41.0 letw•*q3 164323 196
4205 4290 1.3200'i3 132809 175
4)S5 43.0 1.000003 168825 169
4491 4f.0 ),)349w3 162072 I1?
45.5 45.0 6.?9-004 iO9343 :81

47.5 46.5 6,610004 25865 171
5005 49.1 $*910U4 346176 155
52.5 51.5 £.ee1-04 2?01?o 103
5405 $3.4 60*?204 17T55?8 111
60.5 5509 ,l.oP-U4 103SA6 59
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TIME DELAY 5PREADI 0.25 10 0.75 Mb
OUPPLEIR SPREADI 0.00 10 1.00 CPS

MAXIMUM AVENAGE 8CR TOTAL TOTAL.
S/N S/N BITS EHI¶ORS

015 0.0 405spo01 29263 13305
115 1.0 .S018001 9004 2859
2.5 2.0 S.08p-o1 1575? 4057
3.5 3.0 20150-01 9004 IV37
4.5 4.0 e*4O..01 1575t 3?74
5.5 5.0 joS60-01 22510 8016
6,5 6.0 Jo130-01 20259 6336
105 To0 JOTTO-01 9004 3395
a'5 6.0 i.410-01 22510 7673
905 9.0 d*6'4001 18008 4153

10.5 10.0 6*62P-02 2251 149
16.5 14.7 ao22@-03 13506 111
17.5 11.0 10570-02 6753 106
16.5 18.0 6,59Pi-03 13506 116
2005 19.6 r,800-03 20259 156
23.5 22.4 '4*92P03 31514 155
25.5 24.6 d4o16003 67530 281
26.5 26.0 .J.530-3 45020 159
27.5 27.0 3*360-03 47211 159
26.5 28.0 4.310-03 56275 18f6
W905 29.0 4.620-03 74283 i43
30.5 30.0 4o390-03 103546 455
31.5 31.0 3.4f0-03 112550 390
32.5 32.0 3*530-03 103546 366
3395 33.0 3*14*-03 1Ma81 473
34.5 34.0 30310-03 150617 499
35.5 35.0 1*420-03 220598 314
36.5 36.0 go4?0-03 238606 589
3R.5 31.0 doS10-03 209!43 444
3e.5 301.0 d*250-03 274022 61?
39.5 39.0 1*690-03 317591 601
40t5 40.0 lo690-U3 312J8,0 ý26
41.5 41.0 1.7?@-03 387112 684
42.5 42.0 1,640-03 414164 163
43e5 43.0 4*41*-03 3931)25 %)S1
44.5 44.0 1*60-~03 4659S? 158
45.5 45.U 1*320-03 49416S6
46o5 46.0 1*230,03 526134 64?
47.5 4F.0 1,100-03 641535 161
4605 411*0 1*24000)3 634142 is?
49's 40.0 1*13Pu03 0?00?9 112
50.5 50.0 V*260004 69105? 641
51.5 51.0 1*800-V4 IR75l1 *56
52.5 52.0 V*50~00s 4?4V61 451
53.5 0*3.0 1*030-03 4ý344? 457
54.5 54*C V.25.04 328646 #0&
$555 55.0 0.410-04 274622 d)1
56.5 5660 6#410-04 157570 101

sts .?. l.1?0*u3 1o1i9l.% 119
5#*S 5605 90309-04 135060 122
64o5 60.6 SoOOP-04 29263 9
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I
TIME DELAY SPREAD8 0.75 rU 1.5o MS
DOPPLER SPREADs O.Ou iu 1.00 CpS

MAxIMUm AVE"AGE O TOTAL TOTAL
5/ / ITS ERRORS

41.5 410. 1.31,'-2 9004 11844.5 43.6 4..60-03 31514 150
45.5 45.0 '.300-03 31514 16760,5 46.0 f.06@-03 40518 286
4795 47.0 49160-U3 54024 25?
48.5 49,0 5.2fV-u3 31514 166
49.5 49.0 .e540-03 49522 22551.5 50.4 3.400-03 3826? 130565 54*.3 1.750-03 22510 62
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DUAL DIVERSITY-ALL DATA

DOPPLER SPREAD$ 0.00 lu 5.,o cp's

MAXIMUN AVtEwAGE TUrAL TOTAL
N ITS ERRORS%

0.5 aotpJ 67'33 4157.5 t~oo*60u 6t'53 1114
9*5 4.0 0.Def"O's2 675.3 45"111.5 1100 1.490.o2 1175 15612.5 1200 d0 ý00`J 1 dijb.5e 14.4 1655P-02 22)5101605 16.0 16.10~-o? 11255 16917.5 l7.0 IOVOP-02 6753 13421.5 20.1 0*.100Uqs 405114 123,5265 ý1641puij 4502(1Z5. 24,5 4U40-03 421610 17331.5 25#6o 1.'50"U3 1.12609 d3334.5 33.0 4900U 10ý546 10031.5 360 le* Ito7-"3 157ý?l4239*5 3065~ V.16PO*i i4qU06.11 13?41.5 40,.5 V04ajE-U4 10)4323 155
054366 1-450-U4 6,jv43 122 ,47.5 46.5 do2klo04 443106o 1025~.s 9"a Go.?0-05'3i 63
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APPENDIX G

FSK CPOSS MBIGUITV FUNCTIONSI
In this appendix the cross ambiguity functions are documented for FSK

transmissions possessing a linear frequency varition at; the transition

intervals. We require the function

ArfSr(t)S*,10(t 7- )e-I2 ,Xdt

where So(t) and Sl(t) are the two ideal FSK transmissions, and S01 M(t)

is the non-ideal FSK transmission depicted in Fig. 1. The signdling-

element duration is ?" seconds, the mark and space frequencies are -1/215

cps and 1/2W cps, respectively; and the total ttrasition time *s 2L seconds.

For I-i Ž L, the ambiguity functions assume the form:

A 0 (,\Xr) F. rr_ +W +XT+ (s3gnr) sir f" -L}}

I ekW + +X

+ (l exp i sn T)(ll+W) / isgT sin +(I÷ ) (..-)

--( 1 +i.x1-- 1( (sL - !- RII /

7 , \

r~~!L)

HI-, ) I

iV•t

I i ml l mm m la m. mlam m m m I i i m a a I ma im aiB amn am a m m2m2a1a



For jrj L, the ambiguity functions assume the formi:

7TYX W exp f- +] Ai

+ aVL-0 [J2 UAW2L~2W~

W (D 1+UW L) + IL W 1J i)

l2F. LLW2W + jV

+ NO(X+ ) exp Eir71Z [2V~si 2klwj 2 - i"

x+2 W -,r/ F T +L)] -P

X{4~ LI2 L~2~~-L) 4 (-j)Xi]

+ EVWexp i[r - ]\-w sn

X) (W

LWb 2
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