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DECISION-THEORETIC AND EMPIRICAL INVESTIGATION OF
SOME PROBABILISTIC DISCRIMINATION LEARNING SITUATIONS

ABSTRACT

A decision-theoretic analysis and experiment of three related choice
situations is presented. The first situation is a standard probabilistic
discrimination learning task. Each trial begins with the presentation of
one of a set of stimuli. The subject must choose between two response
alternatives to predict which of two events will occur on the trial, the
probability of each event being a function of the stimulus presented. The
second situation arises when the conditional probabilities, i.e., the
probabilities of the stimuli.given the events, are introduced to the subject
at the beginning of the experiment. The third situation is like the second

except for the fact that the subject is not told which event occurs on each trial.

The decision-theoretic analysis shows what differences in performance
would be expected among the three conditions when a strategy which maximizes

average expected payoff is employed.

One group of.subjects was run in each situation with the overall relative
frequency of one event equal to . 80. The performance of the subjects in
the first and second situationé was virtually identical, while the performance
of the subjects in the third (non-feedback) was somewhat worse. The
performance measure was the sum of the differences between the objective
expected payoff of the optimal choices and the choices made by the subject.
Comparisons of the choice proportions for the first and second groups
indicated that subjects in the second group did not integrate information
concerning the overall relative frequencies of events and conditional
probabilities. A large proportion of subjects in the third (non-feedback)
group made every choice in agreem.ent with the assumption that the overall

relative frequency of one event was one-half.
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CHAPTER I

INTRODUCTION

During the past ten years there has been an increasing
research interest in decision behavior in binary choice sit-
uations, liost of the experimental studies have been restric-
ted to cases in which the same stimulus is presented on each
trial. However, there have been a few studles in wihich the
same stimulus is not presented on each trial., Burke and
Estes (1957) proposed a model for the latter type of situa-
tion which has been called probabilistic discrimination learn-
ing. Since 1957 there have been very few studies relating to
probabilistic disgrimination learning, and, in general the
results of such experiments have not been in agreement with
the Burke-Estes model. (See, for example, Atkinson, Bopgartz,
and Turner, 1955; Shaffer, 1962.)

lore reacntly, interest has developed in Bayesian models
of decision making. Shuford and Hall (1959) nresented a
Bayesian interpretation of psychophysical judgemnts and sup-
gested an asymptotic response model for judrment behavior
in a percentage estimation task., Later, Viesen and Shuford
(1962) tested this model in an experiment in which Ss were
shown the central nine elements of 16x16 matrices composed
of randomly placed 1l's and O's. The task was to estimate the
prooortion of 1's in the large 16x16 matrices from observing
the samples of size nine., In this case S was nermitted to
use any of the 101 response alternatives 0%, 1%, . . ., 1007,
If this task is changed so that S 1s only nermitted to use




two response alternatives, say, AO and Al, the decision
task is formally identical to the probabilistic discrimi-
nation learning task,

The relation between the two tasks promnts anpronriate
consideration of the possible role of a Bayesian model of
decision making in a learning task. Tnis role uill be clari-
fled in a moment, but it 1s first necessary to rive a more
explicit statement of the type of task under consideration.

Each trial of an experiment 1s initiated by the onset
of an unambiguous stimulus such as a colored lirht (Shaffer,
1962). The trial is terminated when, after S has made his
choice, the experimenter announces the cholce wnich 1is cor-
rect for the trial, Let S denote the exhaustive set of mu-

tually exclusive stimuli, S = {81585, « v «5 8 Let E,

and El denote the two possible events and let AO and Al de-
note the two responses available to S. Further let Pk(Eflsi)
denote the proportion to times that event EJ has been gglled
correct for stimulus S, up to, but not including the k
trial.

The stimulus to be presented on a given trial 1s chosen
by the following scheme, Let-n0 be the probability that

event EO occurs on a given trial. A Bernoulli process 1s

nte

used to generate a sequence of events of type Eo and El.
Further let P'(siIEJ) denote the probability that stimulus

Sy will occur on a particular trial given that EJ is the

event for that trial. A random process 1s used to generate
the stimull in conformity with the probability measure
Pt(si|EJ) = Pij' (Investigators may not always use this
scheme to generate the stimulus-response assirnments. Rather,
that 1s one way to do it, and concepntualizinc the process in
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this way leads to a clear picture of the structure of
the experimental task as objectively defined.)
It will be recalled that Bayes theorem rnay be
= n
written P(B,|A) = P(bl)P(A|Bl)/iilP(Bi)P(A|Bi)

if Bl’ Bz, 5 i ¢w Bn-are mutually exclusive, and 1if ACBloBau

L. .UB_. From this 1t follows that

(1) P'(Eyls;) = myP (s, |Eg)/LngP ' (54|Ey) + (1 = my)P'(s,[|Ey)]

where P'(E0|si) 1s the objective posterior probability of
event Eo given stimulus Sy A similgr expression can be
written for P'(E,|s,).

On each trial, then, S 1s presented with an unambi~uous
stimulus and 1s to guess or decide wilch event will followv.
As the trials proceed S 1s able to obtain a more accurate
estimate of the posterior probabilities, P’ (_ |s ) since
S 1s told which event occurred on each trial after he has
made hls cholce. At the moment that S makes a choice, he
will never be certain that nis choice 1is correct, but he
can maximize the exnected number of correct choices for
each stimulus by choosing that alternative which has more
often been assoclated with the stimulus in the past,

The task described above can clearly be internreted as
one of decision making under uncertainty. On each trial S
is to make a decision about the state of tine world (it is
either Ey or L;) in the light of certain information rela-
ting to that state (this stimulus has been associated with
EO more often in the past than with El). There are certain
advantarses to be expected from viewing this task within a
decision-theoretic frame of reference. or one thin~, it
wlll clearly show how choice behavior directed toward
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achieving maximum exvected payoff 1is effected by certain struc-
tural changes to be introduced. The result of the decision-
theoretic analysis will provide a reference noint which will
helo 1in interpreting the choice behavior of subjects nerforming
the task. It should not be used to convince or dissuade one
that individuals are "rational" or "irrational," rather it
should be viewed as an aid in understanding choice -behavior,
The discussion section of thils dissertation will be  evidence

of the heuristic value of a decision-theoretic approach.

In order that the relation between learning and decision
makings be clarified, it will be helpful to distinculsa two
levels of organization which lead to changes in response be-
havior as a function of trials. The first level of organi-
zation is concerned with the utilization of a particular
declsion rule. For instanée, consider the decision rule which
maximizes the number of correct cholces over the trials of
the experiment.

(2) Choose AO for 84 whenever Gik>l/2.
Choose Al for 5y whenever Gik<1/2.
Choose AO with probability 1/2 and Ay with
probability 1/2 for 5y whenever Gik = 1/2,
where &,, = Pk(Eolsi). In order that this rule be apnlicable
throughout an experiment, it 1s necessary to define Gil' One
way to do this is to assume that 611 is the mean of an uncer-
tainty distribution of P‘(Eolsi), and that thls distribution
can be represented by a beta distribution with parameters
(r* =1, n' = 2). The mean of this distribution is §
After the k" trial

(3) s =Dt (Number of times sy has been followed by E,)
1k n' + (lJumpber of times s; has occurred) )

L op!
il " n"

wli=




(See Appendix I for a more detalled explanation of this
decision rule.)

As mentioned before thilis decision rule will maximize
the number of correct choices cver the trials of the ex-
periment. The stimull represent the inputs to the decision
rule, and the responses represent the outputs. Because
of the nature of the task, the output for a particular in-
put will change as a function of trials. (Note that this
1s not necessarily the case, but will be true as Pk(EO|s1)
fluctuates about one-half,) The processes which lead to
response changes relative to a specific decision rule are
ones of assimilatlion and utilization of information. To the
extent that different individuals use different decision
rules, the use of response proportions obtained from rroups
of subjects and averaged over trials will yleld 1little in-
formation concerning these processes,

Assume that a person uses the decision rule in expres-
sion (2) in this situation. Are there instances in which
his responses would not be predicted by the output of the
decislon rule? Obviously, the first time a stimulus occurs,
and whenever else Pk(E0|si) is equal to one-half, the de-
clsion rule does not specify a unique response. But be-
sides these cases, perfect use of the decision rule requires
that there be errorless identification of the stimull and
correct choices, and that memory be perfect. Assumins that
sufflcient allowances are made by the exnerimenter to elil-
minate errors due to memory or misidentification, the output
of the decision rule will predict S's responses in all cases
except where Pk(EOISi) is equal to one-half. If the declsion
rule used by S 1s not known to the experlmenter, response
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changes are liable to be attributed to some other process.

The other level of organization to be distinguished
here 1s that which relates to changes of the decision rule
in an experiment, The experimenter knows how the stimulus-
event assignments came about, and is, therefore, able to
specify the decision rule which will be best for achieving
some performance criterion. If, for instance, the experimen-
ter knows that a regular sequence 1is being used such as
"stimulus 5y is followed by EO three times, by El twice, by
EO three times, by El twice, etc.," the decision rule given
in (2) would not be the best for achievine the maximum ex-
pected number of correct cholces. It is only in terms of
the experimental structure specified earlier that the deci-
sion rule given in (2) is best. The individual performinc
the task 1s very likely not to perceive the situation as it
actually is structured. Even if the experimenter poes to
some length to explaln the structure to 3, there may be some
lack of understanding or some feeling that there 1s a solu-
tion which will improve performance. This is not an attempt
to explain deviations from the optimal rule in terms of mis-
trust or stupldity on the part of S, but 1t must be accepted
that the experimenter has less than complete control over S's
perception of the task.

The effect of this difference in perception is that S
may adopt different decision rules at different stages in the
experiment, or he may adopt one decision rule, but this rule
may not be the best rule for achieving the roals set by the
experimenter, considering the structure of the task as known
by the experimenter. Agaln, use of response prooortions ob-
tained from trial by subject averaging would seem to yield
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little information concerning what decision rules are adop-
ted by the individuals whb comprise a grouﬁ, and would defy
analysis of the effect which experience with a particular
task may have upon the change of decision rule.

There are those who would argue that this method of
attacking the problem has little merit (see Estes, 1962).
Yet 1t would seem instructive to see what kinds of questions
arise once this approach has been adopted, One area of in-
terest 1s ccncerned with identifying the decision rules which
are adopted by § in this type of sltuaticn. Toda (1962)
has conducted several experiments to lnvestigate the kinds
of decision rules which are adopnted by subjects in a pro-
bability learning task. One of his most interesting find--
ings 1is that the proportion of deterministic hypotheses is
greater than the proportion of stochastic hypotheses during
the early trials of the experiments. In one exneriment con-
sisting of 100 trials, the proportion of stochastic hyro-
theses became greater than the proportion of deterministic
hypotheses only after 40 trials. In this case, no advance
information was given concerning the nature of the event
sequence. . (Those who are doubtful about the relationship
between rules stated by subjects and the resultant behavior
are referred to a very interesting account of the interpre-
tation of rule statement given by Verplanck, 1962. Although
the task in Verplanck's experiment was a concept identifi-
cation task, he makes a penetrating analysis of the relation
between rule statement and choice behavior. Similar evidence
for correspondence between verbal rule statement and sub-
jeet's performance on a task 1s to be found in the recent
dissertation of Johnson, 1961,)
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Another type of question arising from this approach
relates to the structure of the task as presented to S. As
mentioned before, the svecification or adoption of a decision
rule depends upon understanding the structure of the task as
well as the performance criterion which is adopted. Ixperi-
ments have been conducted in probability learnin~ situations
in which the instructions given to S at the bezinnins of the
experiment have been varied in one manner or another., For
instance, Nies (1962) gave one gzroup of Ss the usual probabil-
ity learning instructions. Another groun was told that the
events tended to occur in definite natterns. A third and
fourth group were told the ratio of Eo to El’ wiph the fourth
group receiving additional information that there could be no
fixed pattern. (EO occurs nore frequently than El in all
cases.,) In all these cases the events consisted of outcomes
when drawing marbles from a box with replacement. A control
group was added with the usual probability learnins instruc-
tions, but the box was missine. (The intended effect of the
box for groups l-4 was to sucrest randomness.) The findine
was -that the information supplied to S8 1led to differences
in performance during the first 150 trials. The grouns who
were told the ratio of EO to El gave more AO responses durine
these early trials. [Furthermore, while the control sroun pro-
bability matched, that is, the asymptotic probability of Ao
approached Ty during trials 201-250, the other ~roups rave
significantly more EO guesses., This study, and others (for
instance, lMcCracken, Osterhout and Voss, 1962) are related to
the structure of the task as presented to S. The major defi-
ciency 1is that there 1s no way to state exactly what changes
in behavior are to be expected as a result of varying the
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instructions given to S. However, there are other ways to
manipulate the structure of the task as presented to S which
lead to an exact formulation of the differences which are in-
duced in the logical structure of the task., Knowing what
effect a change in structure should have in terms of the
logical properties of the task will afford a baseline with
which to compare the performance of Ss 1in the exveriment,




CHAPTER II
DESIGN OF EXPERIMLNT

One purpose of this dissertation is to present a decision-
theoretic analysis of certain cholce situations which arise
when certain aspects of the probabillstie¢ discrimination learn-
ing situation are changed. One aspect to be considered is
the relationshln among the stimuli in these choice situations,
while the other aspect is the information concerning which
event occurred on each trial. These changes affect the logi-
cal structure of the situation and, presumably, the percelved
structure. The other purpose of this dissertation is to in-
vestigate and interpret the choice behavior of subjects in the
different situations.

Before the exact nature of the »nroposed chanres 1s pre-
aented, 1t is necessary to set the boundary coaditions. The
performance criterion to be used 1s that of maximizing ex-
pected payoff, 1In order to simplify the discussion, a nayoff
matrix whi:h can be reduced to the followings form will be

used:
EO El
AO u 0
Al 0 u

In thils matrix E0 and El

Al are the response alternatives, and each entry in the matrix

are the two nossible events, AO and

1s the payoff realized if response A, 1is chosen and event E, occurs,
(See Appendix I for a discussion of matrices which, for the
purposes here, can be reduced to this form.)




The purpose, then, of what follows 1is to show fthe effect
that certain structural changes will have on the choices of
a person who behaves so as to maximize expected payoff.*¥ This
person must be capable of correctly identifying the stimulil
and of recognizing correct responsés after being given iden-
tification of the occuring event., He must also be able to
remember certain things about the sequence of events.

Three different experimental settings will be discussed.
The first 1s identical to the probabilistic discrimination
learning situation discussed earlier. The second 1is similar
to this with one major exception--that the conditional probabi-
lities, the P'(si|EJ), are given at the beginning of the exper-
iment.. The third setting resembles the second in that the
conditional probabilities are given, but differs in that in the
second setting S is told which event occurred after he has
made his choice, while in the third setting S 1is not given this
information. These settings will be discussed one at a time,
and the manner in which the output of the decision rule changes
as a function of trials will be shown.

Task CC.--In this case S i1s given the correct choices on
each trial, but there 1s no a priori relationship among
the stimull, The decision rule which maximizes expected pay-
off is given 1n expression (2). Use of this decision rule
requires that the quantity Pk(Eolsi) be remembered for each
stimulus. As the number of stimuli increases, so does the
number of different quantitles which must be remembered.
Before a particular stimulus has occurred, there is no log-
ically compelling reason to favor one response over the other,

*The term optimal cholce will be used to denote that
choice which has the higher objective expected payoff given
that all conditions and parameters relevant to the choice are
known.
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For instance, assume that stimulus 4 oceurs for the first
time on trial 20, that the correct choice for all previous
trials has been EO, and that several other stimull have oc-
curred., One assumption which would lead to favoring El on
trial 20 is that there must be some stimulus which 1s an
indicator of El. Since, to this point, other stimull have
indicated EO, it is more likely that El is correct for Sy
the stimulus presented on trial 20, On the other hand, one
might assume that since all of the stimull up to trial 20
have been associated with EO, it is more likely that the sti-
mulus presented on Trial 20 also indicated EO. Neither ar-
gument can be defended without addines assumptions other

than those known to be true from the way in which the task

is presented. However, setting Gilequal to one-~half reaulres
no extra assumptions.

Task CP-CC.--For the task described above, then, there
1s no a priori relation among the members of the stimulus set,
However, 1f the conditional probabilities are given at the
beginning of the experiment, there 1s a definite relation a~
mong the stimuli.

As shown 1in Appendix I, the decision rule which maxinizes
expected payoff for this condition is very similar to the de-
cision rule presented in expression (2) for the CC condition.
The decision rule is

(3)  Choose A, for sy whenever P,(Ej|s;) >1/2.
Choose Al otherwise,
In expression (3) P2 (EO[si) is the posterior probability of
EO given stimulus Sy The posterior probability is a function
of the conditional probabilities relevant to the stimulus Sy
the sequence of events up to, but not including, the Kth trial,
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and an initial prior distribution. The role of the latter
distribution will be clarified in a moment. Decomposition
of the terms in expressicn (3) into nrior and conditional

probabilitles leads to some interesting facts.: . Consider,

for instance, P, (Eolsi). .

(4) Pg (Eglsy) = P'(s, |EQ)T,/[P' (5, 2T, + P' (s, |E))(1-T)1.

Every quantity in this equation is famillar with the
exceptlion of ﬁﬂ‘ If the proportion of BO events 1s known.

Ip = Ny. ‘hen the proportion of Ly events is not known, I,
is the mean of a distribution. This distribution reflects
the uncertainty about the proportion of EO events., Assune
that at the beginning of an experiment S feels that the
proportion of EO events 1s equal to the proportion of :l
events, but it would take very little information for him
to be convinced otherwise. That is, S is uncertain about
the true proportion of EO events, and he places little
faith in any one number. This subjective distribution can
be approximated by a beta distribution with parameters

(¢ = 1, B = 1), the uniform distribution of the interval
(0,1). This distribution is changed as a function of trials,
and it 1s the mean of this distribution which is relevant
in making decisions. Decision rule (3) can be re-written

(5) Choose A, whenever PZ(Eolsi)/ Pp(E;[sy) > 1.

Choose Al otherwise.

Substituting the term on the rirht side of (1) for the
terms on the left side of (5) and rearrancing terms, (5)
becomes

o= Plisylsy) :
(6) Choose A, whenever 1, > P'(81|EO)+P'(51|Ei7

Choose Al otherwise,

3=




The right side of (6) is fixed by the initial conditions of the
experiment. It is the value of ﬁz which determines the choice
cn each trial. The dis*ribution of N, is given 1in Appendix I.

K'proof that ﬁz convergss to Ho is al:o given,

The essential aspects are that the distribution of nz
c¢epends only upon the number of times that E0 has occurred
up to the ch trial, There i1s only one quantity which needs
to be remembered, and the information about the correct
choices for all stimuli is logically relevant to the choice
to be made for any one stimulus., In general, performance,
as determined by reference to the optimal choices, is better
when the conditional probabilities are given than when these
probabllities are not given. The optimal cholce is the choice
which has the higher objective expected payoff.

Task CP-CC.--The third experimental setting is similar
to the second with the exception that the correct choices are
not given on each trial. 1In this case the decision rule
given in equation (6) 1s also applicable., The difference in
this situation is the distribution of Ty In this case, the
distribution depends upon the ratio P'(siIEO)/P'(silEl).

The result that the decision rule is the same for the CP-CC
condition and the CP-CC condition and that the only dif-
ference between these two conditions is the distribution of
n2 is rather surprising. The essential aspect here is that
with the CP-CC condition the result of each trial is the
exact knowledge of which event occurred, while with the
CP-CC condition each trial terminates with information con-
cerning the likelihood that the stimulus for that trial was
produced by either of the events., Thils is to some extent

simlilar to making inferences about a parameter on the basis
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of an infinite sample (CP=-CC) as opposed to a small sample
(CP-CC). The reader is again referred to Appendix I for the
- details. In this case, ﬁz does not converge to Ny as rapidly
as when the correct choices are given., Performance in this
case should be worse than in the other two cases.

The experiment to be reported here was designed to com=-
pare the performance of Ss 1n these three conditions. The
first purpose is to see how far the performance of Ss in
each setting diverges from the respective optimal performance.
The second purpose 1s to see how performance of Ss in each
group compares with performance of Ss in the other groups.

It is not to be expected that actual performance matches
the performance of the optimal models. The optimal models
entertaln no false hypotheses about the structure of the sit-
uation, have perfect memory, and compute solutions from analy=-
tic equations. The optimal models use an unambiguous and
inalterable performance criterion. On the other hand, humans
do not have perfect memory, may adopt one of an infinite va-
riety of performance criteria, and are quite likely to enter-
-tain false pattern hypotheses.

The main value of the optimal models 1s that they show
exactly what differences are induced in choice behavior by
the changes which are made. They afford a standard against
which the perfofmance of Ss can be compared, and hence give
more meaning to differences in performance by Ss in the
different settings.,

It 1s expected that some Ss in the condition where the
conditional probabilities are not given, but the correct
cholces are given (CC) will adopt a decision rule similar to,
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if not identical to, that presented in (2). The performance
of this group should be somewhat nearer the optimal perfor-
mance than a probability matching performance. This result
would be cons1stent with the findings by Estes, Burke, Atkin-
son and Frankmann (1957).

‘here the performance of the Ss who receive both condi-
tional probabilities and correct choices (CP-CC) will stand
relative to the model performance and relative to the pnerfor-
mance of the (CC) group is an open . question. Shuford and
Wiesen (1959) have offered evidence for a Bayesian internre-
tation of proportion estimates in the experiment mentioned
earlier. In this case it is difficult to tell whether the Ss
are learning the posterior probabilities, or whether there
is some perceptual reorganization related to the distribution
of stimuli being used. . Ward Edwards (personal communication)
has conducted some experiments in which the task was to esti-
mate posterior probabilities from information about the con-
ditional probabilities and the prior nrobabilities. The Ss
performing this task do not make very accufate use of the
information and their estimates are not very well related to
the objective posterior probabilities. The experimental
task to be used here is somewhere between these two tasks,

It differs from the Cdwards experiment in that the task is
to make a choice and not an estimate. However, in order to
make his cholce 1in agreement with the optimal model, S must
be able to integrate information about the vprior probability
with information about the conditional probabilities., This
is what the Ss in Edwards' experiment were not able to do
very well at the level of stating estimates of the posterior
probabllities.
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dehaviorally, then, the task under consideration here
is more similar to the task nresented by Shuford and ‘'‘iesen
in that S must make a decislon ratner than an estimate of 2
posterior probability. However, the point of focus in the
Shuford-'lelsen experiment was the asymptotic responses of
the Ss. As mentioned before, there is a possibility that
the posterior probabilities were being learned. However,
in the task under cnnsideration here, the noint of focus
is the trial by trial changes in choice behavior. It should
be rather easy to discriminate learning of posterior nro-
babilities from a process which combines the information
about the prior probabilities -and the information about the
conditional probabilities, It willl not be surprisine if tie
performance of Ss in the (CP-CC) condition is rather similar

to the performance of those in the (CC) condition,
The performance of Ss in the condition where the con-

ditional probabilities are ~iven, but no correct choices

are given (CP-CC) should not be as rood as the nerformance
of the other groups. However, the difference between the
Ss' performance and the performance of the model misht be
greaters in this condition tnan in the otrners, !iesen and
Shuford (1962) used this cond.tion in the mnatrix exneriment
discussed earlier, and found, essentially, no chanre 1n
performance as a functioa of trials. uost Ss tended to re-
spond with estimates near the proportion ~iven in tne samnle
matrix. In the case of the experiment bein: performed here,
the maln differe.ice between the two groups (CP-CC) and
(cpP-CC) is the information given to the Ss concernin: the
proportion of E0 events, The Ss in tne latter group must
get this information from the stimuli which occur, while
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the ig in the (CP-CC) group are told which event occurs on
each trial. dowever, the extent to which 3s are incanable
of usin=: tinis information should increase the difference be-
tween these two groups. The Ss riven tne correct choices can
learn the posterior probabilities, while Ss who are not civen
tue correct choices have no recourse but to use the informa-

tion about the proportion of E, events if they wish to improve

performance over that attainabge by respondiner on the basis
of the conditional probabilities. For some stimuli the con-
ditional probability of the stimulus given EO is greater than
the conditiondl probability of the stimulus given El. The
reverse 1s true for other stimuli. An S who always chooses
his response according to which event produces the creater
couditional probability is responding on -the basis of the

zonditional nrobabilities.
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CHAPTER III
EXPERIMENTAL METHOD

The Task.--The Ss were piven a brief explanation of the
problem confronted by a physician who must recommend treat-
ment for an aillment when he 1s not sure exactly what the ail-
ment is. The following situation was then described to the
Ss: The result of a blood analysis shows that each of a
group patients has one and only one of two possible strains
of a certain virus. However, exactly which strain each pa-
tient has is not known since the blood test cannot discri-
minate between the two strains. The two strains are labeled
virus Y and virus 0. When a patient is oresented for diag-
nosls he reports a symptom, and the task 1s to prescribe
the appropriate treatment for the patient. There 1s one
drug which 1s effective in curing a patient who has virus Y,
and another drug which 1s effective in curing a patient who
has virus O. Since the drugs interact in a potentially
harmful way, both drurms cannot be administered to a single
individual. The possible symptoms which a natient may
report are: Headache, Sore Throat, ilausea, Fever, Drowsli-
ness, or Backacnhe. (The complete instructions for each
group appear in Appendix II.)

Subjects.--The Ss were 163 volunteer undercraduate
students from an introductory psychology course., The ratio
of male to female was -about six-to-one. The Ss were run in
six groups, each group correspondins to one of the three
experimental settings with EO defined as virus Y for rouchly




half of each condition, and ED defined as virus O for the
other half:. The Ss were randomly assigned to conditions with
the constraint that some Ss were free to schedule experimen-
tal meetings only at one particular time. This latter con-
dition characterized about 25 Ss who were approximately
equally distributed among the six croups. Originally there
were 30 Ss scheduled for each rroup, but some Ss failled to
keep the appointment. It was decided that the utility of
having equal numbers in each group was overshadowed by the
disutility of finding more Ss and running these Ss in small
groups of two or three. The number of Ss in each grroup was
as follows: CC-0, 25; CC-Y, 23; CP-CC-0, 30; CP-CC-Y, 27;
CP-CC-0, 29; CP-CC-Y, 28. (One S was discarded from ~roup
CC-Y because he used the stimulus-free stratery of systema-
tically writing down 10 AO responses, 10 Al responses, etec.)
Stimulus-Correct Choice Series.--A Bernoulll process was
simulated on an LGP-30 computer to zenerate the seguence of
events using the multiplicative conrruential method (Tausky
and Todd, 1956). The probability that By occurs on a ~iven
tridl, Ty, was .80. In order to cenerate the stinuli, the
conditional probabilities were obtained by using two blnomial
processes with (n = 5) and letting the number of successes
each represent a symptom. That 1is, no successes was substitu-
ted for a headache, one success for sore throat, . . ., and

five successes for a backache. ‘ihen EO was the event for a
ziven trial, the binomial process had a parameter (p = .65),
while with E, (p = .40). The same process as described above
was used to generate the values of r, the number of successes
in a sample of size five., The theoretical condition, mar-i-~
nal and posterior probabilities, and the mar~inal and vos=-
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terior probabilities.obtained from the seauence which was
used 1in 211 conditions are ziven in Table 1. The equation
for the marginal probabilities, f(rlno), is

f(rlno) = Hof(rln,po) + (1 - no)f(rln,nl).

The posterior probabilities are obtained from equation (7)
(7) f(po|r) = nof(nlpo)/[nof(rlpo) + (1 - Ho)f(rlpl)].
TASLL 1

THEORETICAL CONDITIONAL, #ARGIAL, AJD POSTLRIOR
PROSABILITIES, AND OBSERVED :IARGI:./AL PROSABILITIES

My = .80, py = .65, py = .40, n =5

r f(r|p,) f(r|pl) f(r|n,) Observed f(p,|r) Observed
0 .005 .078 .020 .053 .213 .250
1 .049 .259 .091 .100 430 U467
2 .181 . 346 214 .200 677 . 700
3 .336 .230 + 315 287 .854 .907
b 312 077 .265 .207 942 .951
5 .110 .010 .095 .093 973 1.000

Proceduvre.--The name of each symptom was printed vwith
black ink in 1 1/2" hirch letters on a 9" hirh by 20" wide
white card. These cards were hun~ alonc the tovo of the
blackboard at the bezinning of the exneriment and remainead
there throughout the experiment. The name of eacn of the
strains of virus was printed in 1 1/2" high letters on &

5" high by 12" wide card. The color was black for the CC
sroups, and one name was in blue and one in red for the CP-CC
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and CP-CC grouns., The reason for this will be explained in
a moment. These cards were hune, one above the other, on a
stand in front of the experimenter.,

Each S was given an answer booklet and a rencil. The
answer booklet was composed of four pares each of which had
space for recordinc the first letter of the symptom presented
on the trial, a space for S to record his choice, and a space
to record the correct choice. The space for recordinc the
correct choice was omitted from the answer sheets for the CP-
CC croups.

The baslc nature of the task was exnlained to all Ss.
The Ss were told that if the strain of virus which a natient
had was correctly identified, the patient would recover in .z
few hours, but if the strain was not correctly identified,
the patlent would not recover for a few days. The Ss were
told that they could not be correct in every case, but 1t
was important to try to be right as often as possible,

The Ss in the CC groups were simply told:

As the experiment proceeds you may see that Virus

O 1s assoclated with some symptoms more often than
1s Vicus Y, On the other hand, you may see that
Virus Y 1s associated with other symptoms more of-
ten than is Virus O, Your task is to make a choice
on each trial, and to try to be correct as often

as you can,

After the general instructlons were read to the 3Ss 1n
the CP-CC and CP—EC groups, a fizure which contained the con-
ditional probabilities on a 12" hich by 18" wide white card
w7as nung at the top-center of the blackboard. The symptoms
which had greater conditional probabilities for E0 vere to
the right of the figure, while the other symmtoms were to the
left of the figure. The order of the symptom cards from left
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to right was in agreement with the order in which the symptoms
appeared on the figure. This order corresponded to the nu~
merical ordering on r. (The order of symptoms from left

to right for the CC groups was a random order of this con-
figuration.) The figure contained the first letter. of each.
symptom., Above each letter there were two half-inch wide
rectangles, one blue and one-red. The height of the blue rec-
tangle was proportional to the conditional probability of

that symptom given that the patient had the strain of virus
designated as EO’ while the height of the red rectangle was
proportional to the conditional probability of that symptom
given that the patient had the virus designated as El. The
constant of proportionality was approximately 1" = ,05. The
role of E0 and El was reversed by having the word "Virus Y"

in blue for one group, and in red for the other group.

The Ss were told that the records of a thousand patients
who were known to have virus Y and of a thousand patients who
were known to have virus Q had been obtained. The figure
represented the number of patients with each virus who repor-
ted each symptom. It was pointed out that it might have been
more difficult to obtain the thousand records for the one
strain than for the other since it might be that there are
more people with the one strain than the other. The Ss were
told that even though a particular symptom may occur more
frequently when one strain is known to be present than when
the other strain 1s known to be present, it does not follow
that presénce of the symptom would more likely indicate the
first strain. The Ss were told that tney should consider the
overall frequency of each strain in making their choices.

The Ss 1n the CP-CC group were told that they would get an
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idea of these frequencies since the correct choice would be
given after they had made their choices. The Ss in the CP-CC
groups were told .that they would get an idea of these fre-
quencies by paying attention to which symntons tended to oc-
cur more frequently. If sygptoms favoring EO tended to occur
more frequently than symptoms favoring El’ it would indicate
that EO was occurring-more frequently than was El’ and vice
versa, The only question came from the (CP-CC) groups.
There was some protest that the task was not possible, but
the experimenter.tried to clarify the task by rephrasin~ the
instructions.

Each trial consisted of the following stevs:

1.) The experimenter announced the trial number, took
the top card from a pre-arranced pack, read the
name of the ‘symptom appearinr-on the' card, 'and poin-
ted ‘to the -appropriate symptom card .at the toop of ..
the blackboard.

2.) The S recorded the first letter of the symntom and
his choice.

3,) Fifteen seconds after the initiation of sten 1.),
the experimenter read the name of the correct virus
and pointed to the appropriate card containinz the
virus strain.

4.) The S recorded the correct strain on his answer
sheet.

5.) Five seconds after the initlation of step 3.), the
next trial was announced,

For the CP-TC sroups, steps 3.), 4.), and 5.) were omaitted
and there was a fifteen second inter-trial interval. A stop
watch was used to time the intervals 1in all cases,

Six practice trials were given. Each symptom was pre-
sented once during the practice trials, but no correct choices
were given. The experimenter merely indicated, where appro-
priate, how this would be done during the experiment.
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At the terminaticr of the 150 trials, each S was asked
to write a brief paragraph or so in response to the following
questions.,

1.) What anproach did you use in making your decisionsg?

2.) If you were to perform the same task again, do you
think that you would do anything differently? If so, what?

When the Ss had finilshed answering the above questions,
a short questionnaire was passed out., The reneral purpose
of the questionnaire was to try to get some further infor-
mation relating to questions 1l.,) and 2.) above. The specifiec
content of the questionnaire differed slightly from one group
to the next, but the general content was the same.
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CHAPTER IV
RESULTS

The Results to be presented here are comnosed of two
related,. but different, translations of the data. The first
translation is in the form of cumulative recret functions.

A cumulative regret function 1s obtained as follows: Assume
that the payoff for a correct choice is one unit, while the
nayoff for an incorrect cholce 1is zero units, TFor each symp-
tom there is an optimal cholce defined by knowledre of the
naraneters of the situation., The optimal choice is the choice
which has the higher objective exnected payoff, and the choice
A®* such that

E[o(A%)]s,] = uP' (2] sy) = P'(Ejlsi)
is greater than or equal to 1/2. In this expression uP'(EJlsi)
is the objective expected payoff for choosins A%, Reference
to Table 1 shows that the optimal choice for symptoms H and S
is El’ while EO is the optimal choice for ., F, D and B. The
regret for a particular trial is the difference between the
objective expected payoff for the optimal choice and the ob-
Jectlive expected payoff of the choice actually made by the S.
If S makes the objectively optimal cholice, the repret is zero.
If S does not make the objectively ortimal cholce, the regret
is non-zero, and is small vhenever E[p(A*)[siJ is near one
half, but is large whenever E[p(A*)lsi] is near one. In any
case, the regret is a function of the choice made by S and the
objective posterior probability of the event pgiven the stimu-
lus. The regret 1s




(8) els)) = Llp(a%)|sy] - Elp(A)|s,]
where éj is the choice made by S. The cumulative regret,
G(si), is regret summed over trials.

The second translation of the data is in the form of the
proportion of Ss making the optimal choice for each symntom,
This choice 1is El for H and S, and 1s EO for i, ', D and 3.

The cumulative regret function for each croup is pre-
sented in Fig. 1, together with the regret function obtained
from the optimal model for CC and CP~CC conditions. The re-
sponses for the two sub-grouns of each condition were pooled
since there was no systematic difference which could be ac-
counted for in terms of preference for responding either Y
or O, The solid line labeled "ilodel" is the regret function
obtained from the optimal model for the CC condition. The
dashed line labeled "llodel" is the regret function obtained
from the optimal model for the CP-CC condition when the para-
meters of the initial distribution of 1 are o = B = 25, The
cholce, and hence the regret, for this condition depend unon
the choice of prior. With these parameters, 957 of the
density of the beta prior distribution is between .36 and 6L,
while 99% of the density is between ,32 and .68. This value
was chosen for o and B because the optimal model based on this
prior distribution zcnerates a regret function which is very
ginilar to the data of some 3s. This will be clarified later.

The cumulative regret function labeled "Fip." in Fig. 1
is generated by always choosing that response which has the
higher conditional probability as indicated by the figure
presented during the experiment. This stratepy results in
optimal choices in all cases but symptom ii. The conditional
probability generated by El.is greater.than the conditlonal

as e
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probability generated by LO, but the value of I
the optimal choilce is AO.

The regret function for the optimal model for the CP-CC
condition is not presented in Fiz, 1. Since no simnle expres-
sion can be found for the mean of the distribution of n2 for
thls condition, 1t was necessary to use a hirh sneed compu-
ter to evaluate the mean. Reference to Appendix I shows that
the mean of this distribution 1s the ratio of two nolynomials.

For a« = B = 1, the polynomial in the numerator is of degree

0 is such that

(2 + 2), and the polynomial in the denominator is of derree
(2 + 1), UWith existing facilities (LGP-30), the computinc
time required to evaluate this function is tremendous. The
mean was computed for the first fifty-four trials, and the mo-
del made one non-optimal choice. This was for symptom . on
trial 37. The mean of the distribution was well above the
critical value necessary to choose AO for symntom i1, and 1t
1s almost certain that the model would make no more non-
optimal choices. It would be interestinc, bgt impractical
with existing facilities, to compute the mean of this distri-
bution for each trial ‘using the values of « and B which were
used for the CP-CC condition, (a = 8 = 25). It seems a cer-
tainty that the only non-optimal choices wvhich would be made
would be for symptom N. This cannot be nroved, but an intui-
tive argument can be given., With o = g = 1, the mean of the
distribution is always above .50 except after trial two, and
the mean does not get near the value necessary to choose AO
for symptom S, This latter value is .842. When o« = 8 = 25,
95% of the density is between .36 and .64, The effect of this
on the mean of the distribution of n2 will be to keep 1t clo-
ser to .50. That 1s, it requires more observations to move
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the mean up from .50 in this case than when ¢ = B = 1., Hence
there should be more non-optimal choices for symptom N, but
this 1s the only difference to be expected.

_ During the early trials the empirical functions for
Groups CC and CP-CC are very similar to the model functions,
For Groun CP-CC, this simply means that, during the early
trials, both model and subject niake their choices in a nan=-
ner consistent with the response indicated by the conditional
probabilities. On the other hand, Ss in CGroup CC distribute
their responses about equally between Ao and A
early trials as does the model.

The optinal model for the CP-CC condition makes all op-
timal choices after trial 42, while the optimal model for the
CC condition makes a few non-optimal cholces after trial 35.
This latter fact 1s attributable to the sequence of events
associated with symptom S, On the other hand, the emnirical
functions increase beyond these points. The functions for
Groups CC and CP-CC are virtually identical, are somewhat S=-
shaped, and are similar in increase to the "Fi~," function.

1 during the

The function for Group CP-CC is linear. The performance of
the latter sroup 1s poorer than that of the other two ~rouns.
There is llttle more to say about the results in this

form. The empirical functions presented in Fiz, 1 are aver-
aged over Ss, and it is lmportant to try to assess tae con-
tribution of eacah S to the averaze. In order to achlieve sone
understanding of this contribution of each S, the cumulative
regret function of each individual was inspected., Tables of
the individual regret functions evaluated at five-trial in-
tervals are presented in Appendix III. The figures are not
presented here because the result of plotting several of

e
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these functions in one figure is utter confusion, and the bur-
den of presenting 162 fisures 1is overwhelmine. Inspection
of the individual curves for groups CC and CP-CC.revealed
that the curves could be roughly classified into three cate-
gories by looking at the shape of the function between trials
51 and 100, and between trials 101 and 150. There were some
curves which were relatively smooth or flat throuchout both
intervals (FF). Some were smooth betueen trials 51 and 100
but increased between trials 101 and 150 (FI), while others
increased throuzh both intervals (II). About half of the
Ss in the CP-CC groun made every choice accordin~ to which
conditional probability was greater as seen on the figure
oresented to the Ss. The rest of the Ss in this groun could
be classified as (II), 'with one exception. This S made two
non-optimal choices throughout the experiment, Of the 30
times symptom N occurred, this 5 made the non-optimal choice
in two cases. There were nine Ss in the CP-CC croun who
made the choice indicated by the conditional probabilities
on each trial,

The judgments of flat versus increasine were made by
the experimenter by two methods, and by an indenendent judge
using one method. The method used by bota judres was visual
inspection, while the experimenter also used a nuanerical me-
thod. If the difference in a cumulative recret function was
greater than two units between -the two limits, either 51-100
or 101-150, the function was considered to be increasing be-
tween the limits., Otherwise 1t was considered to be flat.
This arbitrarily chosen value represents a value which 1s not
“too far from the increase for the optimal CC model but not
too near the increase for the probability matching model.

-31-




This categorizatien rule was violated in two caoces in
which the result ot categorization was an increasing curve
between trials 51 and 101 and a flat curve between trials
101 and 150. The amount of increase in the interval 51-100
was only slightly larger than the selected value of two some-
what independent judgments of the experimenter, and the inde-
pendent judgments of the other rater agreed almost without
exception. (If the reader turns to Appendix III, he will see
why this is so. The individual differences are by no means
small.)

Cumulative regret functions for the three groups with
the sub-divisions explained above are presented in Figs., 2,

3, and 4, The curves for various mcdels are also presented.

The results of the CC group are presented in Fig. 2. The cu-
mulative regret function for Ss classified as FF (N = 19) is
identical to the model function in many regions, and overall

it i1s very similar to the model function. There is somewhat
more increase in the empirical function between trials 85 and
120 than in the model function. The function for Ss classi-
fied as FI (N = 10) is everywhere above the function of the FF
group, but is very similar up to trial 100. The function for

Ss classified as II (N = 19) is very similar to the function
labeled "Matching" in Fig. 1. The matching function was generated
qk 1s the probability that S
chooses AO’ while (1 - Gik) is the probability that S chooses A,.

assumling that for each trial §

The results of the CP-CC group are presented in Fig. 3
The function for the Ss classified as FF (N = 12) is virtually
identical to the model curve up to trial 50, but this should
be so because the values of the parameters of the prior dis-
tribution cannot be made so that there is the observed in-
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Fig. 2. Cumulative regret functions evaluated at 5-trial

intervals for Groups CC-FF (N =19), CC~FI (N = 10) and CC~II

(N =.19). The function labe.ed Model " was:%“ zenerated by -the
optimal model for Group CC.
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Filg. 3." Cumulative regret function evaluated at 5-trial
intervals for Groups CP-CC-FF (N ='12), CP-CC-FI (N =12), °
CP-CC-II (N = 23) and CP-CC-Fig. (N =10). Thé funetion '
labeled "Model" is generated by the optimal model for Group
CP-CC with a = B = 25,
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¢rease during the initial trials and also the observed increase
during the last 100 trials. The function of the CP-CC-FF

group after trial 50 is more similar to the function eenerated
by the model for the CC condition than the function generated
by the model for the CP-CC condition,

The function for Ss classified FI (J = 12) 1s everywhere
above the function of Ss classified FF, The two functions
are very much the same up to trial 100, but at this point the
function of the FI group increases with about the same slone
as the matching function. Here again, the function of Ss
classified as II (N = 23) is similar to the matchine function.
The function for the other Ss in the CP-CC condition (4 = 10)
is the function labeled "Fig." in Fig;., 3. This function is
generated by always choosing that response which has the
higher conditional probability as indicated by the figure
presented during the experiment., This strategy results in
optimal choices in all cases but symptom N. In the case of
symptom N, El generates the hirher conditional nrobability,
but the value of Iy is such that the optimal choice is AO'

The results for the CP-CC groun are presented in Fig, 4,
CNote the’change in scale .to accommodate the functions.) The
function for Ss who made all cholces 1n agreement with the
height of the conditional probabilities (i = 32) 1s arain
labeled "Fig." It would be interesting to find out what
values of o and 8 (for & = g) would generate this rerret
functlion for the optimal model., . Perhaps 25'is not too far
from this value. There was one §'who made only two non-
optimal choices. This S stated that he noticed a preponde-
rance of symptoms for which the conditional probabilities

generated by EO were greater than the conditional probabili-
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ties generated by E and that he, therefore, decided that

0 This statement is
the intuitive spirit of the model. The other Ss (N = 24) can
be clagsified as II according ot the scheme described ear-
}ieyz The Ss in this group follow the figure up to trial 10

only. Beyond this point the empirical function is very si-

l,
the better choice for symptom N was A

milar to a cumulative regret function obtained by a condi-
tional probability matching model (CP Matching). The CP
Matching model assumes that for a given trial S chooses Ay

with probability (1 - pi),

with probability Py and chooses Al

where
P'(s,|En,)
(9) Py * P7(s, [E )i+ g‘(s TE.)
il™0 1 E

This model is in the same spirit as a probability matching
model when the correct choices are given. The model assunes
that S apportions his responses between Ay and Al in agree- -
ment with his estimates of the conditional probabilities,

The cumulative regret function for the three sub-groups of
the CC and CP-CC conditions are presented in Fig. 5. The functions
for the corresponding sub-groups of the two conditions are very
similar. The major differences occur during the early trials,
and reflect the difference between the conditional probabilities
being present or absent. The function for each subt=groun of the
CP-CC condition is everywhere below its counterpart for the CC
condition., The greatest difference is the difference be-
tween groups CC-II and CP-CC-II. This is to some degree a
function of the classification procedure. A ‘regret function
can be flat only if the increase is less than two units be-
tween limits, while it can-be increasing if the increase is
any number greater than two. The range of increases between
limits can be checked by reference to Appendix III.
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Fig. 4. Cumulative regret function evaluated at >-trial
intervals for Groups CP-GC-II (N = 24) and CP-CC-Fig. (N = 32).




The sources of differences in the corresponding recret
functions are discovered by reference to the fi~cures givine
the proportions of optimal choices for each symntom. (The
trial numbers in each figure designate the trials on which
the stimulus was presented. The occurrences of El are shown
near the bottom of each fizure. On all other trials EO oc=-
curred.) These figures present trial-bv-trial ruessinrs
curves. Such curves reflect what Toda (1962) has called tne
macro-structure of the ruessing process.

The proportions of the Ss making the ontimal choices in
Groups CC-FF and CP-CC-FF are presented in Figss. 6, 7, 8, and
9. The optimal choice for symnptoms H and S is El, while the
optimal cholce for symptoms N, F, D, and B 1is EO. The results
for symptoms H, B, N, F, and D are virtually the same for the
two groups. During the early trials Ss in the CP-CC rroup
tend to give the response indicated by the conditional proba-
bilitles for symptom N, while Ss in the CC gzroup respond ac=-
cordlng to the sequence of events. There appears to be some
pattern seeking during the early trials by Ss in the CC group.
When El occurs on trial 29 after having occurred twice in
succession earlier, there is a larze reduction in the propor-
tion of optimal choices. The Ss in the CP-CC group tend to
be influenced by the large difference in conditional probabi-
lities for the two events for syuptom S. .Jhile the choice
proportion for Group CC zoes to 07 in acreement with the e-
vent sequence, the choice proportion stays near 507 for Group
CpP-CC.

The proportions of Ss making the optimal choices for

Groups CC-FI and CP-CC-FI are presented in Figs. 10, 11, 12,
and 13. T<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>