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Abstract

This paper treats the problem of estimating the intensity
distribution of an optical pattern which has been distorted by diffraction
and noise, Under the assumption that the signal and noise are additive
and that they have prescribed means and covariance matrices, the
optimum linear estimate of the object distribution is obtained, This
estimate is shown to be a linearly-filtered combination of the a priori
mean and the observed image distribution, with the detzils of the filtering
depending on the prior information, the noise statistics, and the optical
imaging eystem. The performance of the optimum estimation procedure
is evaluated for the important special case of large a priori uncertainty,
Finally, the optimum procedure for processing multiple observations
is discussed. 1t is shown that as the number of cbservationa becomes

large, the estimate approaches the true object.
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He Introdaction

The probiem of restoring the detail removed {romn an optical pattern
by diffraction has been considered by Harris [ 1]. Using some well-
known results from the theory of Fourier transforms, he showed that
in the absence of noise, an optical pattern known a priori to be of bounded
spatial extent can be exactly reconstructed despite the rejection of high
spatial frequencies by an optical system,

While the noise-free problem is of considerable theoretical intersest,
it does not accurately represent the physical world. In any actual
situation, spurious disturbances such as background radiation, film
granularity, and detector noise are superimposed on the quantities to be

measured, Thus, any restoration procedure will involve 2 certain

amount of unavoidable error, Furthermore, 2 given restoration procedure

may perform vary bedly in the presence of noise even though it repro-
duces the pattern exactly when noise is absent, Hencs, it'is important
to take into account any knowledgze we have aboul the noise statistics, as
well as the a priori information about the pattern to be estimated, in
designing a restoration procedure,

In this paper, we treat the problem of obtaining optimumn estimates
of an optical object in the p-usence of addiiive noise using the criterion

of minimum mean square error,
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II. Statement of the Pro. =m

Throughout the paper, we assume for convenience that we are
dealing with incoherent illumination, All observed and estimated
quantities are intensities, and the transfer function of the n~ptical
system is that appropriate for incoherent light (2], This assumption
simplifies the discussion somewhat and avoids confusion, but it is by
no means essential,

The object to be estimated is denoted by x{a, p), where q and g
are the object-plane coordinates, For simplicity of presentation, it
is assumed that the optical system exhibits sparial invariance [3], and
that it has a point spread function a{f, n) where £ and n are the image-
plane coordinates, The configuration is 1llustrated in Figure I,

The image of x(a, B) is given by

y(€, n) = x(E, n}* a(, 1) (1)

where x(£, n) is the object distribution referred to the image plane and
the star denotes convolution. This image is corrupted by additive noise
n{t, n), and the resultant image z(t, 1) = y(£, n) + n(, n) is available

for processing. The objective is to estimate x(a, 8) based on the ob-




servation z(§, n) and any a priori information available about the

chjerct,

IIl. Sampling and Vector Representation

Almost any reasonable object x(a, f) can be represented to the
desired degree of accuracy by partitioning the object plane intc smail
regions over which x(a, 8} is essentially constant, If these regions are
made sufficiently small, each of them can be treated as an impulse
or point gsource of light, The image due to one of these regions is
then approximately pruportional to the point spread function of the
optical system displaced according ‘v the location of that region, The
total image is the superposition of the images of all the elementary
regions,

Let the intensity of the k.th region in the object plane be X =
x(ak, ak). The image of this region is approximately N a(t - gk,

n- nk), where gk and n 3Te the image~plane coordinates corresponding

to q, and B if the object con<ists of n such regions, the total image

k

is

Y, )= I x al- &, n-n) @)
k=1
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If this irmage is sampl. i at the points (F,l, N Jreen, (§m, qm), we have

. : n
yied, = =

o o Jd
, x, all” =&y 07 - (3)

w
il

Note thax (g‘], qJ) is not necessarily equal to ({, .). If we set

3 ® alt! - 6y, o) - ) and y, = y(&, n’), we have

g 4
xk 1jk (4)

L ¥
ﬁ‘h =)

Ir matrix form,

L= Ax (5)

where

I
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o
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the observed vector is
z=yt+tn = Ax+n )

where n=/.1 \
")
m
Throughout the remainder of the paper, it is assumed that the approximate
vector represgentation discussed above is sufficiently accurate that the
associated error can be neglected, Hen:e, the vector x will be regarded
as the object, and the estimation procedures considered will be evrluated

in terms of how closely they reproduce x,

IV, The Optimuwn Estimation Procedure

In order to proceed further, we now make some additional assumptions

about the noise and the a priori information, We assume that the noise
vector n has zero mean anu nown covariance matrix Iéﬂ . The restriction
to zero mean is unimportant, sirc e only tke flictuations about the mean
limit syetem performance., Further, we assume that the a priori
information about the object to be: estimated consists of the mean vector

p and the covariance matrix__k_gx, and that x and n are independent. The

quantities u and I_(x do not necessarily correspond to any actual statistical
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7
fluctuations which the object undergoes, but rather reflect our initial
ignorance of the object, Roughly speaking, a covariance matrix §x with
s.nall entries corresponda to a situation in which we have considerable
prior infc rmation about the object, while a covariance matrix with
large e.itries corresponds to a situation in which we have little prior
information,

The approach to the estimation problem taken in this papar is that
of discrete Wiener filtering of the perturbed image samples, That iz,
we seek that discrete linear filter whose output ;c\ minimizes the mean

A A -
square error E[(x - x)! (x - x)], where the prime der.otea vector or
matrix transpose,

We first assume that the prior mean i is equal to zero., The linear
filtering operation on the observed vector z is then represented by matrix
multiplication, and any linear cstimate of x is a vector of the form
B z. Our objective is to choose the matrix H to minimize the mean

SQUATE error
2 = E[(Hz-x)' Hz- x)] (7)

Using the fact that 2 = Ax + n, this expression can be written in the

form




e = E{[®A-1)x]'[(HA-1)x]
t{EA-1)x]'Ho+ (Hn)' HA - 1)x

+ (Hn)' Hn}

Since x and n are assumed to be independent random vectors with
zero means, the cross-product texrms in (8) are zero and the error

expression reduces to

e = E{[ (HA-1)x]'[ (HA-1)x] + (Hz) Hn{

=tr[(HA-1)K, HA-1)+HK H (©)

where tr denotes the trace of a matrix [ 4].
Upor: expanding (9) and completing the square, we obtain an

expression for e which can be minimized by inspection,

1 i
— 1 2 _ ' t Ta

e = tr ([HAK A'+K)?-K A'(AK A'+K )%
b 21

[H(AK A+ K )2-K A' (AK A'+K ) 2]!

+K -KA'(AK 4'+K )P AK (10)
—=x " =x— '==x=  =n' ==x

1
where (B)® is the symmetric square root of the symmetric matrix B

[5]. Since the term involving H ia (10) is non-negative, the mean

square error e achieves its mini:num for that H which satisfies

Ji

RHHi
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1 o
[HAK A"+ K )P - KA'(AKA'+K ) ?* =0
—— X -n —X— T —X— -n

This yields as the optimum discrete linear filter for the zero-mean

case
H = K A' (AK A'+K)’1 (11)

A somewhat more convenient form for our purposes, obtained after

som3a manipulation of matrices, is
H = (A'K A+K ) A'K (12)

Thus far we have assumed that the prior meanp is zero. The
above results are now extended tc the general case in whichp # O,
This extensiown is accomplished by noting that the above results are
applicable to estimating the amount by which x deviates from p, namely
x* - . Hence, we merely apply the above resvit to x - n and add p to

the resulting estimate of the deviation, This yields as the optimum

linear estimate of th object distribution

»

4

xep + Hiz = An)
=Hz + (I - HA (i3)
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which becomes upon substituting (12) for H

| >

- @K

=) -1-1 ., -1 .
: ‘

This is the desired general result,

V. Special Cases

It is seen that the optimum estimateg is just a linearly-filtered
combination oi the observed vector z and the a priori meanp, The
details of this f{iltering and combining depend on the noise, the optical
system, and the a priori information. Since the operations involved
in obtaining the optimum estimate are in general r=ther complicated,
we now consider several special cases in order to gain additional
insight into the estimation procedure,

2 2

A, K =¢ 1I,K =c¢ "1
-1 n — -x X -

2
To begin with, we assume that K =0 [ and ¥ =v¢ ¥ I,
-  n - -X x -

where 1 is the identity matrix. This corresponds to a situation in

which the roise is white and in which information about one coordinate

of x provides ne information abcut any other coordinate, In this case, the

RO RS A A

LS
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optimum egtimate becomes

A'A 1 -1 A
g tow) Trz
n X n
A'A I -1 1
= +U,_) — B (15)
n X X

This expression provides some insight regarding the relative
weighting of the observation z and the a priori meanu. If the a priori
uncertainty about x is much larger than the uncertainty due to the
additive noise (the usual case), then crx“2 >> urnz. From (15) we see
that in this case the optimum estimation procedure weights the cb-
serva_ion z much more heavily than the a priori mean p provided that
the elements of A are not toc small, This agrees with intuition, since
if the a priori uncertainty is very large we have litile confidence in the
a priori mean, On the other hard, if o-nz >> a-xz, we have a very noisy
measurement, From (15), we see that in this case yu is weighted more
heavily than z, again in agreement with intuition, and the experiment

ie not a2 very info:mative one,
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B. large a priori uncertainty

We can obtain additional insight into the optimum estimation

[l

procedure by looking at the important limiting case of large a priori

uncertainty, The optimum estimate in this case is obtained by making

A

a Neumann seTies expansion [ €] of (14) and retaining only the first

teim, This procedure yields

A - - -
x = {A'K lé) IA‘KV lz (16)

IR

This procedure is now considered under various assumptions about
Aand K ,
— -1

If the system matrix A is square and invertible, (16) becomes
= kT A AR A 2 e (7)

In this case, the optimum estimation procedure merely ''divides out"
the effects of the op*tical gystem by multiplying the observed vector by

A 1. This is precisely the procedure which would be fol’owed in the

abgence of noise, and the above analysis clearly indicates the limutations
on this drocedure and the conditions under which it is optimum, These

conditions are negligible a prioriinformation about the object to be

estimated (except for information regarding spatial extent) and a
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sampling scheme in the image plane which yields a square and in-
vertible systern matrix A, If either of these conditions is violated,
the more general data processing procedures given by (14) or (16)
should be used.,

A further simplilication of (16} is achieved in the event that the

> * . - Z
additive noise is white, In this case, Kn =0 I and

.-mm

= @A)y sz 18)

ft >

This expression reduces to (17} of course, if A is square and invertible,

V1. Ewvaluvation of the Optimum Procedure

For the purpose of evaluating the optimum estimation ox restoration
procedure, we assume that the actual (but unknown) object vector is

x ., The obaserved vector ig thus

{w
n
>
B
+
Is

We further assume that the a priori uncertainty is very large, which

leads us to use the estimate given by (16), This yields

LG

sl
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'; = (A'K '}A)_IA’K “(A- + n}
= x_ + (A'K ’IA)‘IA'K 1 (19}
- R ¢ 1 - P #1 — 4

The mean square error (conditioned on the actual object vector _J_co) is

given by

A
= If (x - f =
e (G- x) (\:_c x )]
= B{l@k A Ak Tl ek Ay ark i
which after some manipulation of matrices can be written
-1, -1
e = tr[(A'K " A)] (20)
In the special case of white noise, -P-:-n A I and
2 -1
e = o “tr[(ATA) ] @1)

Recall that the terms in the matrix A are determined by the point
spread function of the optical system and the sampling points, Similarly,
the ccovariance matri.:; En is determined by the sampling scheme in the
image plane as woll as by the nature of the noise. Hence, it is clear

that we can control the form of the matrix ._A_' I-Sn- 1& t0 & limited extent

i
\
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through our choice of sampling schemes, A judicious choice of sampling
points can reduce the mean square error associated with the optimum
estimation procedure,

The problem of where to sample and how many samples to take
is both important and nontrivial, and ie currently being investigated.
Altb~rugh no general solution is available at this point, some of the
features of this solution are apprent, First, it is clear that samples
near the central part of the image are more useful than saraples on
the fringes where the signal-to-noise ratio is low, Second, it is not
difficult to show that adding additional samples without changing the
location of previous samples will never increase the error, and in fact
will decrease it except in special cases, Thus, it may well be that we
will want to take more samples than we have unknowns to estimute
(m > n). The usefuiness of ~dditional samples is limited by the increase
in the complexity of the estimation procedure, of course, since the

mum estimate for th - case is given by (16) where Aisanmxn

matrix rather than by the intuitive expression (17) with A an n x n matrix,

'!}.'é? = NN
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VI, Example

We now consider a simple example to illustrate several of the
above ideas, The configuration for this example is shown in Figure 2.
The object is a single line source at the origin in the object plane, and
it is desired to estirnate the intensity of this source, We assume in all
cases that the a priori uncertainty is very large., The aperture is a

rectangular slit with point spread function

a(f) = a sinczg

. 2
-, Bin nzg (22)
(mg)

The noisy image ia then given by
.2
y(€} = xa sinc £ + n(f) (23}

To begin with, we consider the case where a single sample is

taken at £ = 0, We then have

ax+n (24)

]

z

it

B A TR S
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The matrix A in this case redu-ss to the scalar a, and the optimur,

estimate is, from (17}

x = z/a (25)

e = — (26)

where O’nz is the variance of the noise sample at £ = G,
Now suppose that in addition to the sample at £ = 0, a second
sample is taken at £ = 1/2, Assume for the moment that _!Sn = vnz I;

i,e,, the noise samples are uncorrelated and have the same variance.

The system rnatrix A in this case becomes

a a

A = 2 =

- (43/11'

Since A is no louger square, (16) rather than (17) must be used to

estimate x, The optimum estimate for this case is

A
X = 0.859zl/a+ 0.34722/a 27)

where z, is the observed sample at the origin and 7-2that atg = 1/2,

1
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The mean square error associated with this estimate is seen from

(21) to be

e = 0,859 enzlaz, (28)

a moderate reduction over that associated with the single-sample
procedure.

To illustrate the effects of correlation between noise samples
in a particular case, we consider the game twu sampling points as
above, but now assume

2,1 0,
Kn = % (0.5 15)

The optimum estimate i8 scen from (16) to be

& = 1,052 z,/a - 0,127 2, /a 29)

with an associated mean square error

e = 0,989 c:/az (30)

The effects of correlation between noise samples in this example may

be assessed by comparing (29} and (30) with (27) and (28).
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VIII, Multiple Ol servations

In many situations, we make not one but several observations
of the object to be estimated, For example, we may have several
different photographs of the object, If the noise samples a=sociated
with different observations are independent, we can make use of this
fact to improve our esti nate.

q

. i
Suppose that q observations z~ ., . z° are made, where

I
n
e
} %
+
¥e)

1 . : .
The n are assumed to independent noise vectors, each having
zero mean and covariance matrix Kn. The optimum estimate based

q

¢ ; 1 . a0
on the observations z , . z' can be shown by a methsd similar to that

used for a single ohservation to be

+ QA'K A+K ) K Tp (31)
where

(32)
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ig the sample mean of the observed vectors. This estimate is identical
in form to that given by (14) for a single observation, and it reduces
to (14) for q = 1 as it should,

If the matrix A {_(_nnlé ie non-egingular, as it should be for good
restoration, we can consider the limiting value of the estimate _/:Eq as

the number of observations becomes arbitrarily large, We have

. A _ ) 1
lim A 1 IA'K lz (33)
q ~w —q - =n - - —n -

:5_ = Ax (34)

with probahility one, where X, is the true value of the cbject, assumed
to be constant throughout the experiment, The optimum estimate ..us

reduces in the limit to

and we see that the cbject is reproduced exactly despite the presence

of noise,



/

Object Plane Aperture Plane Image Plane

Figure 1. Optical imaging configuration.



Object Aperture

Image

~y

Figure 2. Image of a line source through a rectangular aperture.
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