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ABSTRALT

The problem of forcasting technological change is investigated. Machines
and computer programs baving "problem solving'' capabilities are examined
to determine their usefuiness in aiding or replacing the human forecaster.

The literature on human problem solving was also reviewed. The following
conclusions were reached:

1. The nature of the forecasting problem precludes the use of computer-
type problem solvers developed to date.

2. The application of information science techniques, namely; descriptors
representing technological concepts, the forces acting to change the
technology and the laws governing the change, appear to offer the most

promise in assisting the human forecaster.
Accordingly, a quasimathematical model was developed using matrix

notation to describe a technology. An example of a forecast of computer
technology made several years ago is included.
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THE EVALUATION OF TECHNIQUES AND DEVICES AS APPLIED
TO PROBLEM SOLVING

1. SUMMARY OF THE STUDY AND RECOMMENDATIONS

This is the final report of a study project on the prediction of technologicul
breakthroughs. The Purchase Request PR No. 63-317, Rome Air Development
Certer, referred to the study under the hoading used above as the title of this
report ut requested '"engineering services to perfcrm an evaluation of moni-
toring scientific information to predict technological breakthroughs in advance.
The first objective of this effort shall ba to define the problem solving task —
of predicting technological breakthronghe in specific and measurable terms ...
The second objective is to conduct an investigation of those schemes .. .which
appear promising as replacements for the human problem solving activity...
Finally, the irvestigator shall describe the research program required to
develop and evaluate ilose techmques...."

The proposal submiited by The Mooire 8chool of Eiecirical Enginee “ing,
University of Pennsylvania, provided for engineering sorvices for one year on
tie evaluztion of techniques and devices as ajplied to problem solving. The
stady was to bo pursued {n the followiag four overlapping ; :uses:

(1) a comprehensive literature review of psychological research into
problem solving, decision making, invention and wisight, <nd computer
research into heuristic programming, artificia’ intslligence, and

self-crganising systems,

(2) the description, definition and identification of the qualitetive features
of creative thinking and problem solving,

(3) a critical review and evaluation of the potentials of electromechanical
substitutes for human pmblem solving, and

(4) the preparation of a detailed program of research aiined at imple-
menti-.J the better potential substitutes evaluated in phase three.

Results of the first three phases form the body of sections 2, 3, and 4. The
fourth paase was omitted at the written request of the sponsor to permit a
greater expenditure of time and effort on the first objective of " ¢ PR, Othor
changes in dirsction were requested by the sponsor during the course of the
study, leading to exsmination of additional topics. Results of the added studies
are reported in sections § through 8.
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Work began with a delineation of the following three areas of study:

(1) the characterization of the creative abiiities of individuals and groups
of people and of their motivations to attain the goals of society, of its
science, and of its technology,

(2) the application of computers to problem solving, as well as to self~
organizing techniques and the study of learning abilities,

(3) mathematical techniques of prediction theory, including statistical
measures.

Major emphasis during the first half of the project was placed upon the
moet relevant aspect of the second study area, namely, mechanized problem
solving procedures as an element of techmological forecasting. The state of the
art was reviewed and structured and a number of conclusions were drawn.
Results of this work are discussed in sectiorn: 2.

At the same time, a search rr.d critique of the literature on (1) human
problem solving and (2) creativity was initiated. These studies continued
through the course of the project and their results are described in chapters 3
and 4.

A change in direction during the second quarter called for assessing and,
where possible, describing the techniques used by human analysts in perform-
ing the prediction fnction, with a view to mechanization. The sponsor sug-
gested that greater emphasis be placed upon the human forecasting aspocts of
the study while reducing emphasis on mechanical considerations.

In particular, research was initiated on descriptive task analysis of human
creativity and human problem solving. This was recognized as a formidabie
task; however, a model was conjectured as a basis for the study. The model
is described in section 5. It appeared that gaming would be useful to obtain
experimcntal data for firming up the model. The use of gaming is discussed
in section 8; it appeary to have value beyond the determination of human fore-
casting procedures, and particularly in develoning formal mechanizable fore-
casting techniques of the type now to be described.

From the study of machine-oriented problem solving, it became clear
that certain elements of forecasting were omitted from machine-oriented
problem solvers described to date; the latter dealt with problems having
(a) a single specified goal to be reached from (b) known initial conditions

(9



in sccordunce with (c) explicitly prescribed rules. On the other hand, i
effective tecimological forecasting is characterized by:

Ry

(1) umspecified and subjectively inaeterminate goals,

(2) multipliciry of potential goals,

i pRiE A e P Y

(3) incomplete knowledge of the initial state of technology,

(4) incomplete knowledge of the forces being applied to the present satate
of technology, and

(5) incomplete knowledge of the laws of change, i.e. the effects of the
various applied forcea on the state of technology.

It soon became clear thst the incomplete knowledge of initial state of
technology, forces and laws of change was partly due w the lack of precise
delineation of these factors. Formulation of precise delineations appears to
require the application of techniques from information science, especially the
use of descriptors representing technological concepts and relevant at:ributes
of motivating forces. The laws of change can then be applied by linking and
associating the technology and force descriptors through synonymic, generic,
conceptual, interdisciplinary, and other relationships.

As mentioned, the descriptive techniques ncad to be applied not only to the
state of technology but also to the motivating forces such as the activities of
scientists, political leaders, and other key individuals; the goals of research
and development organizations; the ocourreace of mestings among key indi-
viduals and the significance of meeting places; sc'mtific, economic, and
political objectives and events; etc. This calls for advanced application of
information storage and retrieval techmiques, not caly to the manipulation of
documents but also to the informationa and intelligesce contained in the
documents.

The word ""document’ here refers to any available message relevant to the
pertinent technology. Urfortunately, relevance ocamnot always be determined in
advance; it often manifests itself only after an appreciation of technological
developments has been ga..ed. A discussion of the application of advenced
information retrieval techniques is presented in section 6.

As a siraple example of the application ¢{ information science, & mathe-
matical model was developed during the third quarter which defined techno-
logical breakthrough as an extremely rapid change in the state of technology.

MR e -
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The state S; at time t is described by one or more information matrices;
essentlully, these are selective projections of the total nstwork description of
technology (as described in section 6) onto two-dimensional surfaces., The
particular example described {n section 7 summarizes a successful techno-
logical forecast made some years ago for purposes of market planning. It
happens tc be an active two-party competitive model, i.e. one in which the
first party (th~ forecaster) can influence developments in the hope of gaininy
advantage over the second party. In any case, it demonstrates a particular
application of techniques for information association in matrix format for the
purpose of technological forecasting in a semimechanical manner. The matrix
model is described in sectiou 7.

It is clear from the foregoing that progress has been made in understanding
the elements of technological forecasting and that techniques for accomplishing
mechanized forecasting have been suggested. These techniques need to be
tested and refined. A possible approach is through game playing, which can
also be used to study forecasting strategies by humans. A sketcl of the rele-
vant aspects of gaming is presented in section 8.

As often occurs in studies where the umderlying problems are more com-
plex and intractable than initially anticipated, there was a fair amount of
searching for the significant areas of research, both hv the study group and by
the sponsor. As a consequence, the study was wider in scope and less inten-
sive than originally anticipated. Neverthealess, important progress has been
achieved.

The elements of technological forecasting are now better understood. For
example, the forecasting model is now recognized to be an iterative model,
moving forward from 8; to 8yy; t0 8442 ..., and using continuous prediction
techniques. On the other hand, breakthrough forecasting is disjunctive, simi-
lar in character to the kind of heuristic (and hence sometimes erroneous) fore-
casting practised by science fiction writers, soothsayer:, and visioraries.
Heuristic forecasts are conjectures based upon incomplete knowledge, and
hence with subjectively eveluated credibility subject to fu re confirmation.
There can of course be disjinctive forecasts of some elements in an otherwise
iterative forecast; for example, the development of a civilization is usually
iterative but with elements in the civilization advancing disjunctively.

It appears that the most promising averue toward mechanization of fore~
casting is through the use of information science techniques, by characterizing
the "'significant'’ parameters of & specified area of technology (device, concept,
system, or process), the forces acting to advance or retard that area, and the
laws governing the chs .ges in technological state. Associated with the de-
scriptions of the forces and the laws of change are certain measures of




relevance to the technology and of interdependence among the descriptive
parameters, as well as the wteraction rules and their dynamics.

O W

It is now evident that more time might profitably have been spent in con-
ference with analysts accomplishing forecasting tasks, and would in fact be g
particularly effective now thot the structure of the forecasting problem is
better understood. The result would be a sharper definition of to. ocasting
dynamics, research objectives and specific tasks to be accomplished.

As a logical continuation of this study, the investikator recommends that:
(1) the iterative model Jescribed in sectivs 7 and its formal extension
using the information science techniques described in section 6 ahould
be applied in a technological ares of strong interest to the sponsor;
(2) the model should be tested in that area, refined, and generalized;

(3" games should be designed and played to test the model and to guide its
development and refinement; and

(4) the search for other forecasting models should be continued.
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2. MACHINE-ORIENTED PROBLEM SOLVING

2.1 INTRODUCTION

In recent years ‘here has been widespread investigation into the are. f
what is termed ""Artifical Intelligence.” Toward this end, various schemes
have been advanced for devices which are capable of solving certain types of
problems of varying degreere of complexity. Interesting problem-solving
devices attempt solution to prohlems for which no formal solution procedure
or algorithm is known. These devices employ "heuristic' or empirical rules,
which either produce a shortcut to solution or no solution at all. The more
advanced problem-solving schemes employ learning devices which permit the
overall problem solver to improve itself with experience.

A survey and comparison of the various problem-solving schemes is made,
both of specific problem solvers and of general models. A discussion of
learning and learning schemes follows.

A problem consists of three sets of entities, a set of initial objects (axioms,
postulates, "facts,' state of existence), a set of operating rules ("moves,"
operations, transformations, manipulations), and a goval description (final
states, desirable terminal conditions, winning configurations). A valid solu-
tion to a problem consists of successive application of the operating rules to
the initial conditions in such a way that the goal description is satisfied. A
problem does not necessarily have a valid solution and it may have more than
one.

A trivial problem coosists of small sets of initial conditione and operating
rules which combine in a necessarily small number of ways. All possibie
combinations of thess initial conditions and rules can then be examined, so that
if any valid solutions exist, they will be discovered. This procedure is known
as solution by exhaustive search. An example of a trivial problem is illustrated
in Figure 2.1 which is 2 simple maze in which the initial condition is ''you are
in state A," the single rule is "you may move from any state to any other state
which is connected to it by a line,'' and the goal description is ''to be in state
B." Clearly, an exhaustive search is feasible.

A more interesting problem is one which is not trivial, that is, one in
which an exhaustive search for the solution is not possible because of time,
storage, and/or energy limitations. If such a problem has not been solved
before, and a valid solution is not known, one must turn to inexact methods to
attempt solution.

e v © m—————
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To characterize the problem of predicting technological breakthroughs in
terms of proolem solving by machine, three levels of problem complexity are
distinguished here. At the simplest level, the objects are named and the
axioms or rules are specified in advance and the goal is identified in an explicit
statement. The problem is simply to find a path, preferably but not necessarily
close to the minimum path, from the given objects and rules to the proof or
disproof of the statement. A problem solving machine at this simplest level is
simp'- a "proving machine." A typical example is the propositional calculus
problem solver illustrated in Figures 2.2, 2.3, and 2.4. Note that this level ot
problem solving corresponds to specifying A and B in Figure 2.1, with the
further assumption that all paths eventually lead to B.

In the second level of problem solver, the task is rendered more difficult
because the goal is specified as a general statement, such as "win the game. "
The objects are named as before but only the primitive rules are specified.
Typical examples are checkers and chess, the major difference between the
two being the implicitly greater complexity of the latter. Both games perr.it a
large variety of alternatives at each move, with exponentially growing alterna-
tives possible at each successive move, as indicated in Figure 2.5. Look-
ahead to every achievable eventuality is impractical, if not impossible, even
with the fastest computing machines proposed to date. The number of ways in
which the game can be won, particularly in chess, precludes the strategy of
aiming for a small number of specified goals. The usual approach is to derive
composite or heuristic rules ("'ccatrol the center of the board,” 'don't move
the queen until position has been established') to speed the look-ahead process
by limiting alternatives, even at the risk of oocasional poorer moves. The
complexity of the problem and the multiplicity of acoeptable solutions charac-
terize this second level of problem solver.

In the third and most difficult level of problem solving, the objects are not
all named, the rules are only partially specified, and the goal is only vaguely
stated. There may be more thaa ome valid solution. Moreover, valid solu-
tions may not be recogaized; they may in some cases not even be recognizable
in the absence of added information or pragmatic interpretation. Irrelevant
information may be provided and part of the problem may be the (pragmatic)
evaluation of information relavance. Mechanised problem solvers at this lovel
have not been described in the open literature. Nevertheless, this is the level
of problem solving required for predicting technological breakthroughs.
Because of the pragmatic considerations, it is likely that advances in ti\is area
will be aided by developments in mechanized intelligence retrieval or in the
somewhat more easily mechanized document and information retrieval fleld.




2.2 THE STATEMENT OF PROBLEMS

A problem statement may be either formal or informal. A formal problem
statement is one in which each of the three eniities comprising the problem
(initial conditiona, operating rules, goal description) is explicitly stated, so
that they comprise a completely defined set. This set is identical for the
problem stater and the problem solver. The size and complexity of the problem
is irrelevant. An example of a formal problem might be: '"Given all the rules
of chess as the operating rules, and given this position of the chessboard a3 the
initial condition, mate in three moves.” The goal is then a set of three move
sets, each of which leads to mate, and each one of which is a response for
certain moves by the opponent.

An informal problem is one for which the initial conditions and the oper-
ating rules, although they may be restricted in some way by the problem
stater, depend upon the experience and a priori knowledge of the problem
solver. It is the informal problem which is most generally encountered by
human beings, and which, at least at present, can only be solved by human
beings. Deterministically, the initial conditions of the problem include the
state of the problem solver, although this state is not (entirely) known tc the
problem stater. l.evertheless, the problem stater need not state all conditions
and rules of the problcm, foi e knows that the problem solver is already
aware of many of them i+ seme foim or other. An example of an informal
problem might be ""Go to the movies." Inherent in this problem is donning the
proper attire for the theater in question, acquiring the necessary fee and
transportation to the theator, getting there at the correct time for the show,
etc., etc. The problem solver need not follow the course of action that the
problem stater would have, nor could the problem stater hsve predicted this
course of action accurately.

Goal statements are also generally incomplete in informal problems, and
the solver is expected to complete or interpret them. The example '"Clean the
house' illustratss a problem statement for which there might be differences of
opinion as to whether more specifically stated goals apply. Would ""Sweep the
floors'' be sufficient to fit the goal description '"Clean the house?" This
depends on the solver, and yet problems (informal ones) are often stated in
this way.

2.3 THE HEURISTIC APPROACH

When a problem solver has been active for a while, he will presumably
have met with some successes and some failures. If these are recorded,
successes may be repeated, and failures possibly averted when identical situ-
ations recur. Further, rules may be abstracted from similar situations tu
assist in proper choice of method of solution. These empirical rules are called

8
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heuristics. A heuristic is an empirical rule which, in a given problem situa-
tion, favors certain approaches over others. The application of heuristics to
a problem which cannot be solved exhaustively makea solution possible within
available resources. The heuristic approach does not, however, guarantes the
discovery of all, or even any solutions. The better the heuristic, the higher
the probability, in a given situation, that its application will yield the (or a)
correct path toward a valid solution.

A problem solver .vho is able to record and learn from his exper:snce,
and subsequently construct and test new heuristics is obviously superior tc one
who is not able to do so. A heuristic is, by definition, an imperfect procedure
for problem solving. A procedure which always yields a solution for a specific
type of problem is known as ar algorithm. An algorithm is preferable to a
heuristic, but for most problems, algorithms do not exist. For very complex
problems, heuristics improve with experience.

An example of a heuristic in chess might be ""take an opponent's piece
when you are able.” This heuristic might be useful in some instances but
disastrous in others. An improved heuristic might be '"take an opponent's
piece when you are able, rnless you will lose more valuable pieces in an
exchange." Still other ir.provements are possible.

Heuristics are often arranged in a hierarchy, so that when more than one
applies, the one which is most likely to yield a valid solution within the situa-
tion will be applied.

2.4 THE FORMAL PROBLEM

Numerous investigations have been made into nonhuman probiem solving
devices. The only feasible method, at present, for the oconstruction of these
devices is through the use of a general purpose digital computer. Most of the
investigations have restricted themselves to specialized problem solvers which
operate within a very specific area, that is, whick solw only one specific type
of problem. Only formal problems have been discussed extensively to date.
Formal problem solvers lend themselves to construction on digital computers,
for an explicit set of operating rules can be symbolically represented, as well
as the initial conditions and the goal description. The hierarchy of heuristics
built into the problem solver determine its approach to the problem. Examples
of the specialized formal problem solvers are chese playing machines (1) (2)
(3), a geometry theorem proving machine (4), and a simple propositional
calculus proof machine (5). It will be notea that the set of operating rules of
each of the above examples is small, and with the growth of a set of operating
rules, the possible approaches to valid solution grows expmnentially.

-
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A further clarification of the shady difference between 2 formal and an
informal problem statement can be given in terms of the language of communi-
cations. The hierarchy of computer languages which exist and can be written
today serve well for formal problem solving devices (although the construction
of memories which serve efficiently in learning devices are still crude). : )
Informal problems, however, are gene:ally stated in a human language, where
meanings of various symbols are not orly inexact, but also changing with time.

A problem stated in human language renders the problem informal. An example
might be the chess heuristic: "defend the king." Unless very specific strategies
are outlined as to the meaning of king defense, the heuristic, and .herefore the
nroblem solver, must be informal.

T ——C

2.5 STATIC AND DYNAMIC PROBLEM SGLVERS

It is our general experience that human problem solvers improve their
technique with experience, and it might very well be that this principle holds
for formal devices as well, i.e., that devices which are designed to "iearn"
from experience improve their problem solving ability beyond the specific
capabilities built into them by their designers. The designers of each of the
problem solving devices discussed in this paper recognized this principle, and
discussed "'learning” in problem solvers at least to some extent. A problem
solver which is capable of changing its automaton status or "input-output
transfer function' with time (in an attempt to improve its problem solving
ability) will be termed a dynamic problem solver. A dynamic problem solver
is illustrated in Figure 2.6.

Static problem solvers are more or less "stuck' with the heuristics
supplied them. These might be very good heuristics, and quite adequate to
validate the existence of the problem solver. Heuristics always lend them-
selves, however, to some improvement, and the concept of learning in a
formal device merits further study.

Learning is probably least usetul at the lowest level described, for it is
nothing more than rote. There are probably very few situations in which this
type of learning alone can be applied directly. A more practical learning situ-
ation is that of the second type, and is the one most discussed by the authors of
the various problem solving devices. The third level of learning might be
termed "abstraction and generalization,”" and has an inherent ''self-organizing"
quality. It is undoubtably the kighes! lovel, for a problem solving device with
such a capability would construct heuristics which had not been foreseen by its
builder. It would do so to further its goal or "survival,"(®) '

10
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Figure 2.1. Solution by Exhaustive Search
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(RXAMPLE: LOGIC)

OPERATORS

Rl AVB —— BVA
AB —— BA

R2 ADB —> ~ BO ~A

R3 AVA A, AA&—eA

Ré AV(BNC) — (AVE)VC
A(C) <«—— (ABXC

RS AVB = ~ (~D)

R A e ~ AVB

R7 AVIC > (AVD) (A¥C)
A(DNC) o—» AWK

R0 A —» A
M B

R A~ X

RI0 (A, K —-ad

Rll (A3, A) B

R12 (A>3, B>0)-=+A>C

Figure 2.2, Operators
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RN e e

O VvV vartable
O ¥ nusber
O T g
O ¢ conpective
O ¢ growping
O ? positiom
Xi| R2 | R3] DA RS | R6; R7| B8] B9 | R1O] R1ll] RI2
O v - + + . x
A 1 x 2| - |+ |+ |- |=
& ¢ x x | =
O ¢ x |=a| =
O a =
A!lt

Figure 2.3. Differences and Operstor Difference Table
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Given: Ll = R.(-P>Q)
Obtain: LO = (Qvp).R

Goal 1: Transform L1 imto LO
Match produces position difference (AP).
Goal 2: Reduce A P between L1 and LO.
First operator found is Rl.
Coal 3: Apply R1 to L1.
Goal 4: Transfors L1 into C(kl).
Mat:n succeeds with A = R and B = -PDQ.
Produce new object:

L2 = (-FDQ).R

Goal S: Transform L2 into L0,
Match produces connective difference (AC) in left subexpression.
Goal 6: Reduce O C betwsen left of L2 and left of LO.
Pirst operator found is RS,
Geal 7: Apply RS to left of L2.
Goal 8: Transform left of L2 into C(RS).
Match produces connective difference (AC) in left sub-
expression.
Goal 9: ReduceAC betwsen left of L2 and C(RS).
Coal rejected: difference is no easier than
difference im Goal 6.
Second operator fuund is R6.
Goal 10: Apply Ré to lefc of L2,
Goal 11: Transform left of 12 fato C(RS).
Match succeeds with A = -P and B = Q.
Produce new object:

13 = (M'ol

Coal 12: Trsmsfors LJ imto LO.
Match produces position difference ( A P) ia left subexpression.
Goal 13: BReduse AP between left of L3 and left of LO.
Piret operator foumd is R1.
Goal 14: Apply R1 te left of LS.
GCoal 135: Transfors left of L3 iato C(R1).
Match succeeds with A = P and B = Q.
Produce new object:

A = (QvP).R

Goal 16: Transfcrm 14 into LO
Match shows 14 ie identical with LO, QEL.

Figure 2.4. Example of Logic Theorem Proof
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3. PROBLEM SOLVING BY HUMANS

As a first approach to a very complex subject, this section sets forth
some definitions and concepts which prevade most of the literature on problem
solving. Like many other areas in psychology, there are no definitive answers
to be given. Experimentation has been interpreted in terms of the experi-
menters' own theoretical outlook; the conflict hetween S-R and S-S thinking
will evidence itself in some of the theoretical discussions which will follow.

3.1 PROBLEM-SOLVING BEHAVIOR
The first presentation will be based largely on W. Edgar Vinacke's The

Psychology of Thinking which appears to discuss more of the key issues in
problem solving than any other source located.

Vinacke's first distinction in setting the scene for defining problem solving
behavior is that mental processors are bipolar in nature, determined on the
one hand by the external world, and on the other, by inner needs. From
moment to moment these influences interplay in the course of thought, with
external stimuli dominating at one time and internal stimuli at another. At
no time can it be said that either is independent of the other, but it is possible
to diatinguish generai conditions under which one set of factors has a stronger
influence than others. ''In problem situations, the normal person is behaving
more in relation to the demands made by the external conditions; in imaginative
thinking, the individual is responding more to the imer-need condition of the
moment, more or less independently of the external condition."(P- 160)

Vinacke then goes on to say that he conceives of problem solving as a form of
thinking beyond the learning phases. He then goes on to develop the following
schema for describing human problem solving.

In analyzing behavior in a problem solving situation three stages may
logically be distinguished:(PP- 161-162)

"1. Confrontation by a problem. In thie first stags, a situation... is
present involving a goal together with an obstacle or difficulty between it and
the individual. There follows some realization by the individual that such a
situation exista. Motivations to overcome the difficulty ensues, accompanied
by effort to attain the goal."

2. Working toward a solution. In the intermediate periods, the individual
engages In activity to relieve the tensicn built up in the first stage. There may
be mental or symbolic processes . . . manipulation and ... verbalization. "

18
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"3. Solution. As an outcome of the foregoing activities, the individual may
reach the goal or he may fail to reach it. Results in the individual may be
understanding, relief of tension, emotional effects such as satisfaction or
pleasure, a cessation of activity, or some modification of behavior. Results
in the envircament may be an organization or reorganization of materials or
relationships, remnoval of the obstacle or a change in the situation.... Also...
failure may be an outcome . .."

caes

T -

Bruner, Goodnow, and Austin in A Study of Thinking, approach problem
solving from a somewhat different framework, but nevertheless their listing
of primary consideration on categorizing wiih probabilistic cues bears some
similarity to Vinacke's schema.

1. Conception of the task and of its final resolution. The authors of A
Study of Thinking seem to assume that the subject is aware of the problem but
point out that the form of the awareness has implications for the approach to it.
If S views his task as one in which a final and unique solution is possible, ''then
his categorizing procedure may well be different from that of (one) who sees
the situation as always and forever one into which uncertainty will cuter."

"One diffcrence which the conception of the task makes is in the attitude icward
taking a chance and making an error. The individunl who asp.res to eventual
certainty and who expects to be able to continue categorizing and exploring will
often risk errors more readily on the assumption that a successful final solu-
tion will negate the errors incurred along the wty."(m' 186-187,

2, Presence of potentially criterial cues. There are some situations in
which individuals can be guided only by the relative frequency with which
instancea tirn out to belong to one category or snother — situations, for
instance, where there is such a poverty of discriminate atiributes that it is
hard to know where to start. In these sorts of situations oze observes cue
searching, "an attempt to find attributes that can be used as a basis for dect
whether a particular cbject should be placed in one category or another."(P- 18

3. Payoff matrix governing categoristag decision. If the tadividual be-
lieves that an event has a sumber, r, of distinot possible types of cut-
comes, and if there are in his opinion a small aumber, s, of alternative
actions available to him, the situation may be represented in an "operative
payoff matrix." Both the extent to which the individual likes each of the out-
comes and his probability estimates of their cocurrences affect the decision
he makes. It is in general a difficult task to establish preference ordering and
probability estimates, and hence to determine how a particular series of
decisions is made. (P. 186)

19




4. Opportnity for validation. One difference which can be observed
between these two problem solving situations is their degree of generality.
Vinacke's is quite general while thai set forth by Bruner, Goodnow, and Austin
is fairly specific, highly analytic and rational. These differences seem to
reflect a difference in focus of sttention. Obviously one cannot describe all
problem soiving behavior in terms of highly rational activity. Vinacke deline-
ates three basic varieties of problem solving behavior: trial and error, in-
sight, and gradual analysis. We shall now take a look at each of these
mechanisms for problem solving.

3.2 TRIAL AND ERROR

Woodworth has clearly defined what he believes to be the minimum essen-
tials of trial and error as revealed by animal experiments. (See Vinacke,

page 164.)
"1. A 'set' to reach a certain goal.
2. Inability to see any clear way to the goal.
3. Exploring the situation.
4. Seeing or somehow finding leads, possible ways to reach the goal.
5. Tryng these ieads.
6. Backing off when blocked in one lead, and trying encther.

7. Finally finding a good lead and reaching the goal."

In reality this does not separate trial and error from other behavior in problem
solving situations since T and E may serve as a prelude to other modes of
attack. C.L. Morgan is cited by Vinacke as pointing out chat "If there is no
way to figure out in advance how to solve the problem, if a multiple, varied
attack is required (o.g. to familiarize oneself with various aiternatives) and if
it is necessary to go through preliminary stages before the whole situation can
be understoocd, then some trial and ¢ rror, whether 'blind'' or not must occur.”
It appears that Morgan has identified important dimension of problems (really
of the person or group confronted with the problem) i.e. whether a problem is
solvable on the basis of a single aciion or whether some sort of sequential
activity is required. In summary it might be said that trial and orror problem
solving is essentially mechanistic in nature and would protably appeal strongly
to any SR theorist.
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3.3 INSIGHT

This is a term fraught with confused meanings. Several different levels
of conceptualization are represented by this word. For example {Vinacke page
166):

e =G WA, RIS I N

"l. Insight means that the individual understands what he is doing or has
done and how the sclution was achivved. ¢

2. Insight refers to a mode of attack--an approach where the inner rela-
tions of basic principles are sought (as contrasted with a blind attack--
a limited view of trial and error).

3. Insight refers to the kind of solvtion achieved, i.s. one which is
gudden, confilent and compiete. '

For our purposes, we will be principaily concerned with the second usage--
wherein the person confronted with a probiem seeks to understand or efine
inner relations, principles, etc. As we can now see, it is to this cateZory that
one might assign Bruner, Goodnow and Austin's schema for categorization with
probablistic cues.

At least twenty rather distinct characteristics of insight have been sug-
gested. Among them are general factors like the ability of the subject to repeat
the solution readily and to transfer the solution or principle thereof to other
situations. Insight has been linked with various aspects of behavior prior to
sowution, including the application of relevant past experience, controlled atten-
tion, and foresight. More often, it is likely to be defined in relatica to the solu-
tion itself, namely in terms of suddenness, coafidence, completeness, etc.

Wolfgang Kohler and Robert M. Yerkes are credited with haviag doues the
basic experimentation on insight. Their work on primates has been carried
forward by other experimeaters and the jourasy % the top of the phylogenstic
order has now besa made. One represeatative experimeat of Kohler's is cited
for the reader's bensfit.

"1, Using an Implement

On the second day after his arrival..., Koko was, as uwsual, fastened
to a tree with a ocollar azd chain. A thin stick was secretly pushed
within this reach; he did not notioce it at first, then he gnawed at it
for a minute. When a hour had elapsed, a banana was laid upon

the ground, outside the circle which his chain fo. med a radius, and
beyond his reach. After some useless attempts to grasp it with his
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hand, Koko suddenly seized the stick, which lay about one meter behind
him, gazed at his cbjective, then again let fall the stick. He then made
vigorous efforts to grasp the objective with his foot, which could reach
farther than his hand, owing to the chain being attached to his neck,
and then gave up this methnd of approach. Then he took the stick again
and drew the objective toward himself, though very clumsily."
(Vinacke, page 168)

Is the behavior just reported really insight? These excerpts are quite sugges-
tive und are open to a variety of interpretations. ''For example, it would be
eagy to overlook the preliminary behavior of the animal and to stress only the
final solution, even more important it would be easy to forget that each animal
progressed through a protracted series of teste, during which acquaintance and
skill with the problems and materials were gradually built up. " (Vinacke, page
170) Likewise, Yerkes Congo seemed to have insightful solutions only after
congiderahle preliminary learning.

A. Alpert observed 44 children ranging in age from 19 to 49 moenths in two
series of standardized situations. ''The first series consisted of five problems
in which it was necessary to use an object (a large block, a chair, or a box and
a block) to attain a toy suspended from the ceiling. The second series involved
the use of implements to reach objects located at a distance from a play pen. "
{Vinacke page 171;

Alpert observed four categories of responses: 1. primitive, 2. random,
3. exploratior and elimination, and 4. immediate solution. Primitive might be
exemplified by the child simply reaching out with its hand, with random (or
rare) exploration and elimination characterized a3 the deliberate trying out of
possibilities.

Primitive behavior led moat often to failure but when it did work the solu-
tions tended to be of the immediate variety. Exploration and elimination were
associated more often witt wccesses than failuras. Of the successes, gradual
solutions with complete ins:ght were most frequeat. Also it is noted that
exploration and elimination led to more sclutions with sudden insight thar did
other tyres of P8 behavior. Experiments conducted by E. A. Matheson and
B.C. Ling with mirsery school children yielded results very similar tv those
of Alpert.

3.4 DUNCKER'S EXPCRIMENTS

The coiditions of performance which interested Duncker were those asso-
ciated with the successful solution of thought probloma. '"For him insightful
signified intelligent; the degree to which an individual is able to respond effec-
tively, i.e. in a ''gcod'” manner, to relevant features of the situation.' (Vinacke,
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page 172) The types of problems he presented might bs found in adult teste cf
reasoning ability. He conclud:sd that the process of solution has two principal
aspects: 1. analysis of the situation and 2. analysis of the goai. In essence the
subject analyzes the situation to determine wher< the trvuble lies and tries to
find out -vhat can be uged to remove the difficulty. The iadividurl algo anulyzes
the goal, and considers what must be dope if the solution is to be zchieved. In
what is apparently an attempt to bettar define the interplay between an individual
and a problem. situation, Duncker talks about signaling. Signaling is his way of
identifying the subject's perception and conception of a given problem. The
flexibility required to solve complex problems demands that the subiect be able
to recenter and this indeed is tied in with the subject’'s manner ot percaiving
the problem. Durcker lists seven factors which may hinder efficient signaling

"1.

6.

1.

Lack of signaling: The model of search may be too vague or inadeyuate
to lead to a perception of something which can be used.

Streagth of attachment of some specific function to an object which must
be used for some different function: This connection may represent a
pro, srty which is seemingly the only fnctica of the ol ect, or it may
represeat the only function familiar to the individual.

Fixity ~f the required function: The individual may be able to see only
cne object a8 possessing the real function.

Necessity for altering an object: To fulfill the real function, it may be
necessary t¢ changn, or modify, or reoconstruct mater'ale or objects
at hand,

Oririnal function actually given as a fact: An vbjrct miay be presest

‘v the situation in its proper function, although it could be used in a
different functicn.

Use of the same object for onv funciion and later for a new functicn.

Poor suitubility of an objeci for a naw tuncticn. * [Vinacke, page 175)

Max Werthexmer, a gectaltist, sees th proossses of centering and re-
centering az being at the focal points of produutive probiom solvicy behavior.
H+ believes, that the subject must uaderstand the structural snd functional
relaconships of the situation. Meanings snd inner relationships must be
grasped. He sees two main dynamic prooesses — osntering of attendon
upon the essential elements of the problem and the.r reiation tc the basic
cifficulty. However, to solve the problem there must be some reorganizu-
tion of the elements or some modification of already known principles, with
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a resuiting recentering of attention. In other words, understandibg relation-
ships existing in the problem ind previous experience and flexibility of outlook
and approach are of critical importance.

Vinacke concluded with regard to insight that the efficient management of
a present situation depends upon the development and applicaticn of modes of
attack or appropriate sets. That is, relationship principles, attitudes, methuds,
etc. are more significant than specific content or specific operations oy specific
rules.

3.5 SUMMARY OF VINACKE'S VIEWPOINT

There seem to be at least five processes which take place in human prob-
lem solving as described by Vinacke:

1. Recognition of the problem. (evidence, S's verbalizations, repeating
instructions, etc.).

Manipulation or exploration of some kind. This exploration may be
verbal or actual overt movement. Sometimes it takes the form of
random familiarization with maerials and at other times the deliber-
ate testing of various possibilities,

[ 4
.

3. Analysis, "Another characteristic usually noted is that the subject
attempts to formulate the goal or the problem or to work out the
nature of the difficulty. Apparently there are wide variations in this
behavior ranging from a highly controlled, rational extreme to a more
generalized, less deliberate extreme. "

4. Partial Bnlv%. "Exoept in simple situations, or in those in which
the entire solution depends upon the application of a single principle,
the solving of successive steps appears to be an integral part of the
performance, "

8. Emotional Responses. Some may regard emotional responses as
incidenta), but nevertheless, the initial presentation of the problem,
the activitica of working toward the solution, ard the solution itself
are usually associatec with varying emotional reactions, as well as
with manipulation, formulation of hypotheses, etc.

Adding it all up, it may be said that human problem solving as seen by
Vinacke consists most typically of the following processes: upprehension or
recognition of the problem; manipulation or exploration of the situation; some
degree of control or direction of performance; the understanding or mestery of
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intermediate requirements or steps; and emotional resvonses representing
some degree of personal involvement in the situaticn.

3.6 JOHNSON'S SCHEMA

We will now sketch the conceptions of Donald Johnson with regard to buman
problem solvir;. His schema of explaining human problem solving behavior
appears to emphasize the processes attendant to the recognition and preparation
for the solution of ihe problem more than does the scheme set forth by Vinacke.
In a chapter of his book 1h:e Psycho'ogy of Thought and Judgment, entitled,

" Preparation for Thought and Judgmrent" {page 158) Johnson states, ''In solving
these problems the thinker contributes much more to the preparatorv set than
in the simple forms of thought, instructions for wkich estobiish a set taat per-
mits immediate production of responses.’’ In short, it is Johnson's viewpoint
that the consideration of the ictal problem situation results in the problein
solver either creating in himself a set or, in a sease, perhaps deciding upon
strategies to employ in the solution of the problem before the initiation of, it
his terminology, the n~oduction of responses. Johnson further elaborates by
saying: "In the complex problems of human coavern, the goai or sclution may
not be so clearly specified that the thinker can begin at once to produce tenta-
tive solutions. The preparation for thought may therefors include an analysis
of the goal making it more explicit. " (puge 162)

Johnson goes on to ucknowledge that this preparatory activily is quite
difficult to ideatify in the complexity of bumax behavior. In carrying forward
his ides that the human organism must prepare itself for undertaking the solu-
tion of a problem, and must in particular have a clear goal in mind, he cites
work accomplished by Reid in 1061. Reid attenupted to demonstrate the im-~
poriance of specification of the goal by experimenial variations of the condi-
tions of his experiments. Quoting Johnson, "He had oollego studsuts work
construction problems with matoh sticks a:d solid chjects. Experimootal
groupe received a standard series of aids designed to explicate the goal, while
coatrol groups received a parallel series of aids =ithout explicatory contenis.
For example, one aid was as follows: 'R maans that each match must form
two triangle sides. If that is your original triangle there (pointing with finger),
each of those three matches is already existing ia one triangle. How can you
put each of those three matches into two triangles at the same time?' The
corresponding aid for the control group was as follows: 'People often find
this problem rather difficult.' Such explication was helpful. The experimeatal
group solved significantly more problems than the control groups. There is
no doubt that these statements .y the experimeater were affective aids, and it
seems likely that their effect was due to explication of the gual, at least it was
a hypothesis about explications of the goa! that franied these statements."

(page 162)



This is one of the experimental studies on which Joh..son based his notion
that a clear goal is helpful to subjects in attempting to solve protlems.
Assuming then, that specification of the goal is desirable and nucessary for
problem solution, Jehnson then goes to query what factors determine how the
problen is formulated and how the goal is specified. It is his feeling that
motivation, social interaction and previous experience or one might call it the
apperceptive mass, all enter into these matters. Thev play a particularly
important role in the solution of more complex prokiems since it is only in
complex problems that the specification of a goal or the formulation of a prob-
lem is difficult. Indeed, this may be a very good criterion for establishing
problem ''difficulty."

Johnson goes on ab.ut the other two essential elements in the problem
solving process known as the production process and judgment. Without
delving into all the rat. 11l behind his schema, one can say that the produc-
tion process is the activity which results from the preparatory phase of the
solution. This is when the subject is trying to achieve a solution. As each
try is made it is then necessary for the subject to make a judgment as to the
adequacy of the response he has mace, whether it be verbal, mechanical or
what have you. This judgmental process concludes the solution of the problem
if indeed the subject perceives this as an adequate solution; or it triggers off
another phase in the production process if this is not 80. In shourt, Johnson
sees a preparatory production and judgmental phasze as being descriptive of
the three essential phases involved in human problem solving. He particularly
stresses the impact that the set jenerated during the preparatory phase h.s
on the ultimate solution.

3.7 CONCEPT FORMATION

Now having taken a look at Johnson's schema for problem solving, we will
turn to nother element In the problem solving process; that of concept forma-
tion. It will become obvious that concept formation has been talked about by
both Vinacke and Johnson but not named as such. It is our impression that this
is a valuable convept and embodies some aspects not specified by either
Vinacke or Johnson and is therefore worth considering.

Osler and Fivel designed experiments in concept attainment among school
childr »n between the ages of 6 and 14. () without delving into the succeas of
these experiments, it is interesting to note the following observations in their
report. ''One other factor that may be related to performunce must be con-
sidered. The instruction given to subjects did not direct them explicitly to
try to discover a concept, but merely stated that attending to the stimuli would
help them win. Theoretically, therefore, it is possible that the experimentzl
task consisted of two stages: (a) discovery of the problem, that is, that a concept
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is to be sought, and (b) the solution, that is, the discovery of the specific
concept." (Osler and Fivel, page 7)

It is interesting to speculate that just this sort of behavior is probably
found in most complex problem solving situations. It would seem that this
idea of concept attainment, that is, the derivation of a general goal and objec~
tive from the variety of specifics constituting the problem is a necessary facet
of problem solving behavior in the human urganism in all but the simplest
problems. It is further interesting to consider the observation made by the
authors concerning the two-step precess required for attainment of the concept
‘n their experiment, that is, that first the subject had to determine that a con-
cept was needed and then determine what the specific concept was which was
needed to solve the problem. It is highly probable that almost any problems
with creative elements involved in them require this same dual process to
occur.

First, the person who is heing subjected to various stimuli must reccgnize
the need for a paiticular type of problem solution and then must try tc achieve
it. Without recogunizing the existence of a problem ~nd ideatifying it, the solu-
tion of a problem is impossible. Thus, we can see that in any prcblem that is
not made explicit to the subject, it is first necessary for the subject to con-
ceive of the problem as existing and conceive of some sort of potential terms
in which a solution might be made. These terms in which a solution might be
formulated would probably be equated to Johnson's goal formulation vhich he
spoke of as taking place during the preparatory phases of the problem solving

prooess.
3.8 SOCIAL INTERACTION IN PROBLEM SOLVING

Having looked at quite a few facets of the problem solving process, both in
problem situstions which are quite highly structured and baving alsc considered
the necessary prerequisites for the solution of problems involving somewhat
creative or original elements, still ancther area will now be explored. This
urea .s the area of the effect of social interaction upon problem solving. It is
well known by al!l behavioral scientists that the behavior manifested by the
human organism in group situations and in individual situations often differs.
Most of the experimental data underlying the theories which have been discusserl
thus far have been based on experimentation done on individual psople. I therve-
fore would seem interesting and profitable to explore the impact of group inter-
action on the problem solving process.

A study by James Davis anc' Frank Restle serves as a good basis for

introducing this topic. (2) in setting the scene for this study Davis and Restle
made a brief review of the field of group problem solving. They reported a
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classic study done by Shaw in 1932 which showed that groups attained a higher
proportion of aolutions than individuals and provided evidence for the hypothesis
that group interaction facilitates individual cognitive processes. They also
reported that Lorge and Marguardt in 1955 have suggested that the group advan-
tage results from a statistical pooling of the abilities or accomplishments of
their members and that some experimental evidence seems to support this
assertion (Davis and Restle, page 104).

The authors then go on to discuss the hierarchical and equalitarian models
of group problem solving. Essentially the hierarchical models suggest that
ablc and efficient subj- cts will dominate the group and the less-efficient mem-
bers will be excluded from effective participation in the solution of the problem.
However, the equalitarian model suggests that all group members contribute
about the same amount of talk though some are not actual.v contributing to the
solution.

In thaeir experiment, Restle and Davis presented three differeat prohlems
to groups and individuals at Michigan State University. They report that in a
direct comparison, group problem was found to be clearly superior to individual
problem solving. In analyzing the data from their experiment, the authors
stated: ''The data in the equalitarian model indicate that in terms of man-hours
it is cheaper to bhave individual problems solved separately than to use groups.
Individuals in separate rooms will, on the average, solve a problem sooner than
the same four individuals in a face to face group....though individuals will, on
the average, obtain a correct cnswer before a group, they may also obtain
some wrong answers. Working separately, four individuals would not sepa-
rate the cor.ect from the wrong answers. ... In this sense the group is slower
but surer.”" (page 115) At this point in the study, the authors caution that this
sort of theory applies only when one is seurching for unique, correct answers
to problems. They indicate that the answering of human relation type problems
where a multiplicity of posaible answers might be formulated may be very
different.

The authors go on to say '"...Within the context of this study, any asser-
tions that inter-member interaction results in a 'superpooling' effect or the
assertion that group problem solving derives from a simple pooling effect are
both seriously in question.' (page 116). Following this line of reasoning, it
would then appear that the real advantage possessed by a group is in the check-
ing of possible divergency of viewpoint which would result in more careful
evaluation of potentially correct alternatives rather than in the generation of
these alternatives. In conclusion the authors state, ''Social psychological data
in this study agree quite well with the supposition that groups were organized
in an equalitarian structure. The success of the equalitarian model suggests
that members who are on the wrong track contribute their share to the
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discussions. The data on choice of future partners failed to reveal any
noticesble trace of stable leadership within groups." (pp. 116-117)

L ey

Considering still another factor in cocperative problem solving, it was
hypothesized by Smelser(6) that subjects would perform best in a cooperative
problem solving task having a dominant and a submissive role if they were
assigned to their tasks with respect to their scores on a dominance-submis-
siveness test. Smelser administered a short form of Gough's California
Psychological Inventory (CPI) which contains a dominance scale to categorize
his 748 subjects. The experimenter selected subjects from the extremes of
the distribution on thia teei and made up various two-person groups from the
total grouping of subjects.

P

The experimental task devised for this test involved the manipulation of
model railroad trains. It was the task of the subjects to ~»mp’cte as many
mutually complete trips as possible around a circular track with several sidings
in a three minute period. The results reported by the author include the follow-
ing interesting information. ''The most productive group was composéed of pairs
in which the dominant subject was assigned the dominant role, and the submis-~
sive partner the submissive role. The least productive group was composed
of these pairings with the roles reversed. Paired dominant subjects were more
successful than paired submissive subjects and both of these pairings achieved
more when assigned roles. All groups shows significant increases in per~
formance across trials..."R was ooncluded that congrusnoe of role and habiwual
pattern within the subject and complimentarity of patterns an between subject
were major determining variables in cooperative achievement. " (page 841)

This appears to be still another important factor in the performance of
problem solving involving groups of psrsoas. At first look, these findings
would appear to be in divergenoe with those of Devis and Restle which assert
that an equalitarian power structure appsars to prevail in group problem solving
situations. However, it can be cbeserved that there was no need for a doriinant
role in the thought-type problem solving situation in which their subjects were
employed. Therefore it would seem that the congrusnce of personality traits
which rssult in primarily dominant or submissive behavior beoome important
factors in instituting group solving problems which require a dominant or con-
trolling force.

Yat another aspect of group problem solving was investigated by L. Richard
Hoffman and Norman R. F. Maler of the University of Michigan. (3) Their

general interest was in exploring the ides that groups composed of people with
varied personality structures would be superior as problem solver when com-
pared with groups of more homogeneous composition. An excellent synopsis

of their findings is presented in their summmary: "A wider variety of problems
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was used to test the generality of Hoffman's (1969) earlier findings that groups
composed of people heterogeneous with respect to personality were superior

in solving prctiems to groups composed of people with homogeneous person-
alities. Sixtsen uomogeneous and twenty-five heterogeneous four-person
groups were initially formed in the laboratory section of an undergraduate
course in the psychology of human relations. Homogeneous groups consisted
of people with high positive profile correlations among their scores on Gilvord-
Zimmerman Temperament Survey, heterogeneous groups of people with near 0
or negative correlations. The group members interacted weakly in case dis-
cussions, problem solving and role-playing.

Five different problems were used to test the relative ability of the two
types of groups, four with some component of quality and one only involving
acceptance. The subjects were also questioned about their satisfaction with
the solution and with their influence over the solution for each problem.

The following results were obtained:

1. Heterogeneous groups produced a higher proportion of high quality
solutions than did homogeneous groups to three of the four problems
with quality components. On the fourth problem there was little dif-
ference and both types of groups produced poor solutions for the most

part.

2. Mixed sex groups tended to produce higher quality solutions then did
all male groups.

3. Satisfaction with the problem solutions was about the same in the
homogenecus and heterogeneous types of groups.

4. Satisfaction with the solutions was shown to be more strongly corre~
lated with the member's satisfaction with the amount of influerice he
had over the solutions, than with the objective quality of the solution
or with the member's actial amount of influence.

It is suggested that solutions with high quality and high acceptance can be
obtained from grouys in which the nuembers have substantially different per-
spectives on the problem and in which these differences are expressed and
used by the group in arriving at their final decision." (p;.. 406-407)

Thus still another dimension seems to be added to the psychology of group
problem solving. These findings of Hoffman and Maier worild seem to indicate
that heterogeneity and attitudinal components among groups members which
permit participation on the part of all members would promote the generation

of high quality, highly satisfying problem solutions.
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We have now looked at several dimensions of problem solving in a social
context. The first experimental work, that of Davis and Restle, indicated that
for sureness of solutions as opposed to speed of solutions, groups appear to do
best. The work of Smelser indicated that in the situations where dominance is
necessitated in a problem solving situation, the assignments of dominant and
submissive roles is best done such that people are acting in accordance with
their habitual personality structure. Finally, Hoffman and Maier's work
suggests that heterogeneity among problem solving groups promotes the gener-
ation of high quality solutions.

3.9 FUMMARY

It would seem that one can state with a reasonable amount of certainty that
there is some form of preparatory activity preceding the attempt of the human
organism to solve a problem. Depending probablv upon the complexity of the
problem and the nature of the stimuli impinging upon the human, this prepara-
tory activity may simply involve summoning up a repertory of well-worn
responses from the apperceptive man or it may involve the drawing togetuer
of a multitude of impinging stimuli and deriving from them a conception of the
existence of a procblem before even the preliminary phases of problem solution
can begin.

No Jdoubt there is during this phase, as suggested by Johnson, some sort of
goal acknowledgment or goal setting activity. Without this, responses emitted
by the organism would have no direction. After this phase is cor.pleted, once
again going along with Johnson's schema, trial responses are produced. It is
evident that there is not a hard and fast boundary between these two stages
becanse continual feedback and contimual modification of both goals and responses
would appear to ocour in many types of problem solving.

Following the generation of a particular trial solution for response whether
on the verbal, mental, or manipulative level there must be some sort of judg-
mental proooss which assesses or analyses the adequacy of this response. If
this response doss not meet the goal set in the first portion of the process,
then presumably the subject will run thicough the process again.

As for the influsnce of social groupings on human problem solving behavior,
it would appear that this behavior is different from that generated by the indi-
vidual human organism. The charccteristics identified in the experimental
literatnre include the fact that group problem solvirg is surer but slower than
individual problem solving; that if a situation demands a dominent person that
the dominant person be 8o assigned in the problem solving task and the submis-
sive person or persons likewise be assigned to roles congruent to their per-
sonality structure. Still another vein in the literature suggests that groups
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composed of people of heterogeneous parsonality structures are most produc-
tive of meaningful guality problem solutions.

The preparatory activity preceding human problem solving is closely re-
lated to the retrieval of information (objects and rules of behavior) structured
in accordance with the current field of interest or goal. This points to the dis-
cussion of information retrieval techniques in section 7, as well as to the
machine~-orisnted problem solving described in section 2. The latter is par—
ticularly relevant o the repetition of trial solutions with the improvement of
heuristics at each repetition, a process used to improve the checker and chess
playing maclines at the conclusion of or during a game.
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4. CREATIVITY IN HUMANS

4.1 DEFINITION

In an attempt to define the term creativity some basic is3ues are deait
with:

1. Is there but one kind of creativity or are there mauny kinds”?

2. Are the mechanisms involved with creativity iwrate ur leuarned, or
both ?

3. How do the constructs, creativity and problem soiving, relate to one
another?

A. Kinds of Creativity
MacKinnon (1962) sees two kinds of creativity: artisiic and scientific.
Artistic Creativity -- Includes poets, novelists, artists. The indi-

vidual who man!‘ests artistic creativity externalizes something of
himself into the public field.

Scientific Creativity -- The scientifically creative individual acts as
a mediator between externally defined nceds and goals. He operates
on some aspect of his environment in such a manner as to produce a
novel and appropriate product, but he 1dds little of himself or of his
style as a peraon to the resultant. Included among the scienurically
creative are industrial researchers, physical scientists, engineers.

The opposite point of view is held by many and is illustrated by Hall (1962)
who says: 'a distinction is sometimes made betwoeen the creative activity of
those working in fine arts and of those working in science. Again, both of
these impractical pursuits are sometimes said to be creative -vhile business
activity is not. These are both false dichotomies. The same human imagina-
tion and creativity cccurs in all these fieids. '

Eric Fromm supports the latter position with his ''creative attitule’" con-
cept. The creative attitude is characterized by inquisitiveness, avoidance of
sets, and the courage to ‘ry strange ways of doing things.

In either event, creativity is an approach to solving problems, whatever
the problem might be. Creativity i8 a function of .nuividual differences with
respect to approach and the nature of the problems involved.
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B. Creativity, Innate or Learned?

The ability to find creative sclutions to problems seems tc be normally
distributod. Irdividualz are able to increass their capacity for creativity, but
only within limits. Some intividuais appear to have a higher potential for cre-
ative solutions, but nerrly evoryone can become more creative.

C. Creativity a..d Problem Solving

Man's day to day existence might be defined in terms of a series of prob-
lem sclving situations. Some of the probiems an individual could be faced with
in one day are: what necktie to wear; pleasing his wife; and discovering a new
heat resistant metal alloy for space vekicles. Each one of these problems
might be approached in a creative mannec. However, the more difficult the
problems become the more creativity is a reguisite for solution.

Most problems dealt with by the human being are assumed ¢o have solu-
tions. Solutions resuit from the ;»~.. cr combination o. associative elemonts
which may not be easily perce.ve« In other words, a solution to any pr-blem
involves the mediation of agssociativa elements into idoational contiguity. The
more remote the roquisite associzitve elements are, the mor-. creative an
individual needs to be to draw them together. Sarnoff Mednick (1962) hyypv.the~-
sizes three ways of attaining creative golutions, which are methods of bringing
the requisite asccciative elements together:

1. Serendipity. in this case the rsquisite associative elements may be
evoked contiguously by the contiguous environmental appearance
(usually an accidsatal contiguity) of stimuli which eLcit theae ussoci-
ative elements.

2. Simiiavity. Requisite associative elements are evoked in coutignity
as a rsult of their apparent simiiarity.

3. Mediation. Yhe requisite associative elements are « 7oited in contiguity
through thc nediation of common elements. MedirtivL is the proress
ofton refe-red to as creative thinking.

The definition given above allows the factors that will make for indinndual
differences in the probability of achieving creative solutiur ; io be deduocsd. Any
abllit'es o: cha. .icteristios which serve to bring odherwise mutually remote
ideas into contiguity will facilitate a ~reative solution, any abilitier or charac-
teristics whica serve to oxohibit remote ideas from contiguous evocatioa will
inhibit the creative solutic.
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One of the mechanisins which is largely responsible for the inhibition of
creative thinking (mediation) is set. For one reason or aaother, problem
solving techuiques become rather rigid. When a problen. presents itself, the
average problem solvir can see only a narrow range ~ possible solutions. The
unique, the original solution is arrived at by only tho.< who are capable of
going beyona the obvious, of wading through the stereo.yp3s.

4.2 APPROACHES TO THE STUDY OF CREATIVITY

Some of the questinns which are raised as one uttempts to study creativity
ire as follows:

1. Is there a process amenable to analysis and synthesis ?

2. Should great pcuple, or creative people, peop.e who are judged to be
. reative, be studied to analyze their modes of <veration, their per-
sunality traits, and/or their backgrcunds ?

4. Are certain environments more conducive to creativity, than othera?

When Stuart E. Golann (1963) reviewed the litarature, he identified four
mni. emyhases in the study of creativity. They are products, process, meas-
wresgent, and personality.

A. Products as Criteria

The study of products with respect to creativity involves viewing products
as criteria of creativity. This assumes that a trait of creativity either unitary
v smiti-faceted, will be associated with end-products that result from certai
types of behavior. Products are studied and judged for creativeness. The
term creative is then applied to bobavior which produced the end-products
which were judged to be creative products.

There are studies in which the relationship betvreen criieria variables
such as number of publications, number of pstents, and judges of creativily
ratings are invedtigated. These approaches are quantitative rather than quali-
txtive, and may in many cases be inappropviate. For example, some truly
crealive persons may labor ail their lives on a few extremely difficult prob-
sms. The quamtitative criteria of and-products then would not reflect their
creativity .



B. Process

Here the study of creativity is accomplished through emphasis upon the
processes involved rather than the end-products. One major difficulty -ere is
that man is studying himself. He must learan to introspeci and to be abiective
when dealing with subjective mateiials if you will. He must rely or ohse-vable
behavior and then draw inferences.

Wallas (1926) deacribed the stages of forming a new thought as follows:
preparation, incubation, illumination, and verification. Preparation invoives
gathering data, and building an apperceptive mass. Incubation involves 1esting
the brain in order to rid oneself of all incorrect sets. Illumination invo'ves
inspiration, insight or for a course of action to become clear during this r.hase.
His fourth step, verification, is merely to behave, to do that which o:'e has
decided to do.

A question to be raised at this point is: Is the creutive process systema-
tized, goal directed or plastic. One example of the systematized or goal
directed type defines the creative process in terms of six steps.

1. Realizing the need

2. Gathering information

3. ‘Thinking through
4. Imagining solutions

5. Verifying
6. Putting ideas to work

The author cf the above six stepe stated that the difference between the
tlluminated minds of genius and ordinary people is the speed wi*r which they
proceed from step one to step six. This obviously implies that everyone goes
through the same steps. That was a systematised, goal directad view of the
creative process. An sxample of a different view is given by Taylor (1962):
"The rules of logic und sclentific method are a pey ~hological stra ght-1ucket
for creative thought.”" Examining over one hundred definitions of creativity
which occurred in the literature, Taylor identified five major levels of cre-
ativity. The are:

1. Expressive creati ‘ity which is an indepeudent expression whore skills,
originality, and quality are unimportant.
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2. Productive creativity. A new level of accomplishment when skills
allow development of finished products.

3. Inventive creativity. Here a flexibility in perceiving new and unusual
relationships between previously separate parts occur, not new ideas,
but new uses of old parts.

4. Innovative creativity. Basic foundation principles are sufficiently
understood so as to allow improvement through modification.

5. Emergentive creativity. Here the conception of an entirely new
principle at a most fundainental and abstract ivvel occiiis.

It appears to the present author that if man is to understand creativity,
the answer will result finally in understanding the processes involved.

C. Measurement

Accordingly to authorities, tests used to mezsure creative abilities have
not changed much in the last fifty years, but the methods of analysis have be-
come more complex. One approach is the faclor analysis approach. Guiiford
(19G2) says that the lack of psychological knowledgc in the area of creativity
may be attributable to the inappropriateness of the SR model, for the study of
higher processes. So he used the trait approach in the study of creativity, anc
used factor analysis to dizscover dependable traits. Noting some forty-seven
fators of intellect. Guilford identified the following factorial artitude traits to
be related to creativity: the ability to see problems, fluency of thinking, which
would be word fluency and ideational fluency, flexibility of thinking, originality,
re~definition, and elaboretion.

Some of Guilford's tests require individuals to state defects cr deficiencies
in common implements or institutions; to produce wurds containing a specified
letter or combination of letters; to procuce in a limited time as many synonyms
az they can from a stimulus word; to produce phrases or sentences; to name
objects with certain properties, for example, objects that are hard, white and
edible; cr give various uses for a common object. Guilford's practice in scor-
ing these flusacy factors is to emphasize sheer quantity rather than quality.
Once again, the question is ranisea as to the appropriateness of this approach.

Another measurernent approach other than the factor anslytic approach is
the criterion group empirical approach. The Welsh Figure Preferencn Test
is a nonlingual test which is composed of 400 India Ink drawings to which each
examinee must respond "like' or ''don't like.' An empirical scale was devel-
oped by comparing the likes and dislikes of 37 artists to 160 people in general.
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The revised scale ccnsists of 30 pictures which artists liked more frequen.ly
than people do in general and 30 drawings which artists disliked more fre-
quently than people in general. The basic assumption here, of ccurse, is that
artists are creative anG that artistic creativity is composed of the stuff of
which all creativity is made, which is an issue which has been discussed above.
Ore would have reason to question this approach. However, rank order cor-
relations of 0.40 and 0. 356 between scores of the Welsh Test and creative
writing instructor's ratings and originality and creativity of their students
ware reported by Welsh Gough (1861) reported that the scale showed the
highest single correladon 0.41 with criterion judgments of research workers
creativity.

Other tests which did not correlate well with the criterion judgmeats were
tkree ability measures, the Allport-Vernon Value Scaies, 56 of the 57 strong
vocational inventory scales, Baron's Originality Scale, Baron's Prefsrence for
Complexity Scale, and 6 Guilford Measures.

Criteria and Predictors

The criterion problem with respect to measurement of creativity is prob-
ably the most critical and yet least studisd problem. Insofar as research is
concerned, some of the techniques which have been used to develop criteria
ave as follows:

1. Overall performance ratings by supervisors

3. Creative rating by supervisors

3. Quantity of patents

The criterion problem arises with the consideration of each new pre-
dictor. Predictors can oaly be as valid us the criteria which are developed.
At this point in {ime 20 most successful method of establi~hing criteria for
creativity is ~ating Uy experts.

Predictors

Some of the techniques which are used as predictors are as follows:

1. Biographical information

2. Self-rating

3. Persounality and originality inventories
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4. Aptitude and intelligence measures
5. Situational influences (parental attitudes)
6. Interest and motivation scales
7. Academic grades
8. Ratings by others
D. Fersonality

Another major emphasis within the psychological study of creativity is the
study of personality. Specifically, the study of the personalities of persons
rated or judged tc be creative persons. These studies appear to be subdivided
into two major categories: 1) the study of motivation in vreative behavior; and
2) the study of personality claracteristics of creative individuals.

The studies of motivation ia creative behavicr seemed to be characterized
by two divergent views. One view is that creativity is a property which
emerges and matures as an individual attempts to realize his fullest potentials
in his interaction with his environment. Concepts that seem to be related to
this notion are: Allport's functional atonomy, Goldste:n and Rogers' self-
actualization, Mays' motives for creativity. Individusls are creative because
it is satisfying to them since thay have a need to relate to the world around
them. 8o they may experience ti.omselves in action.

In contrast to the more positive motivations referred to in the concepts of
self-actualization, and motivee for creativity, is the other point of view in
which creativity is a by-product of repressed or unacoeptable impulses.
Freud's sublimation i a case ic point. There do not appear to be any studies
in which these twu approaches were experimentally compared. Perhaps the
lack of critical experiments to test these two theories is due to the fact that
the two groups of theorists mean something different when they speak of cre-
ativity. The Freudians seum to discuss painting and writing when they deal
with creativity, wiereas the self-actualizing group have ¢ more general ap-
prvach. Also, the concepts of self-actualization and sublimation, which they
use to explain creative behavior are themselves constructs and difficult ones
at that to define.

In studies of personality attributes of creative individuals, the basic ap-
proack employed is to contrast criterion groupe on self-descriptioa, other
descriptions, test parformance, life history materials, and work habits. The
criterion groups are selected on the basis of ratings of creativity, performance
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on Guilford tests, scores on the Welsh Figure Preference Test, and nomina-
tion of individuals of outstanding creativity by a panel of experts in their field.

The relationship between self-description and degree of creativity has
been studied a great deal. Barron (1952) reported that subjects at the lower
extreme on the Welsh Figure Preference Test described themselves as con-
tented, gentle, conservative, unaffected, patient and peaceable. The high
scorers characterized themselves as gloomy, loud, unstable, bitter, cool,
dissatisfied, pessimistic, emotionai, irritable, and pleasure-seeking.

kEs s B Ao waadee

Crutchfield (1961) attempted to describe personality attributes which tend
to characteize creative individuals 1n general. He reported that in cognitive
spheres, they are more flexible and fluent. Their perceptions and cognitions
are unique. In approach to problems they are intuitive, emphatic, perceptu-
ally open and prefer complexity. In emotional, motivational spheres, they
demonstrate freedom from excessive control, achieve via independence rather
than conformity, are individualistic and have strong, sustained intrinsic
motivation in their field of work.

4.3 AN APPROACH TO THE STUDY OF CREATIVITY

A study by MacKinnon (1962) is an example of a way of studying person-
ality attributes by contrasting criterion groups. When referring to MacKinnon's
wnrk, it will be in terms of only the architectural group. He studied many
guoups representing engineering groups, scientists, business men, poets,
artists, and different types, etc. However, for the purpose of studying his
methodology employed, we have selected only the one.

MacKinnon himself acoepted the notion that there is a difference between
artistic creativity and scientific creativity. Consequently, he placed a great
deal of emphasis upon his architect group, fesling that they bridged the gap
between artistic creativity and scientific creativity. The architect has oppor-
tunity to express his own inner states much as poets and novelists do, as well
as being a mediator between externally defined needs and goals in the same
manner as industrial researchers, physical scientists and engineers do.

Ho chose a panel of experts, five professors of architecture, who nomi-
natad forty highly creative architeocts. Two additional samples were selected
for study, both of which matched the highly creative sumple with respect to
age and geographic location of practice. The first group we will refer to
henceforth as Architects 1. The first supplementary sample, Architects 2,
had ai least two years of work experience and association with one of the
originally nominated creative architects. The second additional sample,
Architects 3, was composed of architects who had never worked with any of
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the nominated creatives. The mean rating for creativity for each of the three
groups, the ratings having been made on a nine point scale v six groups of
architects aad experts on architecture, was for Architects 1 -~ 5. 46; for
Architects 2 ~- 4,25; and for Architects 5 -- 3. 54, the difference in mean
ratings between each group being statistically highly significant.

All three groups were axposed to the same psychological examinations
and interviews. Traits which were derived from the three groups are listed
below:

1. Architects 1 have good opinions of themselves.

2. The seif-images of the three groups were different. Al described
themselves as inventive, independent, individualistic, enthusiastic
and industrious. A2 and A3 described themsel¢es as responsible,
reliable, sincere, dependable, clear-thinking, tolerant, and
understanding.

3. There were no relationships between creativity and intelligence.

4. Architects 1 scored five to ten points higher on each of the following
MMBI Scales: depreasion, hysteria, paranoia, schizophrenia. This
was interpreted as good intellact, complexity and richness of per-
sonality, general lack of defensiveness, candor in self-description
rather than psychcpathoiogy.

§. Architects 1 scored extremely kigh on the femininity scale.

6. All groups showed a clear preference for the complex and the
asymmetrioal.

7. The Myers-Briggs-type indicutor test was used to measure openness
to experience. The idea is that whenever the mind is used, either un
act of perosption takes place, in which the individunl becomes aware
of sotaething; or an act of judgment takes place, in whick a conclusion
about sumething is reached. Everyone does both, but most people
tead to show a consistent preference for one or the other of these two
ways of using the mind. Creative writers, mathematicians and
architects are perceptive types, research scientists, the majority of
them at least, are judging types.

The second preference measurad by the type indicator is (1) sense

peroeption, which is an awareness linked directly to sense and possi-~
bilities, and (2) intuitive perception, or indirect perception of deeper
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meanings. Twenty-five percent of the general population show pref-
erence for intuitive perception. Ninety percent of the creative writers
show preference for intuitive perception. Ninety-two percent of the
mathematicians showed prefereace for intuitive perception. Ninety-
three percent of the research scientists showed preference for intui-
tive perception and one hundred percent of the architects showed
preference of intuitive percention.

8. On the introversion, extroversion dimension, two-thirus of all cre-
ative groupe score as introverts.

9. On the Strong vocational interest blank all creative subjects have
shown interests similar to: Psychologist, Author-Journalists,
Lawyer, Architect, Artist, and Missionary; and interests unlike:
Purchasing Agent, Office Man, Banker, Farmer, Carpenter,
Veterinarian, Policeman, and Mortician.

10. On the Allport-Vernon-Linsy Study of Values Scale, in which there
are six basic values: theoretical, economic, aesthetic, social,
political and religious; all have as their higheat values, theoretical
ard aesthetic.

11. With respect to the life history studies, the following was found:
Parents showed extraordinary respect for the child and confidence in
his ability .0 do what was appropriate. Discipline was almost always
consistent and predictable. Personal ethical codes wore emphasized
rather than formal religious practioces.

A summary description of the creative person, especially of the creative
architect, as he reveals himself in his profile on the California Psychological
Inventory (Gough, 1967), reeds as follows: ""He is dominant; possessed of
those qualities and attributes which underly and lead to the schievement of
social status; poised, spontanecus, and self-confident in pexscnal and social
interaction; though not of an especially sociable or participative temperament;
intelligent; outspoken; sharp-witted; demanding; aggressive; and self-centered;
persuasive and verbally fluent; self-confident arnd self-assured; and relatively
uninhibited in expressing his worries and complaints. "

"He is relatively free from conventional resiraints and inhibitious, not
preoccupied with the impression he makes on others, and thus perhaps capable
of great independence and sutonomy and relatively ready to recognize and ad-
nit self-views that are unusual and unconventional. "
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"He is strongly motivated to achieve in situations in which independence
in thought and action is called for but unlike his less creative colleagues he is
less inclined to strive for achievement in settings where conforming behavior
is expected or required. In efficiency and steadiness of intellectual effort,
however, he does not differ from his fellow workers. Finally, he is definitely
more psychologically minded, more flexible and possessed of more femininity
of interests than architects in general. "

4.4 RELATION TO FORECASTING

The three ways described in section 4.1 for attaining creative solutions,
serendipity, similarity, and mediation, are all based upon the association of
elements which make their appearance contiguously in an environment moti-
vated by the problem to be solved. This parallels the forecasting process in
which information is filtered from the total data file using the techniques of
accidental discovery of relevant material, association of closely related con-
cepts and processes, and tracing paths into related subject fields through
synonymic, homonymic, and generic relationships. The inhibition of creative
thinking through conceptuxl set, mentioned in section 4.1 as a mechanism
which narrows the range of possible solutions, has its counterpart in the rigid
structuring of technology into rarrow fields of specialization which inhibits the
prediction of developments resting upon interdisciplinary interaction and/or
the creation of a new conceptual specialization. It is important (o note that
these aspects of creativity and forecasting are directly related to the associ-
ative manipulation of deacriptors or index terms in mechanized information
retrieval systems based upon concept coordination, as discussed in secton €

The information retrieval approach applies with equal power to the stages
of forming a new thought enumerated by Wallas, as described in section 4. 2.
None of these approaches through semantic association provides for a numer-
ical measure of tho data. But the linkages do allow for correlation and sta-
tistical measures, such as the factor anrlysis apnplid by Gui'ford. It is not
surprising that factor analysis has also been applied to descriptors in infor.ua-

tion retrieval with the intention of measuring joint conceptual i-:terrelationships.

The study of buman creativity strengthens the cunjecture that the mechanizat:on
of forecasting is, at least to a substantial extent, the application of principles
and techniques of information retrieval.
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5. DESCRIPTIVE TASK ANALYSIS OF TECHNOLOGICAL
FORECASTING

The preceding two sections discussed human problem solving and cre-
ativity from the vantage point of the psychologist. The discussions were based
upon extensive study of the literature, with spacial emphasis upon material
relevant to descriptive task analyses of problem solving and creativity which
contribute to better understanding of the operations engaged in by intelligence
analysts. Although a small amount of light was shed on the latter, it is evi-
dent that much more research is needed to reach a satisfactory level of knowl-
edge on this topic.

From the discussion of machine-orientod problem solving in section two,
it 1. clear that mechanized tachnological rorecasting in its moet general form
is a tormidable task, hindered by incomplete information regarding relevant
activities and developments, high noise level introduced by irrelevant informa-
tion, and unknowr goals (breakthroughs) whi~h are not only unapecified but may
even be rejected through skepticism or sheer lack of recognition.

If progress is to be made, it appears that a more limited objective should
be set as & first milestone. This might consist of an intensive examination of
the Air Force definition of forecasting by talking to Air Foroe analysts and
developing a system model of the forecasting process in their eaviroament in-
cluding all aspects from acquisition of source data through generation of fore-
cast. The derivation of the model would of necessity uncover questions con-
cerning individual sieps in the forecasting process and suggest specific re-
search tasks to provide answers.

Since the study to develop a forecasting model was beyond the soope of tae
current study, 2 beginring was made by preparing a omjectured model to scrve
as a guide for furthe: study as well as a framework for the other work on the
project. The conjectured model is illustrated in flow chart format in Figure §.

The text which follows is a highly abbreviated explanation of the various
blocks in the chart.

1. The situation or milieu is the sum of the events and situations com-
prising the real world. Since events are ocontinually occurring, the
situation is constantly changing. We think of the situation advancing
in discrete steps through 1, 2, 8, ..., N.

-y 91‘%1 ——
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2. Many blocks in the flow chart represent 1 filter (F). Since no kuman
being ever perceives the ail of reality and since the human can oanly
work with information which is perceived, the filters represont the
total effects of selective perception, sensory limitatious, etc., which
tend to modify human perceptions of the real world.

3. The analyst makes a preliminary effort to orzanize those percepts of
the real world situation remaining after the filtering process.

4. In the act of structuring the information concerning situation N, cer-
tain aspects of the information available are seen to be less important
than others. The total information content is again reduced by a fil-
te) ing process.

5. The structured information resulting from 4 is entered intc the bank.
The bank is conceivad of as the total orgunism - nervous system,
thoughts, memories, aperceptive mass, etc. In snort, the structured
information becomes a par ' of the total analyzing organism.

6. Out of the totality of experience and capabilities represented by the
bank, the analyst will compare the new information to existing ocon-
scious ideas, concepts, and information already within the memory.

7 - 10. Blocks 7 and 9 represent the alternatives available to the organism
as a result of the comparison process. If the information as struo-
tured in 3 is thought to be unique it will be reentered in the dynamic
bank (10) with that label. If the information is not cousidered unique
it rasy be forgoticn (8) or estered into the bank (10) as nommique
information.

11, 13 and 18. The information entered in the bank (10) cav either be re-
organised and restructured (18) oa the basis of the comparisons made
or the information can precipitate a reexamination of the total situs~-
tion based on the action thought most appropriate by the analyst. It
must be emphasized that situation N is now situation N + 1 because
time has elapsed during the time the preceding steps tock place.

13 and 14. The reexamination of the situation resuits in a new set of in-
puts which are thea filtered (13) and identified as being either con-
tirmztory of the inputs of situation N or a3 being different from them
in some way.
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i8 - 19. The reorganization (15) fcllowing the second-look inputs is

followed by filtering (16), entry into a bank (17) and filtering (18)
again as the restructured information is drawn upon for supporting
the formation of concepts (19). Having formed concopts as to general
trends or implications of the perceptual inputs, there are two basic
paths through the next phase of the process.

20 - 26. One path involves the use of the concepts formed (19) earlier as

a basis for generating tentative hypotheses (21) about the implications
of the data. Both the inputs and outputs of this stage are filtered
perceptually {20, 22, 23),

24 - 26. Having formulated tentative hypotheses, the analyst must begin

looking for means to verify or reject the H. He can look to either the
outside world {24) or inside world (bank) (26) in order to identify
potential additional data sources (25). After filtering (30) the analyst
then selects (31) those sources having the most promise of being use-
ful in validating the H's he has.

27 - 28. The other path from concept formation involves the establishment

of tentative criteria (28) for validating of the H. Block 29 shows the
idea that at this juncture the analyst forms a criterion against which
the first H will be tested.

Carrying forward the additional data collection process, the selected
deta sources (31) are further reduced by filtering and it is then timo
for the analyst to take & look at these sources.

34 - 38. This data is gathered from either the outside world (34) or bank

(38), filtered (36, 37) and finally collected (36).

39. A series of relevance tests (39) are then applied to thia data both with

respect to validating data and validating criteria.

40 - 42. The results of these relevance tests are used to >lassify data for

storage 40. The act of data storage is portrayed in 41. Tata re-
trieval (43) for the final structuring (43) prior to anaiysis (44) and
interpretation (48) is then acoomplished.

46 - 49. The tentative hypothesis generated in block 21 is then tested (46)

in relation to the criteria generated in 28 and 29 and the results of the
analysis of the immediately preceding steps. The results of this test
are then portrayed in 47 and 48. These outcomes are than put in the
bank for future use in future steps in the analytic process.
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50. The analyst, based upon sarlier data from the data bank, seeks to
single out poseible actions which could be appropriate in settling the
issues before him.

51. §3, and 56. Filters which screen out various courses cf action
(things he cannot bring himself to try, cannot think of, etc.).

52. Behavioral or dats possibilities from reality (note that "'reality' is
part of the world from which the problem originated). The process
of using the same wurld to suggest ideas, supply data, and provide
the criterion is somewhat difficult to conceive and probably accounts
for much error ard poor progress.

54. The usual memory process.
56. Analyst thinks up ways to test validity of his further data collections.

57. Feasibility estimates are made to identify the activities which would
result in supplemental data.

58. The alternatives are evaluated and selected.

59. Due to nonavailability, forgetting, selective recall cr other filtering
proceases, the actions which actually get executed (60) are consider-
ably reduced.

61 and 62. These indicats that there are successive repetitions of the
data acquisition and consideration processes. Presumably these steps
would be reduced to serc in ceses involving insightful problem aolving
proocesses.

63. Having data to compare to expectations, the analyst can now compare
to his preestablishud oriteria. Regardless of how this comparison
turns out he needs to go back out to compare to the real world again.
It needs to be noted that the world changes with time so a presstab-
lished criterion may no longer be appropriate. Note also that the

world is a product of peroeption.

66 and 66. Theue show the result of the comparison and, in either case,
the outoome of the comparison in 64 is placed into memory in 67 where,
if thought to be a good lead, one would capitalize on it, 69, and use it,
70. Otherwise, one would forget it (68) though ons might also forget
a good lead too. History seems to have numerous examples wherein

19
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good ideas were lost because they were not recognized as immerliate
yoals or even as good ideas.

It is apparent that we know least abourt the contents of boxes 15, 19. 28,

40, 42, 43, 44, 45, £7, 64, and 69. Thesa must be better defined through
further research, as discussed at the beginning of the chapter.
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6. INFORMATION SCIENCE APPLIED TO FORECASTING

Study of the discussions in the preceding chapters leads to the conclusion
that problem solving, creativity, and forecasting have an important element in
common. They are all concerned primarily with information handling. Tech-
nclogical forecasting is in fact a particular kind of information processing.

There is a basic difference between information processing in problem
solving and that in forecasting. As described in Chapter 2 (section 2.1) a
problem is composed of a set of initial objects, a set of operational rules, and
a specified goal description. Problem solving consists of repeatedly applying
the rules to the objects, with the objective of reducing the distance to (and
eventually reaching) the gnal. In a sense, this is a static game which can be
played over and over again, with the differences among games determined only
by the paths taken between the initial conditions and the achievement of the goal.

On the other hand, forecasting is a dynamic game in which the goals them-
solves are not known in advance. Thus, different games based upon the same
initial conditions may 1 ad to different goals, all of which must be accepted as
fessible even though they may differ in credibility. Moreover, once a goal has
been achieved, the previously unknown conditions thereby discovered bscome
themselves part of the initial conditions for future games.

Technological forecasting may be likened to the Newton dynamics of physi-
cal objects, as illustrated schematically in Figure 6.1. The initial objects are
the present state and present trends of technology, which may be compared with
particle positions snd velocities in a Newtonian space. Many forces are brought
to bear upon the present state of technology, ranging from individual human
curiosity through material propensities of society . socially or politically
recognised communal needs. These forces act upor. the present state in accord-
ance with laws of change which are at preseat only vaguely undersiood and are
certainly much more complicated than Newton's F=m a; better understanding
of these laws of change is an area of research worthy of support if the fore-
casting process is to be mechanized effectively. The result of the application
of the laws of change is a technology of the future which, when reached, be-
comes the now present state and present trends of technology.

The schematic illustration in Figure 6.1 may be extended by analogy to the
dynamics of a gas. The molecules of the gas correspond to the individual bits
of technological information currently known, molucular collisions correspond
to associaticn or correlation of technological concepts, and chemical reaction
uniting twn or more molecules into a new supermolecule corresponds to con-
ceptual associations leading to an advanced novel superconcept or development
in technoloyy.




From the preceding discussion it is evident that a primarv activity of any
analyst/forecaster is the handling of information. It follows that the mechani-
zation of technological forecasting is heavily dependent upon the foundations of
information science. The balance of this chapter will be devoted to a discus-
sion of the handling of information in preparation for its use in a mechanized
technological forecasting system.

6.1 THE ORGANIZATION OF FORECASTING INFORMATION

The ultimate goal ie the retrieval and manipulation of information in sup-
port of intelligence analysis and forecasting. Retrieval implies prior storage
of not only relevant information but also control data for selective access to
stored information. Manipulation implies associating iaformation of different
kinds and from different sources to relate existing forces to the preseat state
of technology and to apply the laws of change; more specifically, it implies
(1) filtering out all the "irrelevant" information whiie retaining all the "rele-
vant”" information, (2) guessing at missing ""relevant" information, and (3, pro-
pouading a goal or goals which the information apgaars to support. Or ocon-
versely, it implies conjecturing a goal and successively implementing different
associations of the retrieved information in attem,'s to prove or (preferably)
disprove the conjecture.

For forecasting purposcs it is not enough to store only technological infor-
mat/ -n since this describes only present state and trends. It is neceasary also
to store characterisations of people, organisstions, evenis, socio-economic
and political motivations, etc., to recopstruct, diagnose, or simply guess ut
forces acting to create changes. X the system is to make tentative forecasting
conjectures, then the laws of change and the criteria for recognizing significant
developments must also be stored.

It should already be clear that the amount of stored information is enormous.
An added complication is that the characterisatioa of the information depends
upon the specific interests of the eventual user; the sigaificance of an item
varies with the conjectured goal, 80 thai its relevance depeods upor the point of
view of the analyst/forecaster. The control data whick am used as "labels" or
"indicial keys'" or "index termas" or 'descriptors" for the pragmatic retrieval
of information items, must be carefully assigned ia the light of an interdisci-
plinary and changing world of technclogy. The use of a singlo preassigned
hierarchy of technological concepts no longer applies in ordinary lbhrary
practioes; it is a fortiori unacceptable for labeling the forecsater's files.

‘Technological information is in fact no different from kncwledgn in general.
Its structure is a noaplanar network of concepts, with each conocept coanected to

many other concepts through a multiplicily of association linkages, as illue~
trated in Figure 6.2. The concept A has a number of slightly different meanings
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which associate it with near-synonyms in three sets AB, AC, and AD. At the
same time, A iz generically related {0 F and G in tree structure, whiie B, C,
and D have a conceptual association with E in the FG tree. There 18 nothiag to
indicate nor any reason to expect any closer relationship between A and E. The
following example is taken from Roget's Thesaurus:

G - affections (Cluss VI)

F - personal affections (Section II). (Sibling sections are - moral affec-
tions, sympathetic affections, religious affections)

Under moral affections are many terms, including impropriety, ¢xemption,
contempt, flattery, and punishment (#972). Under punishment are a
number of forms of punishment iacluding

E - execution, which has a relation to
D - expreasion (in music, #416)

C - acting (in drama, #699), and

B - action (#630).

B, C, and D are all connected through A, "performance.'” In this example, A
is not in the FG tree (Class VI): however, D is in Class III, Section II1; C is
in Class IV, Soction II; B is in Class V, Section I; and A is of courso in all
three Classes. '

Moreover, the gensric relationship betwesn A and F depends upon the
analyst's point of view. For example, computer specialists rank aztomatic
oontrol as a particular specialty within information prooessing; oontrol spe-
cislists rank information processing as a partioular specialty within automatic
process control. From their own specialised points of view, both are correct.

The point to emphasize s that informstion of itself is amorphous. R is
the scientist/engineer who provides the structure to serve his specialized needs.
Moreover, the assigned structure colors his point of view by providing a biased
and unbalanoced charscterisation, with his area of specialisation at the center
of the technological universe. Such a biased viewpoint is detrimental both to
progress snd to forecasting. Specialty-osntered indexing of knowledge must be

continually guarded against if mechanized support of forecasting is to be
accomplished.

With full recognition of the enormity of the task of aoquiring and storing
all the technological, control, and foroe data to provide worthwhile support of
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forecasting, it appears feasible to make a substantial start through efficient
use of information science. Discussion of specific aspects of an implement:.
tion procedure wiil now be discussed.

6.2 SPECIFIC ASPECTS OF FORECASTING INFORMATION

In addition to the multiplicity of sorts of information, and the complexity
of the organization handling it, intelligence material includes numerous quali-
fiers or ancillary tags, such as:

Security classification

Need to know

Precedence of handling

Ceneral m'iabliy of source

Specific credibi.ity of instant information

Volatility with time of instant information

Date acquired or recejved

Report routine with respect to time

Report routine with respect to (referenced) event

Requested report

Happenstance aoquisition

Initial material

Confi ming material

Conflioting material

Updating material

Supplementing material

Forecasting probably requires repeated recourse to a file of information
which is shared with others, some of whom are involved in minor but neces~
sary tasks such as preparing current awareness digests for selective dis-
semination. Periodically the central file would be purged or updated, while
ability would be retained for the analysts, etc., to recover information which
they had once learned to recall.
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Some other system parameters would be: A large file of iaterdisciplinary
information which is occasionally reoriented with respect to projects or sub-
ject interests, « high degree of detail needed for indicial keys and output infor-
mation, some means of performing validity checks as material is processed,
methods of controlling and recording access to classified material, and high
value ascribed to system speed of response. Complicated operating instruc-
tions might be permitted since the users would be a closed set. A prime
objective of the system would be the shaping or confirming of speculations.

Factors regarding forecasting, just cited, mitigate in favor of mechanized
information storage and retrieval. But information retrieval is not a "solved"
art. Information ic subjective in nature; its asseesment depends upon the
viewer and the ccrasion. Purveyors of information are troublesome; they some-
times omit detaiis upon which we would like to base our system. However,
certain expedients have been time-tested, and these should be useful to fore-
casting systems:

e Redundancy is assignment of index terms -- which may permit
uncertainty as to one element to be clarified via others.

e Assignment of chaining keys which may appear to have no value in
themselves, but which are useful in establishing relationships.

Simple exarplee of special chaining keys oould be times and places of
events; related events might be disocovered by searching in temporal or special
neighborhoods - subject, perhaps, to other specifications. The genoral idea
of chains is illustrated in Figure 6.3, in which ALGOL, a digital computer pro-
gramming language, could be (1) the specialty of a person, (2) the name of
software for listed equipment, (3) involved in ths reascn for existence of an

organisation, and (4) cne aspect of an event.
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The figure illustrates how such muitiple associations oould be traced. Some
simplicity may be achieved by means of the Multilist a.tribute-valus approach
(e.g., attribute EQUIPMENT -~ value ALGOL). Specific tasks to which infor-
mation retrieval systems may be addressed includa the following:

(1) Conocept coordination - e.g., locating persons, organizations,
documents, etc., as described by a conjunction or other logical
arrangement of indicial keys.

(2) Searches in peighborhoods or along strings, perhups starting from
some previously located node or intersection.

(3) Investigation of associations, their nature and degree; forming zsso-
ciations at prescribed removes.

Some emphasis on second ard higher order associations may be in ordcr.
Cuilianc, et al., has pointed out that near-synonyms are sometimes discovered
via second order relationships. (He gives a matrix manipulation technique and
an anslogue model for investigating same.) Two uzages are immediately fore-
seen for higher order associationa:

(1) Searching in neighborhoods - such as requesting all items at one
remove from a specific n.ode - or at one remove subject to stated
restrictions, etc.

(2) Relating documents to users, users to organizations, forces and
ovents to subsequent eventa; as well as documents to documents, etc.

The chaining techniques whick we suggest initially are those extending the

Gray-Prywes Multilist System, perhape witk some attention to Cheydleur's
SHIEF.

Information storage and retr.eval systoms ncw have demonstrable value in
assisting formulation and reformulation of search requests. We suggest that
simple extension of this capability may also spark the speculative processes of
human analysts and [orecasters, as well as retrieve corcclating information
from a complicated file.

6.3 POTENTIALLY APPLICABLE MEASURES

For purposes « f{ expoeition, wo may regard measurement as being done
according to the following progression:

(1) By naming the thing measured (a "thing'' being the same no matter who
views it).
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(2) By associating it with otber things (which involves abstracting a quality,
consciously or otherwise).

(3) By ranking the thing in order along with other things - within the con-
text of a specified quality.

(4¢) By assigning numbers via units on a scale for the abstracted quality.

(5) By relating the thing measured tc a ""law of nature’' or to empix;ically
determined, repeatable results.

But measurement of information -~ as oppused 10 data independent of con-
text - is difficult. We can name indicial siemeats such as person and orgami~
zation refarrents, acd even '"subject headings,'' with some hope of agreament
with others with whom we work closely. We can ascribe relatiorships and
associaticns; in a simplest ase, we may denote whether an item is or is not a
member of some set, We can qualily relatioaships sc that they will be appli-d
only with respect to some point of view. O.dering or ranking may be fairly
easy when done with respect to continus of time and space, and situntionally it
may be easy to establiah aierarchies of inclusion, etc. Our .. wvilities in
assigning numbers and in discovering "laws of pature' or of logic need not be
utterly discouragi:g; consider for example PERT-charting, which permits
simulation and examinaticn of consequences of failures of projected acti: tine
or events.

Conventional measure, using sumbers, csn be invoked profitably at this
time in sstablishing s tistics of coourrences, ami of on-ocourrences, to the
end that subsequent discovery of simiiar patterns can cue investigations as to
possible repetition of previously cbeesved vesults.

However, for the present, buman judgment is considerad necessary in
de.ermining whether a major advance or breakti:rough has nocurred, or is
forecast. A mechanised system could neverthsless provide alerting signals --
possibly based on Ladivations such ae the frdlowing:

* New trends in plotted curves.

® Norms exceeded (e.g., heiicopter rotor blades exoneding the speed
of aound).

¢  Projected time schedules out of limits.
¢ Dependent or supporting organizations activated or closad.
® New priorities assigned.
®  Contracts or projects initiated or canoeled.
¢  Other new foroes applied.
68
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Extreine changes could signify breakthroughs. Confirmation might be had
through recourse to a "freakish or implausible indications" file.

We suspect that maintenancs of such a "freak file," access to which would
be available to the various analysta and forecasters, could result in more fre-
quent or confident estimates and forecasts. Tharefore, we suggest that char-
acterizations of items of the various sorts of information filed be tagged --
to indicate items involving unusually high, or low, standards of excellence
and/or high degree of aberration. For example, utilization of a low quality
~omponent in an overall precise assembly might indicate either improved
redundancy techniques (i.e., obtaining high performance with unreliable com-
ponents) or deyv :lopment cf, say, non-linear control so that previously impor-
tant quality faciors are diminished.

Cur ceniral thought in this section is that speculation is best conducted hy
the hurnan braia, but that intelligence forecasts incur a high demand for sup-
pcrting data and information.

.4 GEI'ERAL NOTES ON INDICIAL KEYS

In the following section, potentially useful indicial keys are listed of the
foilowing sorts:

Doocuments

Persons

Organisations

Equipment

Foroces

"Laws' of Change

Events

Times

Places
These are rough-cut at present, and are presented chiefly to illustrate the
ideas of indexing multiplicity of types of information, and of proviling chains
via many types of connections. The scheme is generally the same as that
which we have been considering in connection with the document retrieval

system (the ACM Repository) which is located at The Moore School, and which
appears amenable to attribute-value Multilist techniques.




Under each attribute, provision would be .aads for showing v/aere avalue is
not assigned for unspacified reasons (1.e., the induxer is "'not saying'' why the
omission appears) versus cases where a value could be asaigned but it would he
smong the set of ""everything other than those specified in the authority list."”
Tuis distinction arises due to occasional indeterminacy or gapa in sources of
information.

For ezch indicia) key, ancillary tags could be used to signal where ampl:~
fying or expository remarks ure available upon demand.

Each indexed iicm could be tagged ucoording to its "freakishness."

As a major point, indexed terms - be they documents, persons, orgenixa-

tions,

or whatever - would be numbered and then chained with as many other

documents, persons, etc. as reasousble; this chaining might be via times and
places even where thes” appear to be of no significance.

Chaining connections conceivably owuld be tagged as follows, althoagh
techniques capitalizing on this have been poorly explored as ye..

Directed versus undirected (i. ¢., "arrowheaded').
Sequence material versus sequemce immasterial.
Inclusion indicated/not indicated by ""arrowheeds'.

Connected items are/me not synoaymic (subject or not subject to
qualification).

Connocted items are/are nct astonymic (subject or not subject to
qualification).

Connected items are/are sot unspecifisbly relsted - as wheu th~7 are
just members of the same, wnordered set.

6.5 POTENTIAL CLASSIFICATIONS FOR FORECASTING INFORMATION
ITEMS

6.5.1

Published Techniocal Nocuments

A - General Nature of the Text

1~ Advanced Research (Dscimalix« to show whether (1) "original solentific
paper,’’ (2) ""provisional commu. \ication cr preliminary notes," or
(3) "subject review article' in rucordance with UNESCO/ISC standards .)
2 - For Subject Specialists
3 = Tutorial

- - - — — W m nt o — man or so cr - ——




4~ Survey

§ ~ Promotional/advertisement

6 - Reference materinl/handbook
7T~ Tables

B - Qualifiers as to Authenticity or Completeness

1= The Original

2~ Copy

3 - Mass Reproduction
4 - Draft

10 - Abstract
11 - Extract
12 - Review

C -~ Professional Societies or Activities Referren'

1~ Various, Not Indexed Here
2 - Association for Computing Machinery
3 - Institute of Electrical and Electronic Engineers

I - Type of luterast by Professicnal Society

1~ National or Iniernational
2 - Regional
3 - Specialtv within & Society

E - Educational Institution Referreat

1- Various, Not Indexed Here
2 - University of Pennsylvania

.« o0

F - Type of Output from Academic Institution
1- Doctoral Dissertation
2~ Master's Thesis (MB)

3~ Master's Thesis (MA)
4 - Research Report

s e e - e o e———




(G - Private Fesearch Foundation or Institution Referreat
1- Various, Not Indexed Here
2 - Institute for Advanced Study, Princeton
H - Foreign Work Described in the Document
1 - Eritish
2 - Canadian
I - (Not Used)
J - Language Used in Stored Document
(Usa same list as H).
K - Military Acilvity Referrent
1- Various, Not Indexed Here
2 - U. 8. Department of Defense (Note: Be more specific if possible).
3- IDA (Institute for Defense Analyses)

8- U.8. Air Foros.

L - Government Activity Referrent (Noo-military)

1~ Various, Not Indexed Here
2~ Qifice of the Presideat of the U. 8.

M - Documentation Activity Referrest
1= Various, Not Indexed Here
2 - Library of Congress

3- DDC (ex-ABTIA)

N ~ Physical Type of L._cument

1~ Bound Book
2~ Journal/pericdical

. —— o — — -
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8- Microfilm Roll

C =~ (Not Used)
P - Physical Condition of Document

1- Good
2 - Legibility Marginal: Fading, atc.

Q - Type of Cover/Container of Document
1- No Cover

R - Color of Cover/Container
1- Extreme Mixture

2 - Blue/Purple
S - Special Contents of Document

1- Abstract

4 - Photographs
T - Manufacturer or Private Company Referrent
U - Machinery (Hardware) Referrent

V - Software Referrent

W - Other Versiona of This Document Which are in Stored File

(Use “ccession number of other version).
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X - Number of Copies Held

Y - (Special Indicators Used in Conjunction with Z-Code)

Z - Special Code (used to conrect with identifying numbers in the document,
contract or project numbers, sponsors of work described or of thc docu-
ment itself, etc.)

Note: Covered by other means are:

e Conventional Bibliographic Elements (e.g., authors, title, issuing
agency/publisher, date of issue, number of pages, number of
figures. . .).

e Freely assigned descriptors and inde : terms.

Storage and control is via acosssion numbers.

6.5.2 Persons

A - Theorists/Methodologists/ Practitioners/Politicians/Social & Eatertainers/

Workers \
Top Exeoutives
White Collar Senior Managers
Blue Collar Line Managers
Naff Managers
B ~ Attachment to Organisations (o.g., U.8. Navy)

' ¢ (o.g. . Burean of Naval Weapons)

C = Attachment to Disoiplines (e.g. , high energy muclear physicist)

D - Generalized Function Seller or provider
Buyer or acquirer
Custodian
With minimised oontacts
E - Education Level
Specialty

F ~ Training/Special &kills
n
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G - Language Abilities &aoken

- Nationality origin
Of previous times
the present
I = Security Clearance Level
Need to know
J - Age
K - Sex

L - Physical Attributes

M - Health

N - Indications as to Level of Performance

O = Avocations

P - Indications of Aberrations or Peculiarities

Q - Continuing Chains to Persons, Equipment, Etc. (by classes)
R = Chains to Specific Rems.

Note: Classify selected individuals as well as groups in batches.

3.5.3 Organizations
A - General Class or Mission~— Uovernmental
Military
Research
Educational
ommercial

B- Prodnwu<:::nro
are
C - Feacilities Occupied

D - Equipment Utilized
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E - Types and Numbers of Employecs

F - Locations Occupied (Geographic)

G - Nations with which associated Vends to —
Reoceives from
H - Capitalization Warehouses for

Distributes to/for

1 - Relationship to Other Organizations
Organizations to which senior

J = Contimuing Chains (v clasaes) Organizations to which junior

Organizations with wkich affiliated
K «~ Chains to Specific items Organizations loosely related
6.5.4 Equipment

A - Hardware/Software
B - Producer: General Class/Specific Named Organization
C - Ueer: General Class/Specific Named Organization
D - Warehouser: General Class/Specific Named Organization
E - Distributor: General Class/Specific Named Organizstion
F - Definitions Material of which made

Proocess by whioch built

Formal desoriptioa of structure {e.g., geometric features)

Use to which applied

G - Environment in which Useful/not usable
H - Cost/Weight/Sise
I - External Power Required
J - Mobility: portable, transportable, fixed, eto.

K - Subassembly of __ /Major Assembly of __ /Software (or Hardware)
Related ___

L - Contimuing Chains
M - Chains to Specific Items
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6.5.5 Forces

A - Assigned Priority which organizations
By which persons

B - Natural Priority

C = Contracts or projects

D - Funds Allocated

E - Facilities Allocated

F - Organizaticns Allocated

G - Persons Allocated By names
By groups

H - Equipment Allocated

I - "Laws" of Change Related
J - Contimuing Chains

K - Chains to Specific Items

6.5.6 "Laws" or Rules of Change

A - Discrete/Continucus

B - Probabilistic/Deterministic/Indeterminate
C - Monotonic/Non-mondtunic

D - Single-valued/Multi-valued (discrets)/Zonal
E - Acoelerating/Decelerating

F - Reiatiop to Referenced Schedule Ahead

Behind
In acoord

G ~ Continuing Chains
H - Chains to Specific Items
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6.5.7 Events

A - Time At start
Duration

B - Place

C - Spoasor

D - Purpose " To discover
To teach
To influence or persuade
To entertain, for social pleasure

E - Likelihood of Occurrence

F - Persons Participating <l§::u
ps

G - Organizatinns Participating By names

lasses
H - Forces Related
I - Facilities Utilized
J = Contimiing Chains
K - Chains to Specific Roms
L - Areaas of Impact Basic Science, Military, Socio-political

conomic, National, Internstional
8.5.8 Times
A - Local (dste-time)
B - Genersl Refsrence (such as Greenwich date-time)
C - Day/night
D - Season

E - Weather

%
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F - Contimiing Chains
G - Chains to Specific ltems
3.5.9 Places

A « Name of Place

B - Location on World Grid (coordinates)

C < Organization

D - Nation(s)<—  date cstablished
date terminated

E - Continuing Chains

F - Chains to Specific Items
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7. A MATHEMATICAL MODEL FOR TECHNOLOGICAL PREDICTION

As has beeu discussed in the previous sections, the general problem of
forecasting technological breakthroughs is coraplicated bty incomplete knowl-
edge of the prrsent state of technology, incomplete knowledge of the forces
acting to chunge knowledge, and incomplete knowledge of the lews of tech~
nological change in resnonse to the applied forces. In this section. . mathe~
maticz! model is derived which defines tachnological change in terms of chunge
of prescat state and presents statistical correlation procedvres for minimizing
or at least reducing the uncertainties introduced by inromblete information.
The m¢ iel bypasses the other complications of generaliz‘ 1 forecaating, namely
the unspecified indeterminate rauitiplicity of gcais, by epecifying a particular

goal.

The model addresses itself tv the »rediction of advances to be anticipated
in spectiic aspects of a particular technological specialty. As stressed in thu
preceding section, forecasting ia a special case of information manipulation
and association. It is therefore natural to find that the model is based upon
thc descriptor techniques of information science.

7.1 PRFDICTION MODEL PAPAMETERS

Sinoce the problem is only >at of prediction, the modei noed not and does
nol coasider actioas thet might be needad as a consequence of the prediction.
Moreover, einoce the predictinn is limited to technologioal developments, oculy
those data which relats to technology and ite growth need tc be incorporated
inw the iniorroation fils. There are certain parametsrs which must aow be
assumed within the framework sstablishid above.

1. Time must be ccusidered as an explicit, independeni variable. To
identily a development afier the development has ooocurred is not
prad.ction but merely iuformation reirieval.

2. Not oniy the state but also the structure of technology is changing in
time. If we defian 3 as the “technological structure’ st time t, we
recognive that the basic pian requires aoquiring the ma.imuin pos-
sible knowledge of & to achieve some (as yut urdefired) comprehensive
knowledge concerning the technological structure. In addition, the
passage cf tire (and the inhorent advanoe n tacinical knowledge)
will modify 8 to 8,;. For the area of intere.it, 8 may or may not
be equivaient to 8,,.
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4.

A key element of rrediction is the question of what constitutes a
""cheage.”" Technological development and breakthrough can be de-
ficed in the follcwing manner: Given an information matiix S¢ and
8:+1, geparately derived, then

a. A new product-device "line-item'' appearing at time t + 1 should be
directly related to one or more research line-items at t. The
appearance of this new line item constitutes a technological de-
velopment, but not a breakthrough.

b. A technological bmahhmugh occurs when:

1) the set of descriptors at t+1 is different from the set at t,
ard in particular:

2) the set of descriptors at time t is not sufficient to describe
the new line-items, and either:

a) one or more new descriptors must be ardded without
violatir 5 the criterion of "necessary and sufficient"
impiied in Step 3 of the procedures for developing the
information matrix (see section 7.2 below).

b) a new information matrix (in addition to the existing
one) must be created.

A fourth parameter involves the degree of confidence and the degree
of detail which must be provided by the system befocre one can declare
the prediction has been successfully made. At the lower end of the
scale is a system which simply indicates a change that will occur with
a given (but low) probability at some time in the future, without ider -
tifying eithey *hy nature of the change or its impact on observers.
This oould very easily be dono on t'i¢ basis of a priori statistics. At
the axtremely high end of the scale, one could report with high proba-
bility that Prof. Jones will, on July 18th, 1968 carry out experiments
which will successfully demonstrate that there is a fousrth dimension.
Clearly this could be done only through an extremely elaborate intelli-
genou natwork, and some god-like prescience. The system for which
we are searching lies somewhers between these two extremes; some
of the changes from 8§ to 8, with high probability.
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5. A fitth and finsl purameter 2volves the value function or pay.ff crite-
rion to be used *o evaluate the <’egree of effsiiiveneas of the problem
sclving technique to be used. At first glance, the value function would
appear to be 8. That is, the uliimate objective of the prublem solving
system under consideratior is to efiect a mapping of any § into 8.
with a minimum effort and/or elapsed time. However, S, is, by its
very naiure, undefined and we are thus faced with the task of evaluating
whether 8, is significantly nearer to 8, than §. In short, we lack
a quantitative value function. A poor alternative n°-y be sinply to
assume that more information, per se, laid on § will lead to 8.

The above serve to ndicate that mach atteation should be given to the
definition of the problem solving task, before further effort is devoted to prob-
lem solving techniques, per se.

7.2 PROCEDURES I'OR DEVELOPING THE INFORMATION MATRIX

As mentioned above, the modsl is based upon the descriptor techaiquos of
information science. Although general information has a network interrelation-
ship structure, spacific.ii-n ot the subject of interest in *he prediction (the
"line~item') permits a proi~ction of the information network onto a plan» into
the structure of an information matrix. An illustrative matrix is shown
Figure 7.1; a more general matrix is shown in Figure 7.2. Justifioation for
this simplication is its sucoese®:l application to the forecasting of trends in &
pumber of technclogical areas; an actual example is described below. Prove-
dures for generating the matrix are as follows:

Stup 1. At any time t, gather all data/information on a subject aree of interest.
The ares must contain ons or more product-devioce "line-items."

Step 2. Evaluate this dats base and ideatify product-dur ios "liue~items.”" For

example, for the computsr subject field, a liae ttem might be the
"7090 Computer.'

Step 3. Consider the set of "line- items" and develop 2 list of descriptors
which categorise these line-items. The number of descriptors must
be sufficient to differentiste between sach line~item, yet must aot be
greater than the minimum number to identify all items without

redundancy.

Step 4. Set up a matrix of line=iiems versus descriptors and fill in with
known data as of time tg.

7
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Step 5. Identify all research under way which may affect oLe or more of the
above descriptors. Call each research project or project class a
research 'line-item.'

Step 6. Evaluate each research line-item relative to the set of descriptors
and establish (for every relevant intersection), the impact of that
research ov. that descriptor, and the estimated time of any break-
through(sj which are projected to occur. Impact will be described
in termus of a linear scale from 0 to 1. 0.

Step 7. Add all research "line~-items" to matrix.

This prooess is repeated for each matrix at every new time period, until
production data and comparison tables, and cross~correlation factors have
been tuilt up, such that each new matrix can be sutomatically predicted in
advance.

7.3 TYPICAL DESCRIPTORS FOR A SPECIFIC FORECASTING EXAMPLE

D; General
1.1 Cost of the basic systam; purchase prioce in dollars of a minim"m work-

sble installation; compoused of commonly used input and output, minimur
logic and control and storage, !nternal working.

1.2 W““‘E;ﬂ‘.‘l“ the purchase prioe in dollars of an average of
aotual st time if such is available. If not available an
estimate should be developed based on the usage of similar systeras at
the time,

1.3 &1.4 Monthly rental (for ftems 1 and 2 respectively).

1.8 Initial installation; the date the first system was delivered to the
customer.

D, System Technology

2.1 Logic type; the typs of hardware element(s) used fn logical circuits,
o.8., Magnetic Cores, Transistors, Diodes

2.2  Ability to add modules.
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D3 Processing

3.1 Basic Pulse Repetition Rate (in megacycles per second).

3.2 Timing; synchronous or asynchronous.

3.3 Operation; sequential or paraliel.

3.4 Number of addresses per instruction.

3.5 Number of index registers.

3.6 Binary word size (number of bits).

3.7 Ducimal word size (number of digits).

3.8 Alphamumeric word size (munber of charscters).

3.9 Addtime — (Microseconds, exchuding access).
3.10 Add time — (Microseconds, including access).
3.11 Muitiply time — Microseconds (excluding acoess).
3.12 Multiply time ~— Microssoonds (imninding access).
3.13 Special features (specify).
Dy Storage

For each type of strege;

4.1 Reistioa o Comgutsr

Internal; storage facilities forming an integral physical part of the com-
puterand directly controlied by the computer; the total storage automat-~
jcally acoessible to the computer.

; storage facilities not an integral part of the computer but
connected to and controlled by the computer

External; storage facilities divoroed from the computer itself but hold~-
ing information in the form prescribed for the computer.
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Buffer storage; a synchronizing element batween two differeat forms of
storage, usually betweep internal and external.

4.2 Media; delay line, CRT, drum, tape, core.

y
¥
LN

4.3 Characteristics

Average access time; the time interval in microseconds between the
instant =t which information is called from storage and the instant at
which delivery is completed, or ready for storage and the instant at
which storage is completed.

Transfer Rate; the number of units of information per second that can
be read or written, at the maximum rate.

Capacity, (mirimum or basic); number of units of information that the
basic system is equipped with or the minimum number of units that can
be obtained.

Capacity, (maximum); maximum number of units of information that
the system is capable of using.

Ds Input

8.1 Maximum pumber of inputs to basic or minimum system allowing scme
output.

§.2 Maximum number of inguts to maximum system allowing some output.

8.3 For each type of input possible; maximum number of this type possi*ls,
maximum rate, spocial features.

Dg Commumnioations

6.1 _‘l‘yz; off-line, om-line, land-line.

6.2 M; (number)

6.3 Rate; bits/second, decimal digits/second, characters/second.
D7 Output

7.1 Maximum nnmber of outputs of basicor minimum system allowing some
- —_—




7.2 Maximum number of outputs of maximum system allowing some input.

7.3  For each type of output possible; maximum number of this type possible,
maximum rate, special features.

Dg Physical

8.1 Power of the basic or minimum system (in KVA or KW),

8.2 Size of the basic system (in square feet).

8.3 Volume of the basic system (in cubic feet).

8.4 Weight of the basic system (in pounds).

8.5 Minimum and maximum operating temperature (degrees).

8.6 Relative humidity range, upper and lower limits (peroceat).

A partly completed matrix is shown in Figure 7.3,

7.4 FORECASTING ESTIMATES FROM RESEARCH AREAS

The preceding matrix displayed information on the current state of tech-
pology. To this must be added the forces acting to alter the technology. A
particular matrix applicable $0 the specific exampie consists of relevance
estimates for advances ia the areas of specific descriptors stemming from
research activities in known specialties. Figurv 7.4 illustrates the relovance
estimates for some of the deseriptors of Figure 7.3 and three specialties,
multiple processors, iaformation retrieval, sad molectsonics.

7.8 APPLICATION OF MATRIX DATA

To apply the information from the n.atrices desoriing stats of the art and
foroes being applied, the laws of change are reguired. These laws are asces-
sarily determined by the specific techmology and forces; cne of the goals of
study to mechanise forecasting should be o classify these lawe into classes
applicable to sets of techaological speciaities and types of forces. A conven-
tional approach is the use of straight-line prediotion. This is effective for
short raage forecasting but becomes progressively less acourat» for longer
range forecasts.

Three examples of straight line forecasting from the matrices of Figures
7.3 and 7.4 are shown in Figure 7.5. Cne observes that the laxger computers
are aiming toward 400 instructions while the small computers are stabilisiag
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at about 40. There is a continuing tendency for computers to be designed with
an intermediate number of instructions.

On the other hand, memory access times for large and small computers
seem to be aiming toward one and ten microseconds, respectively, with perhaps
a group of intermediate computers having four microsecond access time.

Weight for all computers seems to be headed for the 3000 to 5000
pound range.

These forecasts have in fact been borne out by recent developments but
new forcee have been brought into play, such as thin film memories and micro-
electronics, which are affecting the accuracy of cortinued straight-line pre-
diction. Moreover, as stated above, the iilustrative exampie is simpler than
the general forecasting problem for several reasons. Presumably the matrix
approach can be used in the more intricate situations using the full information
network (as discussed in section 6); this can be determined only by further
study of the utilization of the more general information file.
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8. RESEARCH IN PREDICTION THEORY THROUGH GAMING

One of the purposes of this study was to plan and describe a program
aimed at developing methods which will be useful in technological analysis and
prediction. This section formulates an experimental game for studying human
forecasting strategies and describes several tasks which would be appropriate
as oomponents of such a program.

8.1 GENERAL OUTLINE OF A FORECASTING GAME

This section describes a particular experimental game which can be used
for obtaining greater insight into forecasting strategies implemented by
analysts. The game requires descriptions of a universe of both technulogical
and supportirLg information; derivatiou of a madel should prove of itself to be a
contribution to mathematical medeling of the forecasting process. The aclual
play should expose forecastiny strategies which can be evaluated by statistical
techniques Specific games and specific experiments for gaining insight into
the forecasting process should be specified as results from earlier games are
attained.

The general inodel will now bedescribed. The universe is a process y(t),
t=0,1, 2, ..., where t represents time and where the process is dependent
on oertain parameters Aj, ..., Ap. At u later stage it will be desirable to
considevr the A; as varying i time, but for the present time we consider them
as fixed. We assume an additive process y(t) = f3 (t; x1, .-, AR) + ..

+ fm (4 Afs ..., Ap) + €. Note tiat ¢ is a random variable subsuming the
effects of factoxrs othat than the f,. and that ¢ = € (t).

The universe also oontains certain other functions of the parameters Aj.
Although this might well be generalized, we will state sach as a function of a
single parameter:

l.-1 » "1("1' ) ... Ll’. - Ln(An. t)

The player is given a set of observations on y

Yor ¢+ Yq

and also observations on the functions L

L co-.L .L

10’ l.n-b; veed l'no”" n,a-b
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‘The object of the game is the ''forecasting’ of Yae1-

The game s played as follows. The player must pay $B to play the game. The
player is given the universe information and a fixed sum of money, $C. He may
either make his forecast of y,,, immediately, or he mey purchase additional
information and then forecast. The additional information consists of the data

L L

1,a-b+1’ "0 Lyg 3 «-.3 L L

n,a~b+1’ "°°°' “na

We assume here that the item qu may be purchased at a cost of ’diq in a
sequential fashion; other arrangements may be considered.

Let 63, 32, 63, 04 be positive quantities and let ya=1 be the player's forecast.
The following payoffs hold for the stated intervals:

Interval M
Vart Va1 = 6 - 8 X
Yarr = 817 03 S Tou1 “Vau1 = 4 Xy [say Xy X, X) X X ]
Yas1 ™ %2 S Tpn1 Yo * % Xy
Yas1 * %3 $Tae1 <Tanr * 0+ Y X
Y * O3t 5T, Xs

Information relevant to this play is recorded. This imcludes the number
of additional items purchased, the types of items purchased, the usiverse
parameter values, the observed values yo, ..., Yo 110, .-+ L1, a-b; .-
Lnos ++++ Ln,a-b, the forecast 94+1, sad the payofl X obtained.

Furthermore, the player will be classified acoording to a number of vari-
ables such as age, educational background, forecasting experience, etc.

The same porason will play the game several times; each play should
involve a parameter changs. Finally

(1) his overall performance will be evaluated in terms of payoff achieved,
and

(2) an attempt will be made to characterize his strategy in terms of
various possible strategios.
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Consider for example a particular case of the geneval game:
4 parameters 1,, A,, Ags Ayt
2 additive functions

fLEALA) = +2,t

fz(ti ,\3. A4) = As gin A, t

4
YO = A; + At + A 8in A tte @
L, =2, L, = 1/2A2t, L, =2, +t, L, = 1/2;\4

€ = N(0,16), a random number betvreen 0 and 16, inclusive

A, =50, A, =-2, A, =5, A4=1

1 2 3

Give the player 1) items y,, ..., yg. The value y;( is determined by @
above. Give ths player ulso

L

L 1’,’; vesd 4,01 4,7

1,00 ©°°° L

Give him $1000 play money. Charge him $500 to play the game. Make avail-
able the following information at the cost shown.

Item Cost to Player
11.8' Lx.o $ 25
Lo 50
Lz'a. L2,9 25
Lz’10 6C
L3,8’ L3,9 25

a—c—— qg——
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Item Cost o Player
Ls.10 $ 5o
L L4 25
Ly 10 50

Let him purchase any items he wishes. Then hs forecasts y;o. The payoff
tinction might be

Y10 * 5 <%y $1,000
Yipt 15¥p <y * S 100
Yy~ 25T <Yyt 1 2,000
Yo~ 8 3939 <Yy - 2 500

TR 200

Characterize the player and then attempt to characterise his strategy. Vary
parameters and repeat.

To approach the sort of games that would be closest io the problem of
pradiction of technical jumovation, one should first vary the parameters during
& game anc then arrange a threshold sitwation for cne of them.

RULES OF AN ILLUSTRATIVE GAME:

1. Given premises, alternate actions ure suthorised.

(2) all poseible sets of premises are acoounted for - fully
determinate game.

(b) some sets of premises are omitted, i.e., completsly free
chotice t player.

2. Premises will oocasionally refer to history during the game as well
as present circumstances.

v it £ SO TN
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3. Rewards are given proportional to success in second-guessing what
the game~-mamifacturer manufactured.

4. Purchases of additional information on the universe can be made.

8.2 SPECIFIC TASK DESCRIPTIONS

The tasks are all empirical in nature. While a very important part of the
proposed program deals with basic psychological research into human decision
processus, another segment uses modeling and gaming in an attempt to simu-
late such processes in environmerts of differing artificialty. As part of this
latter segment, the following gamnes are proposad.

Task I: Preliminary Game Simulating Technclogical Change in Terms of
Parameter Change.

The point of view adopted is eimply this. A forecasting system can be
described in terms of people, abjects, and rel:tionships between these. The
description is thus a set of relations involving many parameters. Technological
change is asaociated with parameter change and technological innovation and
breakthrough with rapid parameter change. Hence in this first preliminary
game, the prcblem to be studied is one of differences in speed of recognition of
parameter change by a single individual who has nc contr 2l over technological
developments, 1i.0., a passive cno-party game. It will be necessary to

La: Decide upon the fimotivnal form of the process, i.e., choose y(t),
!’. L‘. cees Lns in partioular the inncvation parameter.

Lb: Determins the ocost of playing and the cost of additional iafcrmation.

Lo: Determine what additional information is to be available and at what
time.

L.d: Speocify the rules of play and the game format.

I.e: Decide what information should be recorded about the player and
about his play.

I.f: Decide upon the presoriptive decision models with which the empiri-
cal results are to be compared.

I.g: Play the game and compare results with models.




U such a one-party game is played using many different players with one
play for each, seversl different results should be obtainable, each of interest

within the context of predicting technological change.

(1)

2

(3

Based on L e. above, it should be possible to characterize players by
attributes and to correlate these with degree of success in playing.
"Degree of success' can be measured by the players bankroll after the
last payoff of the game. Thus, a first step could be taken towards
identifying characteristics of individuals which are associsted with
recognition of parameter change (in this limited sense) and with adap-
tion to the new situation.

Based on L f. above, it should be possible to determine which individ-
uals or sets of individuals tend to foliow a given prescriptive model.
Of course, it is possible that no person or group will follow any model;
however, that 18 an unlikely eventuality, in our opinion. And as a by-
product, it should be possible to compare the acouracy of prediction of
those groups using the prescriptive models.

Experience in predictive gaming would be : ained. This would be very
useful in implementing later, more compl: ated games.

Task II: Breakthrough Recognition in Intellige ¢ Context.

In terms of technological change, the amalysts' 10b oconsists of two parts.
He must first identify changes which are in the making. Then he must come up
with a time estimate, i.0., an estimate of the tims when that need st which the
change is aimed will be satisfiel. Tasks II and Ul attack the first problem,

Design 2 sequerte of axperiments in which subjects are presented with bits
of information relevant t0 the introduction of a techmologiocal innovation in an
cbeerved systerz. Afier each bit has been digested, the subject is asked to
identify the innovation, if aay. R will be necessary to:

La

b

O.c

: Select the situstions to be studied. Decide between actual current

situations, actual historical situstions, and hypothetical situstions.

: Choose snd organise the informational input to the subject.
: Decide upon the scope of the subject's reference in each situation.

[.d: Choose the individual subjects. (Probably some actual analysts

should be brought into the picture at a late stage. )
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1I.e: Set up a rating system for comparing the performance of the several
subjects.

II.f: Conduct the exper.ment.

If such a one-party gam. is played using many different players with one
play for each, results should be obtainable simiiar to (1) above. Succossful
and unsucocessful players should be characterized; also informstion ghould be
obtained on normative models which actually approximate hurnsn decisiou
behavior. In addition other valuable results should arise.

(4) In studying the form of the input, results should be obtained which
bear on desirable ways of organizing intelligence data relative to the
prediction of technological change.

(5) In playing the game, further evidence of effective systematic proce~
dures for detecting technological change should be found.

Task III: Breakthrough Recognition in a Competitive Industrial Context.

This task repeais II, but now the specific environment has shifted as inci-
cated to an active two-party game, i.e., a competitive game in which two
players have iknowlaige of the technology, each knows a few things unknown to
the other, and each can influence techmological develcpments by causing certain
research or development activity to take place. Steps a~f are identical for II
and M1,

Task IV: Revision of Prior Probability Distribution in a Military Intelli-
genoe Context.

This task and the following cae speak to the second part of the analysts’
job, namely, the time estimate.

In this task the subject is told what iimovation is in question. After each
bit of information, do is asked to estimate the probability distribution of the
time of need satisfaction. The study would conceatrate on comparative changes
in this distributior.. Subtasks are as in Task II with an additionul one involving
a decision ss to the form in which the subject will estimate the probal;lity dis-
tribvtion.

From this game, in addition to results of the forms (1) and (2), azalogs of
(4) and (8) should bo gvailable in a time-prediction context. The metrix format
of Section 7, although presented in a two~party situation, would probably be
su‘table for organizing input data in this one-party situation also,
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Task V: Revision of Prior Probability Distributicn in a Competitive
Indusi. ial Context.

This task repeats IV with the indicated shift in environment. & woriita
played as a two-party game and provide an environment chenginy in ''re..
time. "

8.3 ONE-PARTY GAMING BASED ON AN INFORMATION MATRIX

This section discusses how input information orgaaired in matrix formn
right be used in one-party gaming. The discussjon ia necessarily prelimiaary
ir nature.

Wo begin with the definition: a new product-device line-item is called a
technolugical breakthiugh if its appearance at time t + 1 evokes ut least onv
zew descriptor not neoded at time t. The piayer is given $D) ard fllicd infor-
mation mairices corrosponding to time ty, ..., ‘y. He is alzo given an oppui-
tunity to purchase cocuments, For this purpose, documents are brief swa-
maries preseating information about research lize-items. Hc purchases as
many of these as he wishes at time t,,, identifies research line-items, adds
these to his ma‘rix together with any relevant data and time estimates, and
scans the documnts for hints at possible forthooming breakthroughs. He may
then vither predict a breakthrough and give a time estimate or he may not do
so,

Ir. this game there is no pc wlty for failing to make s prediotion. The anly
peaalty is one of $Z if a breakthrough coours ai {dme tyy4k waich hac nnt been
predioted. And a payo of $§Y ocoocurs if the breakibrough is predic’ ¥d properly
both as o type and as to timing.

Let us translato this game into apeoific terms. The player is given §”
and filled information matrices lor the times Jasaary 1, 1983 to Jmuary 1,
1960. The object is preciction of breakthroughs by IBM in the "large” com-
puter ares, Heooe the matrices have large IBM computers as line~items and
apyropriate desoriptors as columa heads. The doouments which can be pur-
chased are summaries of actual reports, srticies, eic. appearing du. ag 1960
and relating (or purperiing to velate) to IBM lurge computer rescarch. These
are purchasable in random ordur. The player must identify new large IBM
computers on the way, list their attributes, and keep alert for new dsvelop-
ments that might lead to 2 new doscrintor st a futirre time. [0 must predict
kis innovation and its time of apearance corroctly to achieve a payoft. If ho
fa‘ls to predict, he is penalized.

161




Although it is possible to play games of this nature, it may not he desir-
gbla ¢9 do so. The preparation of the needsd docuuments wourld be a vory con-
eideravle job and would hgve to he done in a most painstaking menner if this
game wora to be a useful one. t is not £00 much to say th.. "~ value of the
gaine depends almost wholly on the job of documert preparation.. it may be
that che time invol -ad could be beiter spent in usiag the nformation network in
real time to predict breakthrouigts in a few areae by actual literature monitor-
ing., &fths moment, the valu:» ~’ this gaming situation .i1es with actual real-
time situations which already use iaformation networks for human forecasting,
where the -ame can be preparad inexpensively and the results (and tech-
niques) of the gaming can be compared and contrasted with the analysts' use of
the information files.

8.4 I'HE STRUCTURE OF A FORECASTING GAME

The environment i3 assamed to follow the formula:

yO =L, M) +L,0) + L) L (1) +<

where
fl(t) = 10 sin Al t fs(t) =30 + As t
4
fz(t)-xzam(t+z) 14(t)=107t4

Al-l,ost"ﬂ A0 , 0StS4

A, =2, 97t S16 A, =.20, 5st'ss

1

A, =3,17Tst's A".60, 9st's12

1

Al"l. Bst's38 A _=.80, 13s5t's16
A, =.90, 17sSt'520
A, =.98, 21s5t'<24

A,=1,0_t 16 A _=.98, 26=t'= 22

2

A = 0.5,17_'_32 A =1.00, 2051'S 30
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A4‘.1 , Ost'so

€ : N0, 4) Ag=L00 , 10st's25

A4U10 , 26s<t's 32

y(t) s computed for 0 < t' 5 22

In addition w3 have the functions ji()‘i)’ i=1, 2, 3, 4, as follows

—
[N § 1= 1+ - -
Waagp=1t/N v igrgd = A,

v I = -~ =
,.2‘?\2) 10 12 ' j4(A4) 8A4

The ji(x i) are also computed for 0 s t' < 32,

The nlayer io givea y(t) from t* = 0 to t' = 18, He muy purchase informa=-
tio: ou the jj(A) before each prediction. Prices should be low relative to the
playe1's initial bankroll, Suppose that he starts with $400 and that information
costs 31,00 per bit. Suppose also that he receives $60 for each prediction
which migses by less than 3 units, zero dollars for those between 8 and 5, and
loger $10 if his prediction misses by more than § units.

This game entails a very rudimentary attempt to simulate a breakthrough
when this phenomenon is viewed as an abrupt change in one of the paraineters
of an observed systum. For example, the Larameter ), is varied in a stepwise
fashio, a'd the intent of the game is to identify players who adjust their pre-
dictire rapidly to the change. There are clearly many variations possible.
Later gaming would consiler a breakthrough as a ooutinucus process.
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