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Summary 

This report describes the results of a study performed for the Information System 

Branch, Office of Naval Research under contract Nonr 4483(001, reference NR 348-008, 

Westinghouse reference WGD-38093. 

The ultimate goal of this study was the development of a technique which will give a 

machine the facility to learn a decision process for the solution of problems in a particular 

class. This will be done from im'ormatiOi: gained by the jerformance of both man and the 

machine on examples drawn from this clasr. The machine is to have the abilities to infer a 

model of the man’s performance on examples, to perform examples using its model, to 

describe its model to the man, and to accept and use corrections Initiated by man to modify 

its model. This approach is called Imitation and physical implementation of the imitation 

process is a machine program called the Imitator. The Imitation concept is a general one, 

applicable to a broad range of problems which man can solve. Its purpose is to provide a 

machine with the precise program it needs to solve problems. For this study, the Imitator 

was simulated by a digital computer. 

During the past year, subgoals which lead to the ultimate goal have been achieved. The 

main effort has been the development of a study vehicle to aid in the formulation of concepts 

which will ultimately result in an ideal Imitator. 

The aim of the selected effort was to develop an Imitator which is capable of learning 

to play a variety of solitaire type card games. The basic structure of the program was 

formulated and implemented. The program was written ln IPL-V for execution on an IBM 

l 



7094. Tests resulted in the conclusion that the current system of the Imitator is capable of 

’Teaming” to play several restricted types of solitaire. The principal value of the present 

program is not in its current capabilities, but is its basic, flexible structure which provides 

for changes and extensions in the future. As some of the proposed extensions are realized, 

the ultimate goal of developing the concepts for use in formulating a general purpose Imitator 

will be approached. 
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Section I 

Introduction 

Since the advent of the computer some two decades ago, there has been an ever-in¬ 

creasing effort to extend the capabilities of these machines. By far the largest class of 

problems to which the computer has thus far been applied, is that class for which an algori¬ 

thmic solution (one where the procedure is completely specified) exists. Thus, by and large, 

the computer tas been used as a sophisticated calculator, neither learning anything from 

experience nor contributing guidance in the search for a solution, but merely performing 

exactly what the program told it to do. 

If a computer were able to learn, a theory holds, then knowledge gained from past 

experience can be brought to bear on present problems and their solution made easier. 

Furthermore, it is held, that a completely new set of problems, not given to algorithmic 

solution, may be solved through the use of machines with such learning facilities. An 

example of some members of this set of new problems are certain games like chess, check¬ 

ers, etc. 

The attempt to develop machines which learn, has produced two different approaches. 

One is through the field of Bionics, where major emphasis has been to develop neuron models 

and neural nets. Effort has also been directed toward learning more about animal sensory 

mechanisms in the hope that it will yield knowledge as to the method by which living organisms 

recognize discrete data through their senses and process this data. The other approach has 

been to develop programs with a self-organizing capability. Such advanced programming 

techniques, often used to simulate hypothesized models of the psychological processes, have 

thus far given us our most significant results. We will now look more closely at the progress 

and problems of each approach. 
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1. The Bionics Approach 

Probably because they play the major role In transferring, processing, and storing 

Information in the brain, neuron, ha.e been the principle target of attack by Inv.atlgator. in 

the Bionice approach. Varloue echemee to eimulate neuron action have been attempted 

through the uee of electronic componente. Theee artificial neurone are then combined to form 

elmulatedneural-neta, originally unorganized. Organization occurs when a sensor conneited 

to the net (the eensor may be real or elmulated) supplies data from a certain perceived pat¬ 

tern. The nets have been shown to "recognize" certain learned patterns. Nevertheless, 

claims tor these devices are being made with great caution, and we seem to be many years 

away from an element with an ability to learn a variety of patterns. 

Of potentially great benefit to the development of artificial intelligence has been 

the investigation of animal sensors. Of these, the eye, which gathers an estimated 90¾ of 

information for the human brain has been under considerable scrutiny from researchers. 

Llndgren2 describes various attempts to understand and simulate the mechanism by which 

the eye transmits data which enables the brain » classify and interpret sensed patterns. 

Also of note is work similar to that done at the Westinghouse Electric Corporation 

on conditioned-reflex circuits. Although differing from the methodology of the "neuron- 

experiments in that their attempt was not to simulate an element of the brain but rather a 

process of these elements, Karl C. Wehr3 and his associates were able to demonstrate that 

the system could learn to give the response "FOE" to a given airplane shape. Basically an 

experiment in Pavlovlan conditioned reflex response, the model was simulated using poly¬ 

stable elements, each such element being a state defined digital sequential circuit 

2. The Software Approach 

It can be reasonably assumed that the attempt to simulate cognitive behavior on 

computers had Its beginning with the game-playing programs. Based on groundwork laid by 

Shannon4 In 1949 and work done by Turing, Bernstein, the Los Alamos Group and Newell, 

Shaw, and Simon5, the chess playing machine became a reality. Its main feature Is a look¬ 

ahead procedure. Called "mlnlmaxlng”. Essentially mlnlmaxlng Involves the generation of 

a tree of possible moves and then a movement backward through the tree assuming that the 

opponent will make the best possible move to which the machine will reply with the best 

possible move, etc. 
6_., 

The same mlnlmaxlng procedure was used by Samuel's Checker Player . This 

program, which was ultimately rated a "better than-average player" had several noteworthy 

features. It could rely either on rote learning (cataloging previous moves) or through 
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generalization of what it had experienced. In the latter an evaluation polynomial was alter d 

during play, either against a human opponent or against itself. Samuel concluded that test 

results showed rote learning to be more effective during the opening and the end game while 

generalization learning was more effective during the raid game. 

In addition to their work on the chess program, Newell, Shaw, and Simon tackled 
7 

the basic subject of problem solving and creative thinking , Itself. By looking at most 

problem solving activity as a maze for which a solution tree may be constructed, they con¬ 

cluded that the solution of the problem will be obtained if every branch of the tree is examined. 

Since, however, for trees of formidable size, the time and effort required to examine each 

branch is so large as to preclude the discovery of the solution, we must use guides to channel 

our search along hopefully fruitful paths. These guides to reduce search, they labeled 

heuristics and their incorporation in problem solving programs as heuristic programming. 

Their ideas were then applied to two such problem solving programs which they called the 
7 8 

Logic Theorist and GPS (for General Problem - Solving Program). 

An interesting method by which the intelligence level of a machine may be increased 
o 

is described by A. Hormann . The system called GAKU after the Japanese word for learning, 

is based on a type of heuristic mechanism. Five such mechanisms are used, one of which 

coordinates the other four. Each of the four mechanisms performs one of the followiikg func¬ 

tions: (a) construction of programs from basic operations and prestructured programs, 

(b) construction of sequences of legal actions to solve the problem (c) plaining of the entire 

solution and subdivision into sub-tasks, (d) utilization of past learned experience in the solu¬ 

tion of the problem. 

Gaku is applied to an exemplary problem, the Tower of Hanoi Puzzle. This puzzle 

consists of three pegs and three doughnut-shaped disks, one larger than the next, all on the 

first peg. The largest disk is at the bottom; the smallest at the top. The object is to transfer 

this configuration to any of the other two pegs, in a minimum amount of moves, and by moving 

only one disk at a time. When the problem is solved Gaku is given the same problem with 

four disks. The objective is to have Gaku learn from the three-disk problem and to apply the 

gained experience to the four-disk problem. 

Hormann explains that most of the re search thus far has been on "primary" (by ex¬ 

perience) learning. Future work will Include "secondary" (by instruction) learning. She 

concludes that the success of Gaku is dependent on the solution of two basic problems: (a) the 

ability to communicate effectively with the machine, and (b) the development of an efficient 

method of generalization. 

1-3 



A new approach ie being Investigated lor computer eolutton of problème which 

heretofore have been «.programmable for digital computer, and capable only of human solu¬ 

tion. The approach is to develop an IMITATOR which can emulate human performance in a 

given activity. By gathering information from many example, of man', performance, the 

IMITATOR i. able to evolve a model of the problem solving process used by man. E 

ly the IMITATOR may take the form of a specialized digital device, although at present 1 

being slmu1 ted on the 7094 computer. 

As an introductory effort, an Implementation of the process of Imitation has been 

developed. This initial formulation of the IMITATOR which will be capable of learning to 

play solitaire is described in Section II. The computer program for the simulation of this 

version has been written. 

In developing this program it has been necessary to limit the types of solitaire 

card games the IMITATOR will be capable of learning to play by placing restrictions on such 

things a. the number of deck, which can be used, the attributes of the card, which can be 

considered, and the way. in which the cards can be moved in relation to the other cards. In 

future development of the IMITATOR the mmber of these types of restrictions will be con- 

slderably reduced. 
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Section II 

The Imitator 

As an Introductory effort in the development of an Imitator, a study problem was sel¬ 

ected which would aid in more accurately defining problem areas which would be encountered 

in the imitation approach to heuristic problem solving. 

After a study on the general theory of imitation was completed, a study vehicle was 

selected to test and elaborate on the concepts that were developed and to discover the problem 

areas that might have been overlooked during the general study. 

The aim of the selected effort was to develop an Imitator which is capable of learning 

to play a variety of solitaire type card games. Before describing the program, it should be 

remembered that it was not the Intent of this study problem to develop solutions to all of the 

problem areas which are recognized. Indeed, some of the seemingly major problems were 

either over-simplified or assumptions (see Appendix A) were made which eliminate them for 

the present In the development of the basic program for the study problem, the following 

restrictions pertaining to the play of the game were formulated: a) for each board situation 

there cannot be more than one proper play, b) there are no arbitrary plays, c) a play has 

the form of the movement of a card(s) from one board position to another position - included 

is the creation of a new board position when needed. Hence, any one play can, at most, effect 

the location of only the elements of two boards positions. In summary, the actions of shifting 

cards and creating or deleting board positions as needed are required to play solitaire of the 

variety being considered. The routines for performing these actions are preprogrammed and 

are referred to as action routines. Now for a description of the current program. 
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Observations which the program uses in imitating a man are given to the computer in the 

form oí examples. Each example consists of two parts. The first of these two parts, which 

is called the situation, is the complete set of data needed to describe a particular problem. 

A situation in solitaire is the description of the board positions which are to be considered in 

determining the next play. 

The second part of an example is an exemplary response. An exemplary response is 

the solution to the problem which is described by the situation. A response in solitaire is the 

description of the board positions after a play is made. 

While the Imitator is learning, it is capable of generating answers to questions which 

have either been implied by (or stated in) a given situation. An answer which is generated 

by the Imitator is called a machine response. In solitaire a machine response is the descrip¬ 

tion 01 ~ie board positions after a play is made by the Imitator. 

Since the Imitator is a learning program which is taught by the man who is performing 

a given task, the description of the relationship between the man and the Imitator is employed 

in explaining how the theory of imitation is used in the current study problem. 

This relationship which exists between man and the Imitator is described in the 

following steps: 

a. Step One - Program Imitation 

To Initiate the development of the Imitator, the man gives the machine an example 

of a problem which he has already solved. The example will consist of those elements as 

previously described. 

b. Step Two - Observation 

When the machine receives an example from the man, its function is to develop 

an Imitation of the man’s decision process used to obtain the given exemplary response. 

For the study problem it is assumed that the situation is the lists of cards 

composing board positions being used to play the game. Each board position may contain a 

subltst of cards whose attributes are unknown. Only the number of cards in the sublist is 

included as information in the situation. This sublist is referred to as the subltst of unknown, 

unplayed, cards of a board position. Each board position may also contain a sublist of cards 

whose suits and numerical values are known and is reierred to as the sublist of played cards. 

This sublist is composed of symbols such as C6 and S9 which would be the designations for 

the six of clubs and the nine of spades. The number of board positions which are being used 

is also included in the situation. Figure 2 1 (a) is an Illustration of a situation during a 

solitaire game. Figure 2-1 (b) shows the correspon^ng exemplary results. 
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Figure 2-1(a). Situation 

(Ai (Bi (Ci 

Figure 2-1(b). Exemplary Response 

The next operation is to determine which of the board positions in the given example 

is the gaining board position. This is the position in the exemplary response which, when 

compared to the corresponding situation position, has additional cards in the played card 

sublist and/or an Increase in the number of unknown unplayed cards. In the example, (c) 

is the gaining board position. 

After determining the gaining board position, the machine compares the given situation 

and exemplary response to obtain differences which exist between the two states. Except 

for the first difference, only the gaining board position and its corresponding situation board 

position are considered in the computation. The differences are computed by subtracting 

values of attributes in the situation from the corresponding attributes of the exemplary 

response. Numerical values of one through thirteen are assigned to the ace through king, 

respectfully. Values are assigned to the suits as indicated in figure 2-2. 
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Value Suit 

Clubs 1 

Diamonds 2 

Hearts 4 

Spades 8 

Figure 2-2. Suit Values 

The differences computed In comparing the situation and exemplary response are: 

(1) Difference in the number of board positions. 

(2) Difference In the number of unplayed unknown cards. 

(3) Difference in the numerical values of the top cards. 

(4) Difference In the suits of the top cards. 

(5) Difference in the numerical values of the bottom cards. 

(6) Difference in the suits of the bottom cards. 

For the example given In figure 2-1, the resulting set of differences is: 

{o, 0, -1, 1, 0, o). 

The following four parameters are also computed if the number of cards gained In the 

played card list of the gaining board position is more than one. 

(7) Difference In the numerical value of the first card added to the bottom of 

the list and the old bottom card. 

(8) Same as (7) with the suits being considered. 

(9) Difference In the numerical value of the first card added to the top of the 

list and the old top card. 

(10) Same as (9) with the suits being considered. 

If parameters (7) through (10) are applicable then parameters (3) through (6) are assigned 

values of zero. 

Three more parameters are computed when applicable. They pertain to the case where 

the played card sublist is empty in the situation, but contains at least one card in the exemplary 

response. 

(11) Is played card sublist empty in situation and non-empty in the exemplary 

response? 

(12) If (11) is yes and (2) is zero, find the value of the first card in the played 

sublist of the exemplary response. 

(13) If (12) is not applicable and (11) is yes, set the value of (13) equal to one. 
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When paxameter (11) is yes, parameters (3) through (10) are assigned values of zero. 

Since parameters (7) through (13) are not applicable to the example In figure 1, the 

complete set of differences is: [o, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, oj. 

The above differences and other values which result from processes using parameters 

from both the situation and the exemplary response are called action parameters. 

The action parameters are used to determine what type of play has occurred. For 

instance, if the value of the top card of the sublist of played cards in a particular board 

position is different in the exemplary response than it was in the situation, then the top card 

either has a new location in the list of the same board position or it has been moved from a 

different board position. 

The sets of action parameters computed when comparing situations with their exemplary 

responses are used in determining which action routines to employ during the course of play. 

These sets also provide the input necessary for execution of the action routines. 

Sets of action parameters are classified and grouped in such a way that later, when 

they are compared to other parameters and the comparison is positive, an action routine is 

executed which results in a machine response to a given situation. A detailed discussion of 

the classification procedure and the function of the classification of the sets of action 

parameters is discussed in later paragraphs. 

The formulation and classification of a set of action parameters is the function of 

Step Two. 

c. Step Three - Man-Machine Communication 

The results of Step Two are given to the man. The results include: 

(1) The set of action parameters. 

(2) The classification of the set. 

(3) The action routine associated with the set. 

(4) The machine response which would have resulted if the action routine had 

been executed, given the situation in the example. 

(5) The results of comparing (4) with the given exemplary response. 

Man surveys the results, and if he gives his approval the development proceeds to 

Step Four. If the man disagrees, it is necessary to take corrective measures before return¬ 

ing to Step Two. 
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In the current program there Is only one corrective measure available. This Is 

satisfactory, based on the present assumptions; however, this is obviously one of the areas 

which is over-simplified. 

d. Step Four - Investigation of Situation 

If the ability of the Imitator has reached a level of acceptable performance and 

the man intuitively feels that the continuation of the development by supplying the machine 

with another example would not appreciably change the ability of the Imitator to play a game 

of solitaire, then development proceeds to Step Five. The criterion for determining when the 

performance of the Imitator has reached an acceptable level is currently rather simple. The 

man being imitated can list all of the examples that are necessary for the machine to learn 

any given game, and since the present version does not have the ability to generalize, all 

of these examples must be given to the Imitator. Therefore, in deciding when an acceptable 

level is reached, a check is made of the man's list to determine if all examples are included. 

Let us hasten to add that a technique which will give the machine some generalization 

capability has been developed, but at this time has not been integrated into the present opera¬ 

tional program. When the ability of the Imitator is extended to Include this and other capa¬ 

bilities, a new set of criterion for performance will be formulated as experience is gained. 

If the machine has not reached an acceptable level, then the man provides the 

machine with a new example. A pre-programmed routine is initiated which compares board 

positions of the situation. Values given in the lists which describe a situation and the results 

of methods performed on sets of data composed exclusively of elements of the situation are 

called situation parameters. The following situation parameters are computed: 

(1) Difference in the number of unplayed unknown cards. 

(2) Difference in the numerical values of the top cards. 

(3) Difference in the suits of the top cards. 

(4) Difference in the numerical values of the bottom cards. 

(5) Difference in the suits of the bottom cards. 

(6) Difference in the numerical values of the top card of the "losing” position 

and the bottom card of the "gaining" position. (Note: In comparing two 

board positions of the situation, the positions are referred to as the "gaining" 

and "losing" board positions. The "gaining" position is the one which would 

receive additional played cards if action were taken. The "losing" position 

is the original location of the moved cards. ) 

(7) Same as (6) except the difference is between the suits. 
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(8) Difference In the numerical values of the bottom card of the "losing” position 

and the top card of the "gaining" position. 

(9) Same as (8) except the difference Is between the units. 

(10) Is the played card subllst of the "gaining" board position empty? 

(11) If (10) Is yes and the number of unknown unplayed cards In the gaining 

position is zero, and If the "gaining" and "losing" positions are different, 

then find the value of the first cari In the played card sub.lst of the "losing" 

position. 

(12) If (10) Is yes and the "losing" and "gaining" board positions are the same, 

and If the number of unknown unplayed cards Is positive, then set the valu'’ 

of (12) equal to one. 

The above set of situation parameters are compared with each of the sets of 

action parameters that have been computed from previous examples. If no favorable compari¬ 

son Is made, the development proceeds to Step Two. When a favorable comparison Is made, 

the situation Is acted upon by the associated action routine. (For a discussion of the forma¬ 

tion of associations refer to the later paragraphs describing the classification procedure. ) 

The resulting machine response Is compared with the given exemplary response, 

denoting any differences which appear In the lists which describe the board positions. The 

results of this comparison are referred to as response comparison parameters. 

The man then receives the following data from the machine. 

(1) The machine response. 

(2) The set of response comparison parameters. 

(3) The set of action parameters used. 

(a) Classification of set 

(b) Action routine associated with set. 

ITie man's action then follows those outlined In Step Three, 

e. Step Five - Game Execution 

For the action to have reached this step It Is assumed that the Imitator has 

reached a point In development where It Is now ready to play the game. 

Problems (situations) are given to the machine. The situation parameters are 

computed and compared with the available sets of action parameters. If a negative comparison 

Is found this Information Is given to the Man. This Indicates further development Is necessary. 

When a positive comparison results, the appropriate action Is performed and the machine 

response Is given to the Man. 
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U.I, these results the Mas determines 11 the machine Is performing satisfactorily. 

If at an, time Man determines that the machine needs further development, action returns to 

SteP F0Ur' In previous paragraphs reference is made to the associations between the action 

parameters, the situation parameters, and U,e action routines. Hie method used to form 

Le associations Is the classification procedure. « enables the Imitator to derive solutions 

to situations by using the Information It has learned. 

Due to the complexity of classification the following example Is used to explain 

the operation of the method. 

Assume a game of solitaire In which three board positions (a, b, and c) are being 

used. Each of the board positions contains a list of played cards whose numerical value, 

denoted with a number, and suits, denoted with a letter, are known. 

(a) <»> (C) 
H7 

H9 (Bottom of list) D7 
CQ C8 

S10 58 

Dll (Top of list) 

The above board positions compose the situation which Is used In determining 

the next play. However, In an example, the Imitator is also given the exemplary response 

L e., the condition of the three board positions after a pla, Is made. The symbol » denotes 

that a board position Is empty. 

(a) O» (C) 

m « H7 
C8 

S8 

H9 

S10 

Dll 

Referring to the previous sections of this paper which explain the development of 

the Imitator, the first action of the Imitator Is the computation of a set of action parameters. 

These action parameters are differences found by comparing the given situation with the given 

exemplary response. 

The first computation Is to determine If the number of board positions being used 

,» the situation and exemplary response Is different. For the given example this action 

parameter has a zero value. 
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The next step is to compare the board positions of the situation with the corres¬ 

ponding board positions of the exemplary response. First check each pair to determine a 

board position which shows a gain in the number of cards. In this case, a gain oí two cards 

is Indicated for board position "a". The set of action parameters listed previously in the 

article is computed by comparing the situation and exemplary response of the board position 

which has gained cards, position "a”. 

For each difference other than zero a key value is assigned. The key value 

assignment is made from the following table. 

Action Parameter Number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

For the given example. 

Action Parameter Number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Computed Difference 

0 

0* 

0* 

-1 

Key Value 

2° 

„1 

,10 

i» 
.12 

Key Value Assignment 

* Differences are assigned values of zero because action parameters (7) through 

(10) are applicable. 
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Action Parameter Number Computed Difference Key Value Assignment 

10 0 

11 0 

12 0 

13 0 

Add the key values to obtain the Key Number. 

26 + 27 = 192 

The set of non-zero differences with their identifying key number is stored in a 

list accessible for later use by Ui? Imitator. 

Now for a moment, attention is turned toward the available action routines. With 

each of the preprogrammed action routines there is associated a Primary Key Number. The 

primary key number for an action routine is determined by the action parameters which result 

with non-zero differences if the action routine is used to change a given situation. 

An example of an action routine is: Move a multicard played sublist of one board 

position to the bottom of another board position. Such an action routine may result in non¬ 

zero differences for action parameters 7 and 8. Each of the action parameters has a key 

value, the sum of which is 192. Therefore, the primary key number associated with the 

above action routine is 192. 

Also associated with each action routine is a list of secondary key numbers. 

Their use is discussed In subsequent paragraphs. 

Returning to the present example and without describing the action, it is assumed 

that the processing as stated in step three was completed and the man found the results to be 

satisfactory. Further assume that a new example, similar to the previous one, is given to 

the machine. 

Situation 

(a) (b) (c) 

H3 D1 HI 

S4 S2 C2 

D5 
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Exemplary Response 

(b) 

0 

(0 

HI 

C2 

(a) 

D1 

S2 

H3 

S4 

D5 

After receiving the example, the machine computes the following set of situation 

parameters when it compares board position "a" to board position "b". (b-a) 

Situation Parameter Number Difference Computed 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

0 

3 

6 

-2 

-2 

-1 

4 

4 

0 

0 

0 

0 

Associated with each situation parameter is also a Key Value. This key value is 

determined by the relationship which exists between situation parameters and action para¬ 

meters. There is a one-to-one correspondence between situation parameters and action 
2 

parameters with key values of 2 or greater. 

The Key Values associated with the situation parameters are: 

Situation Parameter Number Key Value 

1 

2 

3 

4 

5 

6 

2 

2 

2 

2 

2 

2 

1 

2 

3 

4 

5 

6 
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Situation Parameter Number 

7 

8 

9 

10 

11 

12 

Key Value 

2 

2 

2 

2 

2 

2 

7 

8 

9 

10 

11 

12 

After computing the Situation parameters, the Imitator starts a systematic search 

through the list which contains all of the sets of previously stored non-zero action parameters 

with their identifying key numbers. Assume that the set computed in the first part ot the 

example is the first set in this list. 

The key number, 192 of the set indicates that a comparison between the action 
6 7 

parameters with key values of 2 and 2 should be made with the currently available situation 

parameters which have the same key values. 

The comparison is favorable since both sets of differences are identical. This 

would Initiate a search for an action routine with an associated key number of 192. When the 

appropriate routine is located, the given situation is acted upon and the machine response is 

determined. 

The resulting machine response and the given exemplary response is then 

compared and the man determines from the set of zero valued response comparison para¬ 

meters that a correct action has taken place. 

In the search through the list of the sets of non-zero action parameters each key 

number of a set indicates the subset of situation parameters to be used in the comparison. 

The time required for searching this list could become very lengthy. Methods are currently 

being developed to enable the Imitator to be selective in the sets which will be compared 

instead of the current method of checking each of the available sets. 

In a later version of the Imitator, when it will no longer be necessary to pre¬ 

program the action routines, the key numbers which are associated with an action routine 

will also be determined by the Imitator. However, for the current effort is necessary to 

Include an interim method for handling an important problem. 

If only the primary key number associated with an action routine is used in 

triggering the routine, then the type of game which the Imitator can learn to play is restricted 
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to those games which require non-zero differences in the comparison of all attributes which 

are pertinent to any given action routine. In the case of the previous example, both a 

difference in the suits and in the numerical values have to be present before the given action 

routine is used. 

To overcome the above "non-zero difference" restriction, the following method 

is used. 

Associated with each primary key number is a list of secondary key numbers. 

Each member of the secondary key number list is formed by summing one of the possible 

subsets of the key values used in computing the primary key number. 

In determining the action routine to be triggered, the primary key number and 

the associated secondary key numbers of each action routine are considered. The secondary 

key numbers indicate which of the differences considered in triggering a given action routine 

must have a non-zero value. The primary key numbers are unique in their association with 

the action routines. This does not hold true with the secondary key numbers and this will 

result in the selection of incorrect action routines during the development of the Imitator. 

However, as the incorrect choices are made evident to the man through use of the response 

comparison parameters, the secondary key numbers erroneously assigned to the action 

routine are removed from the list associated with that routine. This is the corrective 

measure which was previously referred to in Step Three. In later versions of the Imitator 

all of the key numbers associated with an action routine will be unique to that action routine. 

An Imitator as described in the preceding paragraphs has been programmed in 

IPL-V (Information Processing Language -V) for the IBM 7094. The program is capable of 

learning to play some solitaire card games. The following game was used in testing the 

playing ability of the program. 

The rules of the game were: 

(1) Use three board positions. Each board position has two sublists. One 

contains cards which are "face down" and is referred to as the unknown 

unplayed sublist. The other sublist contains cards which are "face up" and 

is called the played sublist. 

(2) To play the top card from one played sublist on the top card of another 

played sublist, there must be a numerical difference of minus one and the 

color of the cards may not be the same. 

(3) If a board position is completely empty and if there is a board position whose 

played sublist consist only of a king and whose unknown unplayed sublist 

contains cards, then the King may be moved to the completely empty board 

position. 
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(4) If a board position has an empty played subllst, but has cards in the un¬ 

known unplayed sublist, then the top card of the unknown unplayed sublist 

may be "flipped" to become a member of the played sublist. 

The following three examples illustrates the above rules: 

SITUATION 

EXEMPLARY RESPONSE 

Figure 2-3. Example 1 (Rule #2) 

SITUATION 

* 

C3 

EXEMPLARY RESPONSE 

C13 

Figure 2-4. Example 2 (Rule #3) 



SITUATION 

Figure 2-5. Example 3 (Rule #4) 

Since the current program cannot generalize, it was necessary to give the 

Imitator a set of thirteen selected examples. The set selected was sufficient for the Imitator 

to "learn" to play the game. After processing the examples, the Imitator responded correctly 

to a group of random situations given to it by the man. Therefore, it was concluded that the 

machine is capable of "learning" to play the test game. 
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Section III 

Proposed Revisions 

In developing the basic structure of the Imitator many recognized problems were over- 

simplllied or assumptions made which eliminated these known difficulties. Also, many 

desirable capabilities were omitted in the initial version. However, in developing the basic 

structure, consideration was given to these problems and omitted useful capabilities by 

purposely designing this basic structure to allow for changes to be made without major 

alterations to the existing program. The two parts of this section discuss some of the 

changes and extensions that were considered. 

A. CHANGES 

An assumption was made in the initial version to limit the number of possible plays in 

any given situation to one. This assumption is not very realistic and changes were considered 

which would eliminate the need of this oversimplification. 

The present program will search until it finds a possible move. When the first possible 

move is discovered, action to perform the move is initiated. In the proposed change, the 

program would store in a list, all possible moves found in searching completely through a 

given situation. If more than one move is found, a decision would be made by the machine 

as to which move is optimum. In order to make a selection, the program would rely on 

information gathered and processed by an additional routine. The description of a technique 

for establishing an helrarchy to be used in making optimum selections is discussed in part 

B of this section. 
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In the present Imitator, the action routines which perform the moves used In the play of 

the game are preprogrammed. Techniques have been developed and tested by others which 

are applicable to computer formulation of these same action routines. "Means-ends" analysis 

has proven to be very useful and may possibly be used In the development of a technique for 

machine-programming of action routines used In playing solitaire-type card games. 

Appendix B shows a method by which programs may be synthesized from preprogrammed 

routines. The methods suggested In the report are also applicable to the area of machine¬ 

programming. 

Although no final formulation for the solution of this problem Is proposed, the Investi¬ 

gations In this area point toward a successful conclusion. 

Another problem which was previously neglected was the selection of the list of 

measurements to be taken when comparing board positions of the exemplary response and/or 

situation. It would be most desirable for the system to have the capability to select the 

measurements which are pertinent to a given problem. No plan was formullzed which would 

give the machine this capability. However, the routines used In the generalization technique 

(described below) are through! to be partially applicable to the solution of this problem. 

B. EXTENSIONS 

Generalization Is considered to be one of the most Important attributes which a synthetic 

Intelligent system must contain. The application of the theory of Imitation without the ability 

to generalize would be nothing more than a glorified Information storage and retrieval system. 

The following is a description of a proposed generalization technique which can be 

added to the existing basic structure. 

This method will use as Its data base, the Information which Is being stored In the 

Action Parameter Triggering (APT) list. Initially man will control the machine's application 

of the generalization process. After test data pertaining to the rate of generalization Is 

obtained, this control wUl probably be a function of the number of examples which has been 

presented to the machine. 

When the generalization routine is called, the first operation will be to tally the 

number of occurrences in the APT list of all primary key numbers. For the tally to perform 

Its intended function It will be necessary to make a change In the current version of the 

Imitator. Henceforth, each example will contain an Identifying number. The first example 

w’ll be assigned the number one and each subsequent example will be assigned a value of 

one greater than the last. As an entry Is made to the APT list, a list associated with the 
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entry will be created. This list wlU Initially contain the number of the current example and 

the list will be referred to as the example number list. 

If later, during the learning sequence, an entry is used to initiate a move and the re¬ 

sults are verified (no new entry is made to the APT list), then the number of the example 

which resulted In the above action will be inserted in the example number list associated 

with that particular entry. Therefore, in tallying the number of occurrences of a primary 

key number, the example number list will be used to determine the number of times a 

particular APT entry has been used. The total number of occurrences of any primary key 

number will be the number of examples which appear on all of the example number list 

associated with any given key number. 

A threshold is set which will determine if a key number has been associated with 

enough entries to the APT list to indicate that generalization may be possible. A temporary 

threshold of 20 is established at this time. This number was selected for convenience of 

use in the statistical method to be employed in the generalization system. 

If there are no key numbers that occur at least twenty times, the generalization routine 

would be terminated. For each case where the threshold is satisfied, the following procedure 

is implemented: 

For any given key number, there is a finite number of action parameters. The number 

of action parameters associated with a key number will determine how many working lists 

will be created. The example number listo of the entires in the APT list which are associated 

with the subject key number will be searched to determine the example with the smallest 

number. When this is determined the sublist of differences contained in the associated entry 

will be used for obtaining values to be inserted in the newly created working lists. The first 

value will be inserted in the first list, the second value in the last list, the example number 

lists will again be searched for the next smallest example number. The previously described 

procedure of adding values to the working lists will be followed, inserting the values at the 

end of the lists. This routine will be followed until all example numbers have been processed. 

Figures 3-1 and 3-2 are examples of an APT list and the working lists created by the 

previously described procedure. 
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Figure 3-1. APT List 

192 (Key Number) 

4 (Differences Associated 

-4 with Key Number) 

ENL (Associated Example Number List) 

1 

23 

192 

ENL 

1 
4 

2 
25 

12 
1 

-3 
ENL 

192 
-4 

4 
ENL 

4 
29 

192 

ENL 

7 
1 

11 

192 

ENL 

6 
■3 

12 

192 

ENL 

192 

ENL 

3-4 

3 
6 

13 
27 

-8 
4 

14 
28 

768 

1 
-6 

ENL 

5 

5122 
1 
13 

ENL 
6 
24 

192 
2 
1 

ENL 
7 
26 

3072 
1 
1 

ENL 
15 
30 

768 
1 
3 

ENL 
16 

192 
-10 

4 
ENL 

17 
192 

-7 
4 

ENL 
18 

48 

-1 
-1 

ENL 

8 

192 
5 
4 

ENL 
9 

192 
10 
6 

ENL 
10 

192 
-6 

4 
ENL 

19 

12 
1 
1 

ENL 
20 

192 
-3 

4 
ENL 

21 

48 
-1 
-4 

ENL 
22 



Figure 3-2. Generalized Working Lists 

(a) (b) 

4 -4 
1 4 

-4 4 
2 4 
5 4 

10 6 
7 1 
6 -3 
3 6 

-8 4 
-10 4 
-7 4 
-6 4 
-3 4 

4 -4 
1 4 
2 4 
3 6 

-8 4 
-4 4 

The ordering of the examples is Included to provide for the possibility of testing each of 

the working list for randomness by using either an auto-correlation technique or Goutereau's 

Constants^. When the number of entries in the working lists becomes large, these tests 

can be used to determine which of the lists should be processed. However, for a relatively 

small number of entries, the lollowing procedure is used. 

A tally is made to determine the number of occurrence of each difference which appears 

in the list. Since each of the working lists Is made up of entries which are differences 

associated with a particular action parameter, the probability of the occurrance of any one 

difference can be computed. Having both the number of observed occurrences and the number 

of expected occurrences, a chi-squared test can be performed to determine if the number of 

times a difference appears on a list is significant. If there are no significant differences, 

the processing would move to the next working list. In the case where a significant difference 

exists, new working lists are created for further processing. The new lists are composed of 

the elements associated with the subject difference. The processing of working list (b) of 

figure 3-2 would result in finding that "4" is a significant difference. Two new lists would be 

formed consisting of the elements associated with the significant difference. The newly 

created lists are illustrated in figure 3-3. 
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(b) (a) 

Figure 3-3. Significant Working Lists 

The first associated list is checked to determine if all of the entries are identical. 

If they are, processing of that list is complete and action would move to the next unprocessed 

associated list. If all of the entries are not identical, the corresponding orignal working list 

is checked to determine if any significant differences are Included. Numbers which are not 

significant are marked as non-pertinent in the newer corresponding working list; significant 

numbers are left unchanged. Each of the newer working lists are processed in the above 

manner. The results of processing the example in figure 3-3 are Illustrated in figure 3-4. 

(b) (a) 

4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 
4 * 

* Non-Pertinent 

Figure 3-4. Processed Working Lists 
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The rows of the processed working lists are checked to determine if there are any rows, 

containing differences marked as non-pertinent, which are identical except for the marked 

values. If there are no such identical rows, then no generalizations result from the given 

value of the working list. However, in the case of the example, there is a set of rows which 

meet the qualifications. One row from the set is transposed and a sublist is formed which 

is associated with an identifying key number. This list is then entered into the Super-APT 

list. This entry is the result of the proposed generalization technique. The Super-APT list 

is used in the same way as the APT list. However, in comparing the entries in the Super- 

APT with situation parameters, those differences, which are marked non-pertinent are not 

tested for equality with the corresponding situation parameters. The partial results of the 

generalization process performed on the given example is illustrated in figure 3-5. 

Super-APT List 

192 

* 

4 

Figure 3-5. Partial Generalization Results 

Each of the original working lists are processed by the above method. Duplications and 

contradictions will probably occur. After each complete generalization attempt, the man will 

be given the final results. A method will be provided for the man to delete redundant or in¬ 

correct entries from the Super-APT list. After the generalization technique is Implemented 

and tested, and improvements are made, a method could easily be devised to -ülow for 

machine elimination of any redundant entries. 

Small sample sizes from which the machine may possibly try to generalize will reduce 

the effectiveness of the proposed technique. However, experience gained in implementing 

and testing the proposed method should prove to be most valuable in formulating a revised 

version of a generalization technique for the Imitator. 

In describing the first of the proposed changes, mention was made to a process which 

would establish a heirarchy of all the possible moves. This heirarchy would be used to 

select the optimum move when more than one possibility exists. 
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A complete formulation of an hetrarchy system has not been developed but, consideration 

has been given to this problem and the following attributes are thought to be desirable in an 

heirarchy system. 

The entries of the Super-APT and APT lists would be arranged in sets. Each set would 

contain those entries which are used to trigger moves that are either identical or weighted the 

same in relation to the desirability of their selection. 

In turn, each of the sets would be arranged on the APT lists in the order of their 

selection desirability. Hence, after a set of situation parameters are computed and a list of 

all possible moves is constructed, the optimum selection can be made by determining the 

possible move that is found to occur first in the heirarchy. In the case where two or more 

possible moves occur In the same set, and that set occurs first in the heirarchy, the optimum 

move will be selected randomly. 

The establishment of the heirarchy will be a function of determining what moves were 

possible in a learning example and noting which of the moves was selected by the man. 
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Section IV 

Comments 

The formulation, implementation, and testing of the study vehicle and the formulation 

of possible changes and extensions to the system required the greatest time and effort during 

this study. 

Most of the results of other tasks as outlined in the proposed research plan** are 

implicitly, or in some cases explicitly, contained in the main sections. However, there are 

a few observations which should be made. These pertain to the definition of the roles of the 

computer and the human, and the communications between these two parties in reference to 

the theory of imitation. 

When the goals of the Theory of Imitation are realized, the Imitator and the man should 

ideally perform the same function. But during the teaching-learning process they must each 

have definite duties. If the Imitator is less than ideal, the final use of the Imitator will find 

the man and machine sharing the duties of problem solving. 

During the development of the study vehicle, the activity of the man (except for giving 

examples) was purposely minimized. In some areas of activities, where the machine is 

required to perform functions which could be greatly simplified if man could place certain 

information directly into the machine, it may seem that man's abilities are not being used 

beneficially. The purpose of requiring the machine to perform these functions is to gain 

experience in developing machine techniques which will be available when man is not able to 

supply some of the pertinent information. 

4-1 



Many portions of the program are preprogrammed by the man. It has been previously 

indicated that this preprogramming will be replaced by machine self-programming where 

possible. This is not an attempt to forget the man; by minimizing man's abilities in areas 

where machine performance is possible, and by using man only where necessary, a more 

useful system should evolve. 

Once the Imitator has gained the ability to emulate man's decision process, than man 

aid can be provided to the Imitator to facilitate a more rapid machine convergence on man's 

decision process. 

Another task as outlined in the original research plan raised the following questions. 

'»How general should the corrections supplied by the man to the imitator be?" and "To what 

extent should the computer describe its decision process to the man?" In both cases it is 

desirable that the messages convey a very clear picture, yet the statements should be rela¬ 

tively simple. These goals are generally conflicting. The answer has been to communicate 

in clear pictures which are relatively simple to a person who is thoroughly familiar with the 

program and actions of the Imitator. This is not, however, a satisfactory solution to the 

stated problem. The problem can be solved only by the development of a natural programming 

language and compiler which provides the user with an implicit programming capability. 

This would allow the expert to communicate with the machine, using his own language. Hence 

the desirability of complete and "simple" statements could be achieved. 
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Section V 

Conclusions and Recommendations 

This study has given strong indications that the Imitator's chance of attaining its goal 

of duplicating the decision-making process of man can be successful if additional effort is 

expended. Although the present value of the Imitator, which was implemented and tested, is 

limited, its main usefulness is the basic structure which it provides for extensions that can 

be made. Although the proposed techniques of generalization and of establishing an heirarchy 

system have not been implemented, the possible capabilities which these would provide are 

considered most valuable in the attainment of the Imitator's goals. 

A course of development is proposed which should bring these goals a step forward. 

After implementing the proposed changes and extensions, the Imitator would be tested to 

determine if it is approaching its desired capabilities. Intuitively, it is felt that many 

problem areas will be more clearly defined and the development of a new study program will 

be desirable. This is not discouraging. In fact, this is most gratifying. Experience ha? 

been gained in the development of a synthetic intelligent system and with this new-found 

knowledge man will be closer to establishing new man-machine relationships. 

This study clearly adds to the ever-increasing evidence that the goals of developing 

useful systems, which demonstrate abilities that man considers to be intelligence, are not 

within easy grasp as indicated in the past decade. Likewise, it does not add to the proof of 

those who consider the goals to be either impossible or impractical. It does point toward a 

long and effort-demanding path which will be most interesting to follow. 
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Appendix A 

Assumptions 

A. CHOSEN TASK ASSUMPTIONS 

In proposing imitation as a solution to heretofore unprogramraable problems, the fol¬ 

lowing assumptions have been made which arise from the nature of the chosen task, 

1. The man has a decision process for dealing with the problem information. 

The fact, that there are men who are experts in solving these types of 

problems, demonstrates that men have developed procedures for handling such 

problems. 

2. The man's decision process is not modified during the development and opera¬ 

tion of an Imitator. 

Though it is expected that man will learn facts about his decision process 

which he feels should result in a change in the process, he will not modify it unless the cur¬ 

rent Imitator is terminated and the imitation of the revised decision process is initiated. 

3. For all possible given situations, S, the man will make a decision D. 

Given a situation the man will make a decision pertaining to the problem 

described in the situation. The decision may be of the form of a statement that more informa¬ 

tion is needed before a formal decision can be reached. 

4. If the man's decision process is not probabilistic, then for each S there is an 

unique D. 
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When the man's decision process is deterministic there is only one decision 

possible for each situation. 

5. The total number of examples to be used during the developmental stage of the 

Imitator before acceptable behavior is expected is finite. (See Step Four.) 

The Imitator will converge on the decision process of the man during the 

developmental stage. 

B. STUDY PROBLEM ASSUMPTIONS 

There are also assumptions which have been made in designing the study problem. 

These assumptions are grouped according to their relative permanence. In later versions of 

the study problem it is planned to drop most of the temporary assumptions. 

1. Relatively Permanent Assumptions 

This group of assumptions are probably "here to stay” for the life of the current 

study problem. 

a. Decision methods developed by the Imitator are presented to the man only in 

relation to specific examples, not in general. 

Examples are not stored by the Imitator and are not used collectively to aid in 

the development of a decision method. The development of a decision method is affected only 

by one example at any one time. 

b. Man is capable of recognizing bad responses which are generated by the 

Imitator. 

When a non-optimum response is formulated for a given situation, the man is 

capable of determining that the behavior of the Imitator is not acceptable. 

c. The only parameters effected b) an action routine are those parameters that 

led to the use of the routine. 

This assumption is necessary for implementing the method of classification 

used to interrelate action parameters, situation parameters and action routines. 

2. Temporary Assumptions 

The following assumptions are considered to be temporary. 

a. Incorrect information inadvertently given to the machine by the man will 

be recognized by the man during the development of a decision process. 
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The Imitator is not capable of spotting errors in the man's decision pro¬ 

cess; therefore, it assumes the data given by the man to be unquestionably correct. 

b. The probability that an erroneous decision method will fail during the 

developmental stage of the Imitator is 1. 

If an erroneous decision method is included in the list of available methods, 

then before the development of the Imitator is completed, an example will be given to the 

machine which will result in the failure of the erroneous decision method. 

c. Man is capable of determining the validity of a method generated by the 

Imitator. 

When the Imitator gives to the man information pertaining to a decision 

method which is being developed, the man is capable of determining when the Imitator has 

been incorrect. 

d. In the course of determining the validity of a method, man can recognize 

errors in the method. 

The man may not necessarily pinpoint the exact cause of an error, but 

may only recognize the general area of the error. 

e. The Imitator has the ability to recognize the situation parameters which 

are important to the determination of plays. 

Situation parameters which would be redundant to the solution of a problem 

are not computed. 

3. Ephermeral Assumptions 

The following assumptions will be the "first to go" in later versions of the current 

study problem. 

a. Comparisons made in the course of a decision process are prespecified. 

The Imitator is given the information concerning which comparisons to 

make in developing a decision method. 

b. For every board situation there cannot be more than one proper play. 

In most games of solitaire it is possible for a situation to contain informa¬ 

tion which could lead to any one of several plays. However, for the current version of the 

study problem there is only one play considered, i.e., the first play the Imitator finds that it 

can make. 
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Appendix B 

The Program Synthesist 

L SYNOPSIS 

This report describes preliminary thoughts and their initial development of a basic and 

general system of imitation. The culmination is a semidetailed diagram of such a system. 

Based on communications which describe man's decision process, the system will 

synthesize a program of this process, from a set of routines. Presently it is restricted to 

programs which use no single routine more than once. 

H. THE NATURE OF ROUTINES 

General Description 

The word "ROUTINE", as used in this report, denotes a set of preprogrammed machine 

instructions for the addition, alteration, or deletion of information in the machine memory. 

For our discussion here, we will restrict ourselves only to routines pertinent to playing the 

game of solitaire. It is assumed, however, that the philosophy developed may easily be 

extended to most other subjects. In order to obtain generality and flexibility, the routines 

are written in symbols which are not dependent on any one problem or situation. Thus, if we 

want to remove the top card of some specific list of cards called List Z , we call a general 

routine which removes the top card of some Arbitrary List a . List a , of course, must 

first be equated to list Z . The sequence of instructions might then be as follows: 

List a « List Z 

Call "ROUTINE" 
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Henceforth, the concept of "List a " will be referred to as an internal representation 

for it is Internal to the routine. The concept of "List Z " will be referred to as an external 

representation, for it is common only outside the routine. 

The word "program" will be used in this report to mean a set of routines and instruc¬ 

tions, linked together, so that they perform some meaningful function. The act of linking 

will be called Program Synthesis and the mechanism for doing this, The Program Synthesist. 

Routine Storage and Selection 

All routines to be used by the Program Synthesist will be stored in an area of memory 

called the Routine Hold (abbreviated RH). Based on information given to the machine, a 

mechanism known as the Routine Selector can select any one of the routines in the RH and 

cause it to be executed. Such execution will add, alter, or delete information in the memory. 

Nodes and Linking 

If any two routines are, in succession, selected by the Routine Selector mechanism 

and executed, the second routine to be chosen may be linked to the first routine. Henceforth, 

whenever the first routine is selected and executed, the second or "linked" routine will 

automatically be selected and executed. If some third routine is linked to the second, than 

it is selected and executed likewise, etc. By this method of linking, complete programs, 

consisting of linked routines, may be created or synthesized. 

Figure B-l shows three linked ruaunes, called R, V, and X. 

R 

(V» 

V 

(Xl 

X 

Figure B-l. Three Linked Routines 

The (v) at the end of R and the (x) at the end of V, denotes respectively that V is linked 

to R and X to V. These two designations, called exit nodes, are said to be full because they 

contain the name of a linked routine. No routine is linked to X in figure B-l, and its exit 

node is said to be empty. Empty exit nodes are designated by ( ). 



It follows then, that at the outset, before synthesis has begun, all exit nodes are empty. 

As synthesis proceeds and routines are chosen In succession, exit nodes fill with the names of 

succeeding routines. 

The Flow of Information 

Suppose we had two lists of cards Y and Z, one of which is longer than the other. If we 

wanted to remove the top card from the longer list, we could perform this simple program by 

using the two routines, A and B, shown below in figure B-2. 

Figure B-2. Simple Program for Choosing Top Card 
of Longer of Two Lists 

Ideally we would want the input to routine A to be the lists Y and Z and following the 

execution of A, the longer list to be List . Both of these and similar problems may be 

solved by the use of an area of memory which receives and contains the output of the last 

executed routine. Thus, after the execution of routine A, this area in memory would contain 

the name of the longer of the lists. This memory area will be referred to in this report as 

the Flowing Access Memory or the FX. At the finish of the execution of routine B, the FX 

will contain the top card of the longer of the lists. All routines, then, will obtain their in¬ 

puts from the FX and write their outputs there. Each time information is written in the FX, 

all previous imormatlon is cleared. 

To prepare for the possibility that the FX will not, at times, contain the proper informa¬ 

tion, a "SELECT" instruction is provided to allow the man to enter desired information into 

the FX. An example of the need and use of the "SELECT" instruction follows. 

If, prior to the execution of routine A, the FX does not contain the desired names, 

L e. list Y and Z, then these names may be placed there as follows. The instructions 

"SELECT LIST Y" and "SELECT LIST Z" erase all previous information and place the names 

of the intended lists in the FX. 

The Classification of Routines: 

Routines may be classified into two sets: Basic or Compound and Unconditional or 

Conditional. 



Routines which are Basic are routines which cannot be synthesized from other routines. 

They must, of necessity, be placed into the RH by man. Compound routines, although they 

may be placed in the RH by man, can nevirtheless be synthesized from Basic routines. 

Routines may also be either Unconditional or Conditional. These two types are shown 

in figure B-3a and 3b, respectively. 

(d) c*b) 

Figure B-3. a) Unconditional Routine, b) Conditional Routine 

An Unconditional routine has only one exit node. It executes its assigned task and 

proceeds to its exit node regardless of existing conditions. 

The Conditional routine, however, has two or more exit nodes and selects the proper 

exit node depending on the condition of the system. In figure B-3(b), for instance, the routine 

named in exit node (1) is selected if the card in the FX is red. If this card is black, the 

routine named in exit node (2) is selected. 

Assortment of Routines in the RH 

For the synthesis of some decision process, the Routine Hold, must contain at least 

all those Basic routines which will be used in such a decision process. Since, however, it 

is not practical or possible to anticipate exactly which basic routines will be used for some 

given process, the RH may be filled with an overabundance of Basic routines and the machine 

be allowed to select only the necessary ones. 

HL THE SYNTHESIS MECHANISM 

General Description 

The Program Syntheslst is an imitator which constructs programs of man’s decision 

methods by "watching" man or following his orders or suggestions. This input information 

from man results in the successive selection of routines in a meaningful order. The routines 

are linked in the order they are selected. When synthesis is complete, the routines are 

executed in the selected order and thereby repeat the methods of man. 
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Operation may be divided into three modes; synthesis, execution, and tracing. During 

1,16 Synthesis mode, the machine selects routines based on Incoming information, and links 

these routines in the proper sequence. During Execution, the machine executes the linked 

routines in the proper order. The tracing mode is the same as the learning mode except that 

the machine goes, or traces, over old established links. Where the communications from 

man indicate a link which is different from the existing link, then the machine informs the 

man of this discrepancy. Such a difference may be resolved by breaking off the old link and 

substituting the one being dictated presently. 

Routine Selection 

Routines are selected on the basis of information supplied by man to the machine. 

Such a system would imply a method of classification of routines and a means of retrieval. 

Figure B-4 shows the general scheme. 

VARIOUS 
COMMUNICATIONS 

FROM MAN 

SELECTED 
ROUTINE 

Figure B-4. Routine Selector Mechanism 

Of the various means of classifying the set of routines in the RH, the one dealing with 

routine function seems most promising at this time. A simple example of this is shown in 

table B-l. All routines in the first column deal with the numerical characteristics of a card, 

TABLE Ö-1. AN EXAMPLE OF CLASSIFYING ROUTINES 

Routines Dealing Routines Dealing Routines For Routines For 
With Number With Color Removing Cards Adding Cards 

A 

B 

C 

B B C 

c XX 
H F Y 

D 

E 

K Z 
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those of the second column deal with the color characteristics of cards, those in the third 

column deal with removal of cards from lists, etc. Thus, if the information from man 

indicates the need for a routine which removes the highest red (or black) card, then that 

routine would be B, for it is the only one having the characteristics of the first three columns. 

Conversely, the routine for adding the highest red (or black) card would be C. 

Communications by man to the machine may be of several dUferent types. These are: 

! Direct order: man tells the machine what to do. Example: "Select the top card 

from List Z”. 
2. Description: man tells machine what he has done. Example: "I have selected 

the top card from List Z. " Essentially this is the same as 1 above, however, 

with an ultrasophisticated system the machine may forsake man’s description 

and go off on its own, whereas it must follow orders. 

3# Situation-Exemplary Response: man gives the machine a before and after 

picture. The machine tries to select the routine which will cause this transforma¬ 

tion. Example: Before-picture AB C; after-picture A BC. 

4 Selection Heuristic: man gives the machine some general information which may 

be helpful in the routine selection process. This may be given in addition to the 

communications described in 1, 2, and 3 above, thus speeding up the selection 

process. Often, however, the selection heuristic is the only information avail¬ 

able. In this case the Routine Selector cannot choose the one routine to be used 

but must narrow the search down to all likely routines and then use the method 

of trial and error (5, below). 

5. Trial and Error: man supplies one or more selection heuristics and the desired 

result. The machine executes routines from a selected list obtained through the 

use of heuristics. The routine which produces the desired result is consequently 

chosen. 

Memory Banks: RH, TH1, TH2 

In addition to the Routine Hold, already mentioned, two other memory banks play a 

vital part in synthesis and execution of programs. These are: 
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1. Temporary Hold 1 (TH1): Contains the name of the routine most recently extracted 

from the RH. 

2. Temporary Hold 2 (TH2): Contains the routine selected immediately before the 

routine which occupies TH1. The routine ln TH2 is always linked, during the 

synthesis mode, with the routine in TH1. 

Essentially, during synthesis, the first routine selected from the RH moves to TH1. 

The second time a routine is selected, the first routine moves from TH1 to TH2, and the 

most recently selected routine moves to TH1, The routine in TH2 is linked to the one in 

TH1, for the latter has followed it. 

In the execution mode TH1 receives the routine linked to the one in TH2 after which the 

latter is executed. The routine in TH1 is moved to TH2 and the cycle continues. Figure B-5 

Illustrates the three memory banks just discussed. 

Detailed Operation 

A more detailed explanation of the Synthesis, Execution, and Tracing Modes can be 

obtained from figure B-6 and the following description. 

R.H. T.H. I T.M. 2 

Figure B-5. Memory Banks 
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Figure B-6. Diagram of Program Synthesis 



Synthesis begins when the Routine Selector mechanism, based on information obtained 

from rnan through the various means of communication, selects the proper routine, which 

we will assume is Routine A. The flow is now at a of figure B-6. 

a. Routine A is entered from the RH into TH1. (See also figure B-5). 

b. The routine ln TH1 is moved to TH2. 

c. A new routine is selected and moved from the RH into TH1. (This is F in 

figure B-5). 

d. The routine in TH2 is executed. 

e. The system is in the Synthesis - not the tracing - mode and the flow proceeds 

tof. 

f. This is the first time that A has been used. Its exit node is empty (not marked). 

The flow goes to g. 

g. The exit node of A is marked with the name of the routine in TH1, i. e. F. A is 

now linked with F. The flow returns to b. 

Let us assume now that the machine, in linking A to F, is merely repeating something 

it already knows, l. e. A had previously been linked to F and the exit node of A is already 

marked, with F. Returning to f: 

f. The exit node of A is marked. The flow goes to k this time. 

k. We decide, at k, to go into the tracing mode, wherein the machine will check to 

see whether the "old" link is the same as the link being dictated now. The flow 

proceeds to 1. 

l. The system is tracing. 

j. The exit node of A is^ marked with F. F is then the linked routine of A. The 

system dictates that the routine which should be linked to A is the routine ln TH1, 

also F. This implies that the "old" link is in agreement with the newly dictated 

link. The system remains in the tracing mode and the flow returns to b. Had 

there been disagreement, the machine would have communicated this discrepancy 

in i, and in h the man would make the choice of "correcting" the discrepancy by 

going to g and creating a different link or ignoring the discrepancy and proceeding 

to b. 

Upon finding at f that the exit node of A was marked, man could have decided that he 

had a high degree of confidence in the links and no need to trace presented Itself. Instead 

he wished the system would run through the synthesized parts of the program - those parts 

which already have established links - but stop at the first point where no link existed so 

that the synthesis process might continue from there. This choice could have been made at k. 
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k. The man decides to go Into the execution mode and the flow goes to 1. 

l. The routine in TH2 is A. This routine is executed. 

m. The routine in TH1 is F. It is entered into TH2. 

n. Assume F is linked to C, which is not an order to stop. 

o. Routine C is not an order to stop. 

p. The linked routine of the routine in TH2 (which is F) is the routine C. C is 

loaded into TH1. 

q. The routine in TH2, routine F, is executed. The flow returns to m, where 

routine C is moved to TH2 from TH1. The cycle continues as before. 

If there is no link for C, then at n the machine will go to S, pause, communicate that 

there is no link, and return the machine to the synthesis mode so that a link may be 

established. Had the routine which was linked to C been a STOP order, then the flow would 

have proceeded to r and the machine would have stopped. 

IV. RESTRICTIONS AND PROBLEMS 

The most severe problem results from the restriction that programs to be synthesized 

must be such that no single routine is used more than once. Surely if some routine, Z, were 

used more than once, then a link of "Z” would be ambiguous. With added sophistication, 

however, it is believed that the machine could discriminate between several Z's. 

An additional problem area is that of routine selection. Where the list of routines 

becomes fairly large and the distinctions between routines very small, the Routine Selector 

will need to become an ever Increasingly sophisticated device. We restrict ourselves 

presently to situations where selection can be made easily and correctly. 

Thirdly, the methods of Information flow will need to be improved far beyond their 

present state. It would be of great advantage, whenever the contents of the FX are not of the 

proper type or number, to have the machine recognize this fact and report it to the man. At 

the present stage we must restrict ourselves to situations in which the FX will always contain 

the correct information. 

V. SUMMARY AND RECOMMENDATIONS 

The system described has the following advantages: 

1. It is very basic in nature and therefore lends itself nicely to changes which 

increase its sophistication. 

2. It employs a man-machine relationship whereby man supplies Ms intelligence 

wherever the system is weak. With each upward step in sophistication, the man 

is relieved of some of this burden. The price paid is added complexity. 

1 

« » 

« • 

4 » 

I ! 

• * 
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3. It is built on the concept of generality. Although solitaire was used as an 

exemplary problem, the basic system would be the same for any other problem. 

All that Is needed In other situations Is a set oí pertinent basic routines. 

4. The capabilities of the machine Increases with Its age and experience. Since 

basic routines are often combined to form compound routines, and these 

compound routines may be stored In the Routine Hold, then an "older and more 

experienced" machine will contain a larger number of compound routines, 

thereby saving the time needed to construct compound routines, first. 

It Is recommended that the principles of operation, thus far developed, now be tested 

by simulating the system on a digital computer. In this way unforeseen problems may be 

discovered as well as the assumed principles verified. A clearer course of direction should 

result. 
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