
AM RL-TDR-64-77 

PREDECISIONAL PROCESSES IN DECISION MAKING: 
PROCEEDINGS OF A SYMPOSIUM 

j20i'F r: 
HARDCOPY £,00 

MICROFICHE s' 

DECEMBER 1964 

BEHAVIORAL SCIENCES LABORATORY 
AEROSPACE MEDICAL RESEARCH LABORATORIES 

AEROSPACE MEDICAL DIVISION 
AIR FORCE SYSTEMS COMMAND 

WRICHT-PATTERSON AIR FORCE BASE, OHIO 



PREDECISIONAL PROCESSES IN DECISION MAKING: 

PROCEEDINGS OF A SYMPOSIUM 



FOREWORD 

This report was assembled and edited by Dr. Darwin R. hunt 
and Captain Donald L. Zink. It is essentially a compilation of 
the proceedings of a symposium sponsored by the Presentation of 
Information Branch, Human Engineering Division, Behavioral 
Sciences Laboratory, Aerospace Medical Research Laboratories, under 
Project No. 71 S3, "Psychological Research on Human Performance," 
Task No. 718303, "Research on Hunan Intellectual Functions." The 
symposium was held at Wright-Patterson Air Force Base in April 1962. 

Contributions to the symposium were made by: John W. 
Atkinson, Ph.D., University of Michigan; Daniel F.. Rerlyne, Ph.D., 
University of Toronto; Ward Fdwards, Rh.D., University of Michigan; 
Jancllen Iluttcnlocher, Ph.D., Harvard University; John T. Lanzetta, 
Ph.D., University of Delaware; Thornton R. Roby, Ph.D., Tufts 
University; Fmir II. Shuford, Jr., Ph.D., University of North 
Carolina;*Masanao Toda, Ph.D., Harvard University. Dr. Janellen 
Huttenlocher,s contribution could not be included in these 
proceedings due to previous publication commitments. 

The initial imnetus for the symposium arose out of discussions 
with Dr. John T. Lanzetta, University of Delaware, who was at that 
lime conducting research for the Behavioral Sciences Laboratory in 
the area of decision making. The editors are indebted to a 
number of individuals whose efforts contributed to the success of 
the symposium: Mr. A. J. Cannon, Special Activities Division, 
Plans and Operations Office, handled many necessary administrative 
details; Mrs. Mary Williams and Mr. Peter F. Lund, Office of Staff 
Judge Advocate, provided sténotype records of the discussions 
following each paper; Mrs. Barbara Calhoun, Presentation of 
Information Branch, typed the transcripts of the discussions and 
provided other secretarial assistance; Mrs. Filen J. Jennings, 
Presentation of Information Branch, rendered valuable support in 
collating the report. The symposium was supported by Contract No. 
AF 18-600-1792, with the University of Virginia. 

This technical documentary report has been review and 
is approved. 

WALTER F. GRETHER, PhD 
Technical Director 
Behavioral Sciences Laboratory 
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AB ST IW CT 

The proceedings of a symposium on "Predecisionnt Processes 
in Decision Making" arc presented. Predecisional processes may 

be characterized as the search for, the acquisition of, and the 
evaluation of informatioi prior to the choice of a course of action. 
The objectives of the symposium were: an assessment of the 
adequacy of present decision theories in dealing with human decision 
making behavior; an assessment of other approaches to decision 
making situations; and an analysis of predecisional processes. 
Seven papers arc presented that analyze this area from several 
different theoretical viewpoints. Transcripts or the discussions 
following each paper are also included. 
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PREDECISIONAL PROCESSES IN DECISION 

MAKING: PROCEEDINGS OF A SYMPOSIUM 

INTRODUCTION 

The process of making a decision pervades human behavior; in fact, one of 
the contributors to this volume has declared that the phenomenon of choice provides 
the key to the study of "the higher mental processes". Whether or net om 
agrees with this point of view, it is true that the study of decision processes 
is an area that is receiving an increasing amount of attention, both as an area of 
research in its own right, and as an adjunct to other areas. 

The formal description of a decision situation includes a statement of the 
possible courses of action available to the decision maker, a listing of the 
possible states of the world, and a matrix representing the outcome to the decision 
maker if he follows a particular course of action, and a particular state of the 
world obtains. Given a specific problem, probabilities may or may not be associ¬ 
ated with the possible states of the world. The problem confronting the decision 
maker is to choose a course of action that will maximize the outcome that he 
realizes. Typical empirical research on decision making has usually provided the 
decision maker with information concerning the above components of a decision 
situation, and has greatly increased our knowledge of how values, probabilities, 
and other factors act as determiners of choices. (Edwards has provided reviews 
in refs. 1, 2, 3.) 

The formal description of a decision situation, however, greatly over¬ 
simplifies the problem: making a choice is merely the final step in a chain of 
psychologic-.! processes. The decision maker first acquires and organizes infor¬ 
mation about a decision situation; he evaluates the information available and 
determines if other information is necessary. Only after acquiring as much infor¬ 
mation as seems reasonable, does he make a choice, which he hopes is "optimal" in 
some sense. It is these processes of searching for and acquiring information, of 
organizing and evaluating information, that are here called "predecisional 
processes," and which were the subject of the symposium reported in this volume. 

The symposium had the following stated objectives. 

An 0(5 tht adtquacy otf pXMmt dtctiion tkeoKlti in dialing uiiXh 
human dtcuion making bthavioK. The question may be put as to how well existing 
concepts of decision theory account for and predict decision behavior. Are 
existing concepts adequate for the inclusion of predecisional processes in an 
extended model of human behavior? 

An oAòe^ònKjit olhtn appnaachiò to de.ci&ion making Utuationò. It is not 
unlikely that other existing theories may provide useful conceptual vehicles for 
understanding human choice behavior. At least it seems to the editors that 
failing to obtain a large favorable outcome would result in a degree of 
"frustration", or that a particular decision situation might prove to be 
especially "stressful". Certainly predecisional processes are closely related 
to the areas of perception and learning. 
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An anaùf&U oi pfttdtCÃAÀxmal pJWCJtÂ&l&» As indicated earlier, these are 

clearly an important part of the complete decision situation; yet, typical 

research on decision behavior seems to ignore these processes, or to assume 

that they have been completed. For a more complete theory of decision making, 

it would seem that the processes whereby an individual searches for, acquires, 

processes, and evaluates information prior to the point of making a choice 

should be clarified and studied. 

Because these objectives are broad in nature, and especially because of the 

second objective stated above, the papers reported here are not what a reader 

might expect to find in a volume on decision making. The reader will be on 

familiar ground with the papers by Edwards and Shuford. The papers by Atkinson 

and Berlyne might seem especially foreign to the student of decision behavior; 

yet they are clearly relevant to a completer understanding of decision processes. 

Atkinson's emphasis on the activity already in progress at the time a stimulus is 

presented is relevant to any area of psychological research; Berlyne calls 

attention to the relationship between many concepts in behavior theory and 

decision making, and suggests, for example, how the concept of curiosity can 

be related to search for information. Lanzetta utilizes some new measures in 

his studies of decision situations, and reinforces many of the ideas suggested 

by Berlyne. Toda's analysis of decision making emphasizes cognitive aspects of 

the decision situation, especially perceptual ones; Roby analyzes the environment 

constructed by the decision maker, and suggests several potentially useful concepts 

for understanding information gathering. 

The goals of the symposium, of course, were not fully realized; the editors 

would attach a high probability to the assertion that no symposium completely 

achieves its stated objectives. A more reasonable goal for any symposium might 

be to provide a starting point for further effort. The editors hope that at least 

this objective was achieved. 
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INFORMATION-SEEKING TO REDUCE THE RISK OF DECISION* 

Ward Edwards 
Engineering Psychology Laboratory 

University of Michigan 

The purposes for which I was invited to this meeting were to comment on the 
present state and future directions of research on human decision processes, and 
to say something about my own research. Most of my time will be devoted to 
reporting an experiment. Still, I can never quite resist the temptation to air my 
own opinions, especially when I'm invited to do so, so let me do a little of that 
first. 

It is natural to begin a symposium on pre- and postdecisional factors in 
decision making by asking what precedes and succeeds decisions. One valid answer 
is that what precedes a decision is a previous decision; and what succeeds a 
decision is the next decision. Decisions come in ordered and, hopefully, in 
orderly sequences. An appropriate goal for research in this area would be to find 
out what the facts that decisions come in sequences and that these sequences are 
orderly might mean for the development of a theory. 

I find it helpful to think of human intellectual processes as resembling those 
of a guide who must lead a wagon through a hitherto unexplored range of mountains. 
(Incidentally, my guide has many of the same characteristics as Dr. Masanao Toda's 
fungus-eater, and serves the same sort of thought-orienting purpose.) A sensible 
guide approaching the foothills of the mountain range would most certainly not make 
a blind foray into the range, in the spirit of the trial-and-error conception of 
even the most modern and sophisticated learning theories. He would be more likely 
to climb a tree so he can see better. Perhaps he learns by climbing the tree that 
half a mile off to the right thei-e is a hill, and that if he were to climb the hill, 
he could see still more. From the hill, he may see two or three promising-looking 
canyons into the mountain range. Even then he does not lead his wagon train into 
one or another of the canyons, but instead sends a scout into each one. Only after 
a substantial number of such information-seeking moves, each of which may serve only 
to put him in a position where he can seek information more effectively than before, 
does he begin to make moves actually directed av getting the wagon train through the 
mountain range, and even then he intersperses more information-seeking actions among 
the actions which are directed more explicitly to the ultimate goal. 

I speculate that my guide uses precisely three intellectual processes, in 
addition, of course, to the tools of memory, perception, etc. The first of these 
intellectual processes is the acquisition and organization of Information relevant 
to the ultimate goal and to the route from here to there. The second is the formu¬ 
lation, on the basis of the information at hand, of a set of alternative courses of 
action. Usually, this set will not be exhaustive in any mathematical sense. 

*This work was sponsoreci i>y Project MICHIGAN under Department of the Army 
Contract DA-36-089 SC-78801, administered by the United States Army Signal Corps, 
I am grateful to Robert Oilman for assistance ir running Ss and processing data, to 
Harold Lindman for writing a computer program, to Mrs. Carol Orwant, who Invented 
the punchboard, helped design the study, ran £s and did some of the data processing, 
and to S. Paul Slovie, who finished the data analysis. 
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Furthermore, it will usually be dominated, in the early stages at least, by infor¬ 
mation seeking actions rather than by actions looking directly toward attainment 
of the ultimate goal. The third intellectual process is the selection of a course 
of action from among those invented in the course rf the second step. Ordinarily, 
selection of a course of action is followed by its execution. I speculate further 
that these three stages always occur prior to any considered action, and that they 
occur in that order. Naturally, however, 1 am not suggesting that they occur only 
once. Instead, as the mountain-traversing metaphor suggests, I assume that each 
step occurs not once but many times in the course of solution of any significant 
problem, with the information obtained as the result of any one move contributing to 
the re-analysis of the relevant data that precedes the next move. 

Of the three intellectual processes 1 have just suggested, - acquisition and 
organization of information, invention of courses of action, and selection of one 
among them - we get to observe only the output of the third. Clearly, the other 
two, which might be called concept formation and thinking, must precede the third, 
which 1 call decision making; so in a sense, they -- concept formation and thinking 
-- are the predecisional processes in decision making. Still, the observable events 
that precede a given decision are usually decisions whose informational outcomes are 
relevant to it, and hopefully also to the ultimate decision, if any, that terminates 
the problem. 

From this point of view, only a very heroic simplification of the overall 
problem can reduce it to the dimensions of the utility - subjective probability 
model of static decision theory. In particular, in order to use that model it is 
necessary to assume that the informational outcomes of earlier decisions are 
irrelevant to later decisions. I know of no experiment in the decision theory 
literature that gives any adequate basis for that assumption, and I have never been 
able to figure out how to run an experiment for which 1 would condisder such an 
assumption to be valid or sensible. Of course, the assumption is less idiotic 
for some experiments than for others, and one can hope that the utility and 
subjective probability effects may be so strong, or the load on memory so great, 
that the effects of informational outcomes of earlier decisions on later ones may 
be of secondary importance relative to other effects. If there is any sense in the 
traditional decision theoretical literature at all, and 1 think there is, it is 
based on that hope. 

This phrasing of the problem suggests that decision theory should study 
sequences of decisions, especially from the point of view of the relevance of the 
informational outcomes of earlier decisions to later ones. Such a change of emphasis 
is a choice point. I can see two directions in which decision theory could develop. 
One, already somewhat explored, is the direction of simplicity-seeking. Simplicity- 
seekers attempt to invent very simple axioms about human behavior in sequential 
situations which nevertheless turn out to have sufficiently powerful consequences 
to be worth considering. The outstanding examples of this strategy for theorizing, 
of course, are the stochastic learning models. Simple they certainly are, at least 
in their assumptions. For example, the current trend toward the one-element 
sampling models is almost completely can fed by the fact that such models are 
analytically more tractable than their multi-element predecessors. 

This direction is inherently unattractive compared with other alternatives. 
For one thing, simplicity is often more apparent than real. For another thing, 
these models are unresponsive to many of the considerations which seem important to 
decision theorists, and especially unresponsive to cost-payoff considerations. An 
attempt is in progress to introduce cost-payoff considerations into some of the 
models. So far, I have felt this is a somewhat artificial grafting operation. Most 
important of all, at least to me, is the fact that these stochastic models are 
patently absurd. I cannot understand how a man can spend an afternoon in a 
committee meeting, striving with all of his knowledge, experience, and ingenuity to 
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maximize utility in a task such as deciding what graduate students to admit to the 
department, and then go home that evening and write yet another article attributing 
the afternoon's activities to the operation of a random stimulus sampling mechanism! 
I don't base my decisions on such random processes, and I think it very unlikely 
that you do. So 1 would advocate considering alternatives to simplicity-seeking. 

What can we do instead? One way of getting at that question would be to have a 
look at what is good in the static approach to decision theory, and to see if it 
might be possible to import some of the good things in that approach into this more 
complex and realistic conception of the problem. I think there are three such good 
things. One of them is the notion, inherent in the concept of utility, that trade¬ 
off relationships among inconsistent value dimensions are essential to any conception 
of decision making. Such trade-off relationships are fully as important in the 
dynamic as in the static conception of the problem. The second good thing that 1 
think we can adopt from static decision theory might be phrased as the notion that 
all events have probabilities, whether they do or not. More sophisticatedly, the 
notion asserts that men impute probabilities to events, and base their decisions on 
these probabilities, regardless of whether relative frequencies for the events in 
question can or cannot be meaningfully defined. The third good thing to borrow from 
traditional static decision theory is that men do combine these utilities and 
probabilities according to a principle which either is or closely resembles the 
calculation of an expected value for each course of action considered, and then base 
choices on the ordering of these expected values. 

This may sound as though I have imported static decision theory completely into 
the dynamic problem, and in a way I have. The difference, however, is that in the 
sequential conception of decision processes, opinions about probabilities and even 
about payoffs are a function of the information available at the time, and so change 
as the information changes. Furthermore, expected value is to be maximized over a 
sequence of decisions, embedded in this changing information milieu, rather than for 
any single decision considered alone. To this kind of utility-subjective probability 
maximization theory for sequences of decisions, I have given a name chosen for high 
content of OK words: Dynamic Decision Theory. The situations to which tt is 
applicable, I call dynamic decision situations, or dynamic situation«. 

In dynamic situations, a new complication not found in the static situations 
arises. The environment in which the decision is set may be changing, either as a 
function of the sequence of decisions, or independently of them, or both. This 
possibility of an environment that changes while you collect information about it 
makes the task of dynamic decision theory difficult and fun. Most of the manageable 
cases are cases in which the environment is not changing, or is changing only in 
systematic response to the decision maker's decisions. It is often necessary to 
assume that the environment is what the mathematicians call stationary. This means, 
roughly speaking, that the environment's behavior is controlled by some variety of 
statistical process, and that the characteristics of that statistical process do not 
change with time. A roulette wheel or a pair of dice are stationary in this sense. 
Reasonable mathematical treatment of most decision problems involving stationary 
environments is possible; reasonable mathematical treatment of decision problems 
involving non-stationary environments is often unavailable. 

How should we go about building a dynamic decision theory? Borrowing an idea 
from Tanner, we might define an ideal dynamic decision maker, comparable in nature, 
abstractness, and realism or lack thereof to Tanner's ideal psychophysical observer. 
1 am under the impression that much of the mathematics required to think about an 
ideal dynamic decision maker is already well understood. In particular, information 
theory, Bayesian statistical conceptions, and dynamic programming conceptions are 
all relevant to the definition of such an ideal dynamic decision maker. These areas 
of mathematical thinking, initially separate, are currently being put together in 
very interesting and relevant ways by Kullback, Watanabe, and Bellman, and some of 
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the interrelations. I t¿ have to be dlstinRuisüed in any 

dvnlmicth^oïyofîhs sort One of these'has to do with how much informât ton there 
isiñ any observation. We are accustomed to usine information theory for questions 
Üke thaï. The other has to do with the amount of relevance that information may 
have to a decision (and therefore its utility or economic value). For simple cases, 
boih of these1ideas are already well defined, and their interrelations are known. 
Bayesian statisticians have been especially concerned with developing such idea.,. 

Strictly speakinp,. most of the mathematical techniques ’'j“ ^ 
only to stationary environments. But there is much less to this limitation th 
meets the eye. In exactly the same sense, the Bush-Hosteller model. is concerned 
on?ï with stationary processes. A number of devices for using stationary mathema- 
tics to fit non-stationary real life are found in engineering and mathematics, and 
the Bayesian approach lends itself well to some of these devices. Any lawful 
ohenomenon is stationary in the sense that the laws controlling it do not change 
with time, or that the super-laws controlling these laws do not change. 

Of course, the ideal dynamic decision maker does not always closely resemble a 
real decision maker, but real and ideal dynamic decision makers resemble each other 
relatively closely in situations considerably more complex than one might initially 
suppose. The experiment reported later in this paper is one such finding. Another 
experiment was done in the Michigan laboratory by Gordon Robinson. He required 
subjects to keen track, by means of a tracking handle, of changing probabilities 
displayed by means of two flashing lights. He found that subjects can keep track 
of these probabilities as they change without notice exceedingly well, better than 
the best linear model we could invent, and as well as the best non-linear optimal 
model we could invent. This suggests the thought that people can function as very 
good transducers for probabilities, and that thought, if correct, has very consider¬ 
able implications for systems design, particularly of Bayesian systems. 

Even when the real dynamic decision maker does not closely resemble his ideal 
counterpart, the comparison between them can teach us quite a lot. For one thing, 
the discrepancies may be simpler to discover than the laws that relate real perform¬ 
ance to other less abstract characterizations of the task. This, too is illustrated 
in the experiment to be reported. Finally, at the very Lowest level of usefulness, 
the notion of the dynamic decision maker is very fruitful in suggesting new 
experiments. 

My faith in the theoretical and practical usefulness of the comparison-with- 
ideal-performance approach to the task of dynamic decision theroy can be summed up 
by saying that one single, simple description of human behavior far excels all 
others for widespread truth and relevance to all decision tasks. It is contained 
in the following question and answer. Question: What is he doing? Answer. He s 
doing the best he can! 

Now, consider an experiment. This experiment was sponsored by Project MICHIGAN 
which is an Army contract concerned with battlefield surveillance. I hope I may be 
forgiven for bringing Army sponsored work into an Air Force symposium, but 1 hear 
that collaboration of this sort is sometimes encouraged. Collaborating with me in 
conducting it and analysing the data were S. Paul Slovic, Carol Orwant, and Robert 
Diliman. 

To what degree can optimization notions, like those defining an ideal dynamic 
decision maker, be used to give an account of how people seek information in order 
to reduce the risk of an eventual decision, when the information is costly? 
Consider a commander who possesses a limited supply, say one, of tactical nuclear 
missiles, and receives somewhat unreliable information locating a large tank 
concentration at a certain set of coordinates. Either he fires, hoping that the 
Information was right, that the coordinates were correct, and so on, or he sends 
out a special sensor mission, accepting the resulting de If. y in time in order to 
make sure before he spends that precious missile. If he does send out a special 



sensor mission in order to make sure, he runs the risk that while it's going and 
coming back the concentration may have moved elsewhere or may have dispersed and he 
may have missed his opportunity. We simulated some aspects of such a problem by 
means of a very simple device, a punch board, illustrated in Fig. 1. 

HguAe J. The. Punchbovut 
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This is an assembly consisting of a holder, a backing plate which is underneath 
a piece of paper, the piece of paper, then a surface plate of transparent plastic 
with holes in it. The assembly has 12 16-hole matrices. In each 16 cell matrix 
there is one unique cell. The subject knows that he has encountered that unique 
cell if he tries to write in the hole that is in fact the unique cell and his pencil 
goes through the paper, through a hole in the backing plate. His task, in the 
Standard Game, is to locate that unique cell. He has one opportunity to designate 
the unique cell, and if he is correct, he is paid a prespecified amount of money, 
say 20 cents; if he is wrong, nothing unpleasant happens, he merely goes on to the 
next problem, losing the opportunity to make any money on this problem. However, 
before he designates the unique cell, he may, if he wishes, buy an opportunity to 
"look" into (i.e., write in) one cell, say, for 2 cents. If he buys that opportunity 
and "looks" Into a cell and that cell is in fact the unique cell, then he is way 
ahead because he can then designate the unique cell with complete confidence. If 
not, he still gains something. Now there are only 15 possibilities left instead of 
16. Furthermore, at this point he may, if he wishes, buy another observation, and 
another and another and so on, until he has observed as many times as he wishes and 
decides to quit and designate. He may take as many as 15 observations. If he does 
that, he is sure where the unique cell is. He never takes the 16th observation. 
On the other hand, at 2 cents a look, 15 looks cost him 30 cents and this game pays 
only 20 cents if he is right, so he is a sure loser. 

It occurred to us that the Standard Game is closely related, strategically, to 
another game which we call the Inverse Game. You obtain the Inverse Game simply by 
changing the signs of the payoff. That is, there is a unique cell, and if you find 
it, you are fined a specified amount of money. If, however, you look into a cell 
and do not find the unique cell, then you are paid a specified, but much smaller 
amount of money. You simply change the signs of the payoffs. We ran our subjects 
on both the Standard and the Inverse games. 

A strategy In either one of these games can always be thought of in the form, 
"I will look, at most, at M cells, and if I have not found the unique cell, I'll 
stop looking." In the Standard Game they will thereafter guess, and In the Inverse 
Game they will thereafter refuse and decide to go on to the next game. The location 
of unique cells Is randomly distributed so that what cell the subject looks in is 
inmaterial. The only thing of interest to us is how many cells he looks into for a 
specified payoff and a specified cost per look in the Standard Game, or for a 
specified cost and specified payoff for looks In the Inverse Game. There will be 
associated with each strategy, that is, with each number of cells that the subject 
is willing to look into, an expected value that Is a measure of how attractive that 
strategy is. For the Standard Game, the expected value of strategy N Is given by 
the expression 

EV, N 
N " Tù (R) 

n-N-l 

ï 
rt« 1 

Î7 
IT (Cnl 

where R is 
N is 
ft is 

and Cu is 
The expected value 

the payoff for locating the unique cell 
the number of cells observed 
the nth observation 
the cost of the nth observation 
for the Inverse Game is given by 

Pt-N-I 

♦ ï 
16 nmj 

i5 - n 1 X R n J x Kn 

where C is the cost for locating the unique cell 
and Rrt is the payoff for the nth observation. 

These equations define ideal performance, since ideal performance in the game 
would consist of choosing that value of M for which this function is maximized, 
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given the specified cost and payoff conditions. The capital W is simply the name 
that we chose for the subject's strategy and is the total number of cells that the 
subject contemplates investigating, including the free look in the Standard Game 
and the compulsory first look in the Inverse Game. We compel the first look in the 
Inverse Game so the subject can't Just refuse to play at all. Incidentally, in the 
Inverse Game, we don’t pay them for the first look. We pay only if he does not find 
the unique cell in subsequent looks. 

Ten subjects participated in eleven sessions. In each session each subject 
performed 48 tasks. All problems within a given session had the same cost and pay¬ 
off structure. The cost and payoff structure was carefully explained to the 
subjects ahead of time, and they always had in front of them a sheet of paper on 
wi ch the cost and payoffs that applied to that day were spelled out in great detail 
The subjects were randomly chosen undergraduates. Real money was at stake, and it 
was quite a lucrative game from the subject's point of view. 

Table 1 shows the cost and payoff structures. There are two classes of games. 
At the top are those games in which the cost or payoff for finding the unique cell 
is fixed, and the cost or the payoff for each voluntary look is fixed and does not 
change as a function of the number of looks. In the other class of games, shown 
in the second half of the table, the cost or payoff for each look does change as a 
function of the number of looks. Subjects do about equally well in the more 
complicated :ask and in the simpler task. A distinction is made between Standard 
Mirror, and Fitted Inverse conditions. Mirror and Fitted Inverse refer to ways of 
making up the payoffs for the Inverse task, and it turns out that the difference 
was not very substantial. Furthermore, we made some errors that further blurred 
the distinction. It is best to ignore that distinction, and to think of Mirror and 
Fitted Inverse together, as an Inverse task. 

Figure 2 shows a lot more about the task. In each panel, the upper function 
shows the expected value for each of the W strategies, that is, for each number of 
ceUs at which the subject might contemplate looking. The first column shows all 
standard conditions; the next two columns are all inverse conditions. There are 
several classes of functions. In session I, for example, two good strategies are 
never to buy any information at all or else to keep buying information until you 
find the unique cell. In session 4 the optimal strategy is to buy 8 items of 
information and then stop. In session 6 the optimal strategy is never to buy 
information at all; and in session 9 the best strategy is always to buy information 
until you find the unique cell. Similar functions are shown for the Inverse case. 
In session 5 you ought to buy 8 cells and stop. In session 10 you should never buy 
any information at all. There is not, for the Inverse games, a case in which you 
ought always to buy as much information as you can. 

The lower curves in each panel are the data of the experiment. These are the 
distributions of subject strategies, i. e., strategies actually chosen. How the 
subject* strategies were identified requires explanation. Some subject strategies 
are easy to identify. If the subject does not find the unique cell, the number of 
cells he looked at before he stopped is his strategy by our definition of strategy. 
But if he does find the unique cell, then he is through and all you really know 
about that particular problem is that on that problem his strategy was to look at: 
at least as many cells as he did look at, maybe more. If finding or not finding 
the unique cell were not correlated with strategy, there would be no serious 
problem. Unfortunately, it is. It the subject looks at only a few cells, not 
acquiring much information, then he will seldom find the unique cell. If, 0n the 
other hand he acquires lots of information, then he will almost always find the 
VI 11 A- V| vi V.M Im, I 0 

• f kt‘y, a ( 831 isfac tory solution was the recognition that It is necessary to 
infer the subject s strategy on the trials where he did find the unique cell from 
his strategy on the trials where he did not. The only rule for inference that 
could possibly be used is that for problems with the same cost and payoff structure, 



Table 1 

Session No. 

Task Type 

Payoff or Cost 
Finding Unique 

Cost or Payoff 
Each Voluntary 

Task No. 

Task Type 

Payoff or Cost 
Finding Unique 

Cost or Payoff 
Look no. (n) 

for 
Cell 

for 
Look 

Costs and Payoffs 

Tasks for which Cell Cost or Payoff Was Fixed 

12 6 7 

Standard Mirror Standard Mirror 

+20/ -20/ +12/ -12/ 

■2/ +2/ 2/ +2/ 

for 
Cell 

for 

Tasks for which Cell Cost or Payoff Varied 

3 ¿4 5 9 

Fit.Inv. Stand. Fit.Inv. Stand, 

-20/ +32/ -32/ +¿40/ 

1 

2 

3 

¿4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

+3/ 

0 

2 

1 

2 

1 

3 

2 

4 

4 

6 

1 

11 

17 

■1/ 

1 

1 

1 

1 

2 

2 

2 

7 

8 

10 

12 

16 

24 

48 

+8/ 

3 

4 

4 

4 

5 

6 

6 

2 

3 

3 

3 

5 

8 

■24 

2 

3 

3 

3 

3 

4 

4 

5 

5 

6 

7 

9 

12 

18 

8 

Fitted Inverse 

-12/ 

+ 1/ 

10 

Mir. 

-40/ 

+2/ 

2 

3 

3 

3 

3 

4 

4 

5 

5 

6 

7 

9 

12 

11 

Fit.Inv, 

-40/ 

+9/ 

3 

3 

3 

5 

4 

5 

5 

7 

6 

9 

10 

15 

22 
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strategy changes as infrequently as the data permits you to believe. 
With that idea in mind, we formulated an algorithm on how to perform extrapo¬ 

lations. The first rule of the algorithm says that in each task in which the 
unique cell is not found, the strategy score is equal to the number of the cells 
examined. The second rule says that In each task in which the unique cell was 
found, strategy score is equal to or greater than the total number of cells 
examined. Rule 3 is the crucial one. It says that within the restrictions of 
Rules 1 and 2, strategy scores are chosen so as to minimize the number of transi¬ 
tions from one strategy score to another within a sequence of 48 tasks, all having 
the same costs and payoffs. Now, that does most of the work but it doesn't deter¬ 
mine all strategy scores, so we make two more rules. Rule 4 says that within the 
restrictions of Rules 1, 2, and 3, when a transition from one strategy score to 
another la necessary, it is placed as early in the sequence of 48 tasks as is 
possible. Rule 5 says that within the restrictions of 1, 2, 3, and 4, strategy 
scores are chosen so as to minimize strategy score. Strie 1 y speaking, Rule 4 is 
not necessary. We could have done without t, but its virtue is that Rule 5 has a 
downward bias built into it while Rule 4 does noc, and if you have Rule 4 in, then 
Rule 5 almost never operates and so you get rid of that bias. 

One possible defect of this way of defining strategy is that Rule 3, which says 
that you should assume that as few changes in strategy occur as the data permit you 
to believe, may have the effect of reducing variance in strategy scores as compared 
with subjects' actual strategies. If that is the case, it ought to do so differen¬ 
tially, for high and low strategies. Rule 3 almost never applied for low strategies, 
because it only applies when the subject finds the unique cell, whereas it usually 
applied for high strategies when the subject almost always does find the unique 
cell. In fact, the correlation between the variance of strategy score and the value 
of strategy score is .002 and the scatter plot looks just as random as a .002 
correlation suggests, so there is no effect of lowering variance at higher strategy 
scores as would be the case If Rule 3 was really reducing the variance compared 
with what it should have been. The lower curves of Figure 2, then, are in each 
case the distributions of subject's strategies over the 16 possibilities, summed 

over trials within a 48 trial block. 
The first finding of importance is the remarkably high degree of optimality in 

some of the panels of Figure 2. For example, in session 6 the optimal strategy is 
never to buy any Information, and well over 507. of strategies chosen were that 
exactly that optimal strategy. Similarly, in sessions 4 and 5, the optimal strategy 
is to buy about 8 items of information and that Is Just what subjects did. In 
session 9, the optimal strategy is to buy until you find the unique cell and that is 
Just what they did, nearly 507. of the time. Sessions 2 and 7 show pretty good ^ 
performance also. For sessions 10 and 11, performance was terrible. I think it s 
fair to say that on the whole these data exhibit quite good performance. 

Figure 3 gives a more direct measure of performance. Figure 3 shows the per¬ 
centage of strategies whose expected values deviate from the expected value of the 
optimal strategy by more than so many cents. Thirty-five percent of all choices 
were within 2 cents of the optimal strategy. This is good performance by almost 

any criterion. 
Table 2 shows another measure of performance. Here, for each of the tasks, is 

the observed deviation summed over subjects compared with the deviation that would 
have been obtained by choosing randomly from among the strategies available. For 
all sessions except session 3, the observed deviation is substantially less. Some 
sessions are better than others. In general, performance was betttr on the Inverse 
tasks than it was on the Standard tasks, although there is clearly substantial 
inter-task variation. I think this is consistent with other findings in the 
decision literature which indicate that people take a far more realistic and 
calculating attitude when facing the possibility of large losses than they do when 

facing the possibility of large gains. 
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Table 2 

Session No. 

9 

6 

1 

9 

7 

2 

10 

8 

11 

5 

3 

Mean Deviation from Opt 

Task Type 

S tandard 

S tandard 

Standard 

Standard 

Mirror 

Mirror 

Mirror 

Fitted Inverse 

Fitted Inverse 

Fitted Inverse 

Fitted Inverse 

imaiity in Each Session 

Observed Deviation 
in Cents per Task 

0.76/ 

1.86 

2.67 

4.15 

0.13 

0.69 

2.07 

0.51 

0.97 

1.18 

1.86 

Random Choice 
Deviation 

1.72/ 

5.00 

i. 

5.23 

1.29 

1.54 

4.87 

1.21 

1.32 

3.84 

1.66 

Table 3 shows deviations from optimality by subject. All subjects do better 
than the random choice strategy would do, and some subjects do very substantially 
better than others. Notice that this table is in cents per task, which means the 
deviations are fairly small. For some tasks there are two possible ways to deviate 
from optimality. Either the subject can be too cautious, which means that in the 
Standard Game he takes too many looks, and in the Inverse Game that he takes too 
few, or he can be too incautious, which means in the Standard Game he takes too many. 
These possibilities exist for sessions 2, 4, 5, and 7. For these four sessions, we 
calculated for each subject a cautiousness ratio, the ratio of the number of cents 
lost by being too cautious to the total number of cents lost. Subjects who are 
cautious on Standard Games are also cautious on Inverse Games, and subjects who are 
incautious in the Standard Game are incautious on the Inverse Games. As you see, the 
cautiousness ratios show a large range, from a high of .98 to a low of .12. The 
numbers are biraodaliy distributed; five subjects are cautious and five incautious. 

We can look separately at bow the cautious and incautious subjects perform in 
two classes of tasks, one the neutral tacks, being those tasks in which it is 
possible either to be cautious or to be incautious; the other tasks favoring cautious 
ness, that is those tasks where caution was the optimal strategy. There were not 
enough tasks favoring incautiousness for us to be able to look at that. 

Table 4 is an analysis of variance of deviations from optimality. The blocks 
main effect is quite weak, and means that subjects do learn a little within each 
session. The Important point is the substantial sessions by subject interaction. 
Table 5 shows the deviations from optimality for the two kinds of tasks. On the 
neutral tasks the incatuious subjects do better than the cautious subjects. Both do 
better than a rcndom choice strategy. This, incidentally, reflects the fact that 
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Ta b 1 £ 3 

Subject No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Mean 

Random Choice 

Strategy 

Mean Deviation and Cautiousness Ratio for Each S 

Mean Deviation From 
Optimality in //task 

0.50/ 

0.90 

1.34 

1.45 

1 .47 

1.62 

1.77 

1.78 

2.03 

2.47 

1.53 

Cautiousness 
Rat to 

0. 

0.96 

0.91 

0.85 

0.37 

0.17 

0.91 

0.47 

0.12 

0.98 

0.57 

2.82 0.52 

incautious subjects are in some absolute sense better decision makers. It has often 
been asserted, and I fully believe it, that in the college population from which 
these subjects are drawn, that undue cautiousness is much more common than the reverse. 
Consequently, in general, you would expect more realistic subjects would also appear 
the less cautious. However, on tasks favoring cautiousness, it Is nice, though not 
surprising, to discover that cautious subjects do better than the incautious. 

In this very complicated task, in which I don't think anyone could do much of 
a job figuring out the optimal strategy in his head, subjects perform rather well. 
Strategies, if they were not optimal, were very nearly optimal. There are some tasks 
in which it is pretty obvious how the subject managed to do it. The finding about 
cautiousness versus incautiousness indicates that when subjects do deviate from 
optimality, these deviations are often orderly and consistent. There are consistent 
individual differences in approaches to decision making, perhaps this experiment taps 
one of them. If it does, and if it could be shown to tap it reliably, tasks of this 
sort might be useful selection devices. 

This task is far from ideal as a simulation of real life Information-seeking. 
For one thing, in real life, information is not equally likely to be wherever you 
might look, and for another thing, in real life, information, when you get it, is 
not guaranteed to be valid. Perhaps most important of all, in real life, information 
has intellectual content; different items of information hang together to make ft 
picture. That is not the case with this experiment and couldn't be the case with 
one like this. That is obviously the heart of the problem of information processing. 
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Table 4 

Analysis of Variance of Deviations from Optimality in Dollars (not in Cents) 

Source of Variation 

Sessions 

Blocks 

Subjects 

Sessions x Blocks 

Sessions x Ss 

Blocks x Ss 

Sessions x Blocks x Ss 

Within Cells 

Total 

* p < 0.05 

***p < 0.001 

df Sura of Squares 

10 6461 

3 61 

9 1437 

30 238 

90 15280 

27 107 

270 1648 

4840 3115 

5279 28384 

Mean Square 

646.14 

20.48 

163.70 

7.92 

169.78 

3.98 

6.10 

0.64 

Table 5 

Deviations from Optimal Strategy in //task for Cautious 

and Incautious Ss on Neutral and Caution-Favoring Tasks 

F 

3.81*** 

3.36* 

NS 

NS 

27.81*** 

NS 

9.49*** 

Neutral Tasks 
(Sessions 2, 4, 5, 7) 

Caution-Favoring Tasks 
(Sessions 6, 8, 9, 10) 

Cautious Ss 

Incautious Ss 

Random-Choice Strategy 

2.19 

1.01 

2.98 

0.91 

1.76 

3.21 

Bayesian tools give you a handle on some aspects of it. 
At any rate, even in a task as complicated as this, it seems to be possible 

to ask the question: What were the subjects doing? and to give the answer: They 
were doing the best they could, and that best was pretty good. 
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DISCUSSION or EDWARDS' PAPER 

SHUFORD (Discussant). My comments are mainly questions, not with what you are 
saying, but that arise in connection with a research idea. The first thing that 
strikes me is that we are discovering more and more that subjects do pretty well. 
Maybe they maximize expected utility, particularly as we get into more complicated 
situations. On the surface, these results disagree with the results of betting 
experiments. I think this needs some discussion, and I'm not sure what is 
happening. I would like to suggest one possibility, that in betting experiments, 
most of them have different bets of the same utility. In other words, when you 
use objective probabilities (which are what you think they are, I guess), and 
actual monetary values, the expected utilities of the bets are all the same. When 
you use these two functions, which can be thought of as some function of monetary 
value, and subjective probability, which also might be close to objective prob¬ 
ability, to write the subjectively expected utility of different bets, these bets 
are very close in terms of subjectively expected utility. Decision theory, in 
singling out the two major variables of utility and subjective probability to 
explain behavior, minimizes the difference due to utility and subjective probability, 
so to speak, gets down into the "noise level" of the subject's behavior and not 
surprisingly other factors come to determine the choices of the subjects. This is 
one possible explanation. I'm sure there are others, but it puzzles me that as we 
get into more complicated situations, subjects do better than the very basic tests 
of the axioms of the decision theory. 

Another thing I'd like to hear discussed is the interpretation of cautious and 
incautious behavior. One explanation, 1 would guess, is that the cautious and the 
incautious subjects have different utility functions. The cautious subjects are 
winning money, and winning a certain sum means more to them, or has a greater 
utility for them, than not losing or paying out a certain sum, and just the 
opposite for the incautious subject. Maybe this would account for this cautious- 
incautious behavior observed here. Now, if this is so, this implies a more limited 
(although still interesting) general personality explanation of cautious and in¬ 
cautious behavior. This suggests that when you're dealing with money, this 
happens, but that in non-monetary situations where the cost of information is in 
terms of thinking or waiting, time delay, something like that, the same cautious¬ 
ness and incautiousness may not show up. On the other hand, it may b* that 
cautiousness and incautiousness are general things in the sense that the subject 
is using a generalized strategy, an approximation that he has learned to adopt to 
all sorts of behavior. This generalized strategy for the cautious subject means 
that the subject tries to get all the information he can and goes too far. The 
incautious subject is more inclined to take risk. This is quite general whether 
or not monetary or other types of payoffs are used. 

The third question is this. I think most of us believe that as we move to 
more and more complicated situations, that the deviation between ideal and actual 
performance is likely to get bigger. I would like to suggest that perhaps by 
more complicated behavior we mean behavior which requires more complicated 
mathematical techniques to describe them. While we all seem to feel that the 
deviation between ideal and actual performance is likely to increase, I would like 
to suggest that in actual fact, this may not be happening. 
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This is a funny phenomenon. Take the computer engineer in contrast to the 
psychologist. The psychologist's point of view of the psychologist is that a 
human being does not run a maze as well as a rat; he does pretty poorly in various 
psychophysical and other experiments; he is not very much of an optimal individual. 
We tend to run down the individual. But when you consider the computer engineer 
trying to build complex electronic systems, you see a different picture. The 
computer engineers wish that they could build a system which did halfway as well 
as the human being. With one approach they are simply trying to find out what 
techniques human subjects are using and try to get the computer to do the same 
thing. Another approach is Bionics in which the circuits themselves are based 
upon neurons, and are designed to function roughly like the brain. On the one 
hand, we see psychologists who have the impression that human performance is not 
optimal, pretty inefficient. On the other, we have the computer engineers who are 
impressed with human performance. In psychology, it comes as a discovery that as 
we get to more complicated tasks, that humans do better and better, and seem to do 
more poorly in simple tests than in the complex tests. Well, these are some of 
the things that puzzle me and that I would hope to be able to discuss. 

EDWARDS. I don't think I can provide the answer to any of these questions, but I 
can at least say a word about them. Emir asked about the inconsistency between the 
simple choices of betting experiments, where the impression has been widespread 
that rationality does prevail, and the more complicated situation in which it does, 
but he then answered his own question and I'm in full agreement with his answer. 

It is perhaps appropriate to add that the very simple principle of maximizing 
expected value is capable of accounting for at least 95¾ of all real choices ever 
observed, but we knew that before we ever went into the laboratory and so we don't 
study those choices. If you offer a person a choice between a 50-50 chance to win 
a dime with no loss otherwise and a 40-60 chance to win $10, he is certainly going 
to take the 40-60 chance to win the $10, and I'm not about to run an experiment 
just to verify that belief. I think the general aura, "Well, man isn’t so darn 
rational after all," that came out of the whole static bets literature is deceptive. 
I guess I'm a contributor to that particular kind of deceptiveness. At any rate, I 
now believe that in static as well as dynamic situations men are quite rational and 
the only reason why we didn't realize it before is because we designed experiments 
which made it very hard for the fact to exhibit itself. 

Emir also raised the question of whether cautiousness versus incautiousness 
should be thought of in terms of the forms of utility functions. Alternatively, 
cautiousness versus incautiousness might be associated with subjective probability 
functions. To my mind this is more attractive than the utility interpretation. In 
fact, I speculate that there is no profit whatever to be gained from thinking about 
utility functions for money that deviate from linearity within the range of amounts 
of money that we are accustomed to dealing with daily. If there is one thing that 
we have learned more thoroughly than anything else by the time we get old enough to 
be college sophomores and experimental subjects, it is the value of money, or a'c 
any rate of small amounts of money. For that reason, explanations of the results 
of gambling experiments based on the belief that our utility functions are curvi¬ 
linear rather than linear seem unattractive. I prefer to look primarily at 
subjective probability functions rather than utility functions to explain gambling 
experiment results. It certainly is entirely possible that cautiousness versus 
incautiousness is exactly a subjective probability sort of dimension. It would be 
extremely easy to write subjective probability functions to explain the data I 
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presented. On the other hand, I don’t know how much help that would be in pursuing 
the practical task of measuring cautiousness as a trait of people, because to find ’ 
general enough subjective probability functions is difficult. I have just about 
given up on it. 

1 think that Dr. Edwards' introductory remarks today indicate that 
research on decision making has reached a degree of maturity that is very encourag¬ 
ing. When he pointed out that this research has to be viewed in the context of the 
more general trends and fluctuations of behavior as the culmination of past experi¬ 
ence and information-seeking, and so on, and that decision processes have to be 
viewed in a larger context, he said, in effect, that decision making research has 
gotten to the point where it can begin to look around and can profit by what 
experimental psychologists now demand of research and have been interested in for 
years. For example, I think I see a clear analogy between all of the research on 
animal behavior which has attempted to relate decisions at a choice point of infor¬ 
mation-seeking and to a confirming or disconfirming process during a series of 
learning trials. I want to call attention to this because I xhink it means that 
research on decision process is now branching out into the study of learning 
processes, information-seeking processes, concept development, and personality 
differences. * r y 

Now let me direct a comment to the more puzzling question Dr. Shuford raised, 

e called attention to places in the decision literature where the optimal strategy 

isn t performed. I think the question that someone from outside of decision theory 

has to raise is this: Do the theorists in the decision making field intend to have 

the concepts of probability and utility embrace all of the various influences that 

determine the immediate action of the person? If they do, then clearly, everything 

that occurs in an experiment of this sort has to reduce finally to probability and’ 

utility. If they don't, then in a sense they are saying that they don't believe 

that the principle of proöability times utility, is to be the simple principle of 

how actions are determined, but rather that decision making theory will have to fall 

into a context of a broader and more general theory of behavior which does account 

for these other variables. As for the question of whether we need more complex 

mathematical concepts, or whether this simple one is useful, I think my position 

would be, at this point, that this simple conception will turn out to be useful 

The implication here is not that we need more complicated mathematics; raïhe^we 

need a more complicated and insightful orientation in the approach to the experi¬ 

ment. I would raise this question: Is the utility of the outcomes for the 

cautious and incautious subjects to be linked solely to the monetary price in this 

experiment, or do we imagine that the subjective satisfaction to be attained has 

many different sources? I think decision making theorists propose that the concept 

of utility should be used to map any kind of satisfaction, and in my own research 

on achievement motivations I have taken a clue from this. So the question I would 

raise for Dr. Edwards would be: What other qualities can be imagined to attend to 

the winning or not winning of the monetary prize in this experiment? Can the 

cautious and incautious differences that are observed be reduced to some people 

feeling more ashamed or more happy or more surprised when they win a certain 

amount of money under certain conditions, that is, with higher or lower probabili¬ 

ties of winning it? I'd like to hear him comment on the more general question* 

Does the decision theorist intend that the concept of utility should embrace all 

different sorts of satisfactions that might enter in? If his answer is yes, then I 

think the question is how we sensitize these experiments that manipulate only money 

as the major experimental source of utility to these differences. 
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EDWARDS. I ¿uess the only reply to Jack's comment that he is glad to see decision 
theory rejoining psychology, catching up with what the psychologists have seen for 
20 years as the important problems, is to bow our heads and ruefully say, "Yes, 
that's right.” Decision theory is very late in coming to a serious concern with 
the sequential aspects of behavior which have been the heart of learning theory. 

Now for your other comment about utility. It should be possible to order the 
different levels of any source of value, that ordering of levels of value should be 
transitive, and that there probably should be quite a number of steps on it. hone 
of these are axiomatic properties of utilities; these are what people who think 
this way about values find it comfortable to think about util.tv. In thinking 
about any decision problem, different sources of value must be brought into 
relationship with one another, and must be examined for their joint over-all 
effect. Hopefully, that over-all effect will also be ordered and transitive. 
Utility is a name for the problem of conflicting value systems. It is also a 
name for the belief that the problem is a soluble one. 

You raised the specific question whether things like achievement motive and 
fear of failure can be incorporated into the concept of utility. Not only can but 
should, I think; but to say that is to say nothing more than, "Let's try." It 
doesn't say we know how to do it. 

LANZEITA. I am curious whether in your functions showing the ideal strategies, if 
it is true thet where you have a maximum that you run into a transition point 
where the subject actually is investing more money than he can get back? Would the 
simple notion that he does not take more information than what he can possibly gain 
account for an awful lot? 

EDWARDS. There are two panels out of the eleven for which that notion is adequate; 
for the others it is not. 

FLOOR (K. V. Wilson). I wonder if it might be profitable to look at your results 
about cautiousness in terms of differential weighting of gains and losses, 
assuming linearity of utility with money, with a point of discontinuity at zero. 
It may well be that some of the cautious subjects have attached a good deal of 
negative utility to losses. I also wonder if cautiousness may not be a sort of 
desire for some kind of cognitive simplicity, as for example, in the Robinson 
tracking experiment. Are you possibly getting this second kind of cautiousness: 
some subjects simply assume that there is a stationary process generating the 
light probabilities, and the best strategy is to average over-all the trials, 
versus another kind of subject who says, "Well, there's some kind of probability 
the probabilities will change. If I notice a big discrepancy, 1 should ignore the 
earlier information and act on the recent information." 

EDWARDS. There are no representatives of the first population; everybody is in 
the second population. 

FLOOR (Wilson). With respect to the combining of values, or the combining of 
various kinds of utility, I wonder if here also there may not be some differences 
in cognitive complexity. Some subjects make a lexicographic ordering, saying, 
"I must avoid risk, period," while others are willing to take a little bit of 
risk in order to gain values along other dimensions; or possibly even some 
subjects are willing to take less of a greater value in order to satisfy a great 
many subordinate values. I think here we can see some very interesting examples 
of different cognitive styles in weighting decision making situations. 
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TOTA. Dr. Edwards stressRd the importance of looking upon sequences of decisions 

So; I.“°Uld,fUrth'r hierarchica^structuM0;?lfhe 
But kiní^f1;" íS-COnCernfd Uith a very «al situation, 
decisions about décisif *1 ’ t0r exmPle • ho" to "«l«t decisions, 
thi^ M df^ïth Íms t ew PT PS cauUousness-incautiousness has some¬ 
te™? ?f d h ?; PerhaPs the objects are evaluating their decisions in 

and solo CeS;fa" u ?:1U??’ the C0St °f."akin* eccors, the cost of failures, 
possibility^* co{,rse< there are «'y idiosyncrasies, but this might be a 

pre^testinp * Í?uT!her °f °f 'hiS StUdy- yOU ne"'i°"ed that during 
was t Pim t COVDndv hat ? lnltlal of ",oney that the subject had 

I- ? r ?•' i l Ce any Vdriations in the strategies of the 
; gi«;%i¡ea " °f the t0tal m°mt of monay 'hat they had in the bank at 

The answer to that question is no, I did not notice any such effect 
EDWARDS 

iS^rhrenT’s^^ru’h;''3“^^1^ nowever, as it happens, Sarah Lichtenstein has just finished her Ph D rhP<Hc 

;iti,rion-addressed to the °v"-au p-wel 
LcU? ^; oneJl T, ?k ? a? a,<treme^ thorouKh ä1"2 ^tailed job of asking 

JUe:tAun-. She looked at it in a number of ways and I'm deliphted to 
report that she found just about nothing. She had designed her experiment in the 

nna? ? °f ratlC TineS3 exPari"-'a to try to minimize the ^cíTculUÜt 

ha^d îte fn T- Very 5UCCessful In doinK ju=t that. On the other 

thf ;«s aírMs'pokL'c'i^'ib^arr i1 does create a « T haa A T P ker chlPs and has to buy some more. The main thin? 
I had to do was toprovide him with a sufficiently large supply so this would not 

occur. I had earlier underestimated the amount of potentialen or loss during 

pre-test Subject s^who ' and U “aa PV t^ tlcZ ^ pre subjects who might otherwise have gone on in the min experiment. 

<H. J. Warrick). Dr. Edwards, wouid you explain more fully just what is the 

information-seeking act in your experiment, and what is the decision? 

LDkMdDb. The information-seeking action is easy encueh to sav it {« 

ôTIÕ^Ting into a cell before deciding to stop and say, "This“ is the unique^ll5" 

the ^r510" n S0.rhat flctional* really. because it is the final designation of 
míaht thi6^6^1^*05 COur?e* in the Averse game there isn't any decision and vou 

rha - -Hf ° t^15 aS teinß’ an 3 sense» an information-avoiding task rather 

Ivoiding^frl^rsens!118 °f that ÍS Wr°nß* is 3 unique‘cell 
Tt ihn ? ! i i Se. yOU are acquiring information. Perhaps you are pettinp 

tt anythi-f™ ---- ^aa-p" 

FLOOR (Warrick) Within any one 16-cell matrix, if the subject punches a hole ma 
his pencil doesn't go through, how does this affect his subdue« i^viort 

EDWARDS. It changes the probability he will find it on the next punch The first 
tOThas one chance in lb of finding it. and on the second! Î Zls, .^so 0“ 

FLOOR (Warrick). Since you give the subject the cost and payoff structure in 

advance, cot dn't he do it all at once, not sequentially? Vre h¡re any sequential 
effects at all? It's sort of clear that h*. ; • . ., . dny sequential 
each time, he omits so many subseque^ ^hes lnf0rmat 10n' by hi= Pa"Ph 
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EDWARDS. 1 agree, except I don’t think they do it that way, really. In the 
inverse" task, the subject says, "Do I dare do another?" In the standard, he 
says, "Can I afford to do another?" I do think they probably make a sequence 
of decisions rather than make a single decision. Nevertheless, the over-all 
point you are driving at is completely correct, namely, this task is not a 
-»ood simulation of real world informât ion-seeking. Compared to the real world, 
i'formation is sparse in this experiment and the decision to which it is relevant 
is, in a sense, pretty unimportant relative to the information-seeking process 
itself. I think that if one is going to do more experiments on information- 
seeking, both of those characteristics of the task ought to be replaced by 
characteristics which sound more realistic. 

FLOOR, Could the nature of the task itself, that is, the punchboard, influence 
the subject's decision? It could be a boring kind of game; some people like 
crossword puzzles, others are bored stiff. 

EDWARDS. I have never had a subject yet, in a game involving real transfers of 
money which may amount up to $15 or $20 over the course of an hour, who was bored. 
The punchboard is no more the game than the roulette wheel is the game of 
roulette. The game is the money. 
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BELIEF STATES, EVIDENCE, AND ACTION* 

Thornton B. Roby 
Tufts University 

Although there are probably no clear lines of demarcation between decision 
making behavior and garden variety behavior, there are two features that seem to 
characterize decision making processes as ordinarily encountered. One of these is 
the presence of juncture points beyond which behavior or actions cannot be 
continuously adjusted to environmental feedback. Thus, decision making, as 
contrasted with primitive behavior, generally entails an action commitment that 
extends well into the future (of Roby, ref. 6). 

A second characteristic feature of decision making is the fact that the 
reaction is to an inferred or constructed environmental situation rather than to 
immediately present stimulus cues. This aspect of the decision making process 
will be the central topic of the present paper. 

The approach to be suggested got its initial impetus from an attempt to 
conceptualize the effective information of small task oriented groups or teams. 
A natural objective of this attempt, which is reflected in the present paoer, is 
to find a mode of representation that is useful for the purpose of studying 
information seeking and processing in either individuals or groups and which 
remains valid, though perhaps not as directly cogent, if it is extended to 
statisticians or amoebae. 

The chief purpose of this paper will be to develop a catalogue of the 
principal defining characteristics of information gathering and processing systems. 
The basic procedure for identifying these characteristics or properties will be to 
examine a comparatively abstract and simplified epiatomic system -- namely, the 
sequence of probability estimates based on Bayesian inference from a successive 
sampling scheme. 

The resulting set of properties will have a rather heterogeneous form. Some 
of them are purely descriptive whereas others are expressly normative -- that is, 
they specify "rational" reactions to evidence. Some of the properties to be 
identified will be either present or absent in particular cases, while others may 

♦Partial support for the theoretical development discussed in this paper, and 
for related empirical research was provided by the National Science Foundation 
under Grant # G-10947 ; by the Office of Naval Research under Contract «94 (15); 
and by Contract AF 19(629)-2450 with tha Dacision Sciences Laboratory, 
Electronic Systems Division, USAF. 
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be present in various degrees. Finally, some of the properties attach to the 
situation within which an organism .1:., operating; others attach to the organism; 
still others describe the relations between the organism and the situation. 

The ultimate intention of defining all these properties is, however, 
identical. It is to serve as the basis for a set of measures that can be used 
to characterize, and perhaps to evaluate, the observed behavior of persons or 
groups of persons in real, task situations. 

Turning to substantive natters, the central entity to be discussed is the 
be£ée|5 ótate, (tí-òfafci that an organism ¢0) maintains with reference to some 
specified environment, and which is used as a basis for action selection. Typical 
environmental referents might be: a) the deployment of enemy forces in a military 
situation; b) the particular malfunction that renders a machine inoperative; and 
c) the current trend of certain issues in the stock market. The chief functional 
properties of B-òtCLteA to be discussed are the way in which they may react to 
external evidence and the way in which they are reflected in action decisions or 
in further information seeking processes. 

REPRESENTATION AND SEMANTIC PROPERTIES OF B-STATES 

It is assumed that, generally speaking, B-A&ttCA are referred to a real 
environment and that 0 uses the dimensional structure or category system of this 
environmental space upon which to construct the 8-&tateò. This assumption risks 
the philosophical heresy of naive realism, but this is not an imminent danger at 
the present level of discourse. For the most part we are concerned with 
information seeking processes in which ultimate verifiability is at least 
theoretically possible. 

A very simple sampling problem will help to give definiteness to further 
remarks. Suppose the physical situation to consist of three drawers, ti, M, 1, 
each of which is known to contain 2 tokens. In one drawer the tokens are both 
white; in one drawer there is one black and one white token; and in the third 
drawer they are both black. The problem is to determine which of the drawers is 
associated with each of these compositions. The space of interest is then the 
set of 6 permutations of 0,1,2 white tokens over the Ü, M, L drawers, respectively. 
Holding the latter in fixed order, we can conveniently describe the points of the 
space by: 

E,: (0 I 2] 
E,: (0 2 ?) 
E3: (Í 0 2) 
E4: (120) 
E5: (2 0 I) 
E6: (2 1 0) 

In this notâtiona1 system, E4, for example, is the state of the world In which 
there is one white token in the upper drawer; two in the middle drawer; and none in 
the lower drawer. The six E-itaXOt are mutually exclusive and, in view of the 
information given, exhaustive. 

Modality. Assuming a fixed finite substrate environment, consisting of 
distinct environmental points, there are two rather different forms in which 
B-òtateA may be expressed. In the categc^LÍcat form, the is defined in 
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terras of the subset of E-itatte that are deemed possible at the time of 
specification. Thus every element of the B-ltatt space is a member of the power 
set of the í-ótate, space. 

Examples based on the three-drawer problem would be it j } , { Ej, £3}, or 
{ E2, i3> E4 The £irst mtians that only Ej is accepted as possible; the 
second means that either £j or £3 may be the case; and the last one admits the 
possibility of the first four E-AtattA, These B~ótatíó make no assumption about 
the relative probabilities of the component E-átate* -- fur example, ÍEj, £3} does 
not imply that equal likelihood is assigned to these two E-òtat&á, but only assumes 
that those two (and no others) are possible. Of course, only one B-átate of the 
kind shown above my be held at any instant. 

A second mode of expression (or representation) would assign a distinct 
probability to each E-ótate. This form will be referred to as the vector mode as 
it is described by a probability vector. Examples, based on the three-drawer 
problem, arc B, = (.5, .3, .2, .0, .0, .0); Bz = (1.0, .0, .0, .0, .0, .0); and 
83 = (.16, .16, .16, .16, .16, .16). In each case the probabilities sura to unity. 
8f, for example, means that 0 assigns 50% of the total probability to Ei, 30% to 
£^, and 20% to £3. corresponds to certainty that Ej is the correct E-átatt; 
and 83 corresponds to complete uncertainty. 

In practice the choice between modes may depend upon several factors. It my 
be determined by the nature of the substrate environment: for example, a 
relatively homogeneous environment with many E-átateá seems to lend itself best to 
the categorical formulation. Again, the choice of modality my be determined by 
the nature of the available evidence: the categorical mode is perhaps better 
suited to situations in which complete or exhaustive induction is possible. 
Finally, the choice may depend upon the kind of "game" that 0 thinks that he's 
playing; the categorical mode is safer in some ways if the environment or the 
evidence my be controlled by an antagonistic intelligence. 

Since one of our objectives is to analogize from the situation in which 
rather strong Bayesian inferences are possible -- that is, from sampling 
situations -- we shall deal primarily with the probability vector mode. 

Resolution. An obvious measure to apply to a probability vector of the type 
B, = 1/4(1, 0, 1, 0, 0, 2) is an informtional measure of entropy or uncertainty, 
in this case 1.5 bits. This might be compared with the baseline measure for a 
uniform distribution log2 6 a 2.5 bits, to give a measure of the negentropy or 
resolution of the in this case 1.0 bits. 

An alternative index of resolution, more in keeping with the rest of the 
present development, is to identify the resolution with the variance of the 
probability components of the B-átate. This index takes the value 0 for the 
uniform distribution and is maximal for a B-6tote assigning certainty to a single 
component. For the illustrative B-átate, the index of resolution (using the 
estimate ¿ xj/(n-f) ) is .25 whereas it is 1.0 for the B-átate with a single unit 
entry. 

It might be remarked that this index of resolution is highly correlated with 
the Information theory index and it is closely related to the measure of 
information first proposed by R.A. Fisher (see Reza, ref. 5). Evidently the 
resolution condition is closely related to the market place idea of confidence in a 
judgment. It does not have any direct relation to either the logical consistency 
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or the validity of a belief. The two properties that follow bear on these latter 
aspects. 

Consistency and Compactness. The essential notion of internal consistency of 
a that we want to incorporate is that the most probable alternatives 
envisaged by the 8-AÍa.íc are mutually compatible. This seems to imply in turn that 
the information or structure reflected in the is congruent with the 
primary environmental dimensions on which distinctions are being made. 

To illustrate, the assertion that a certain public figure is either a saint 
or a scoundrel seems at first blush to be an internally inconsistent B-A täte. 
However, this impression is largely due to the assumption that our informant's 
judgment is made primarily on moral grounds. It might turn out, on the other hand, 
that the judgment was based on the great persuasiveness of the public figure, so 
that the moral judgment was secondary, and a comparatively minor readjustment of 
the 8-A-ta^C would be required for final resolution. 

Again, in the three-drawer problem, it seems more reasonable to assign 
probability .5 to Ej and E^ respectively than to assign probability .5 to Ej and 
E¿. The former divides the probability between E-Ä-fitt&S that are intuitively 
"close" to each other in the environmental space, while the latter divides the 
probability between highly discrepant . Here too, though, it is possible 
to conceive of situations in which the Ej, E¿ 8-ótafe might be a natural one. For 
example, Ej and E6 are the only two states in which the middle drawer contains 
1 white and 1, black token. 

In order to translate this into numerical terms it is noted first that, 
although the 6 í-ÒÚltZÁ of the illustrative problem are logically independent (in 
the sense that one and only one obtains at any time), they are substantively 
interrelated. That is, there is a relation between any two states of comparative 
similarity or proximity. Perhaps the simplest measure of similarity in this case 
is the vector product of the when they are expressed in numerical form 
(e.g., Ej, Í2= (0, 1, 2) (0, 2, 1) = 4). This measure, however, is essentially the 
same (up to a linear transformation) as the more familiar Pearson correlation 
coefficient, and the latter will be used here. 

The first step in the proposed 'compactness' measure is therefore to compute 
the r.atrix of intercorrelation between E-A&X/tcó For the present example, this is 

/ '-0 
.5 
.5 
-.5 
-.5 
-1.0 

.5 
1.0 
-.5 
.5 
-1.0 
-.5 

.5 
-.5 
1.0 
-1.0 
.5 
-.5 

-.5 
.5 
-1.0 
1.0 
-.5 
.5 

-.5 
-1.0 
.5 
-.5 
1.0 
.5 

-1.0 
-.5 
-.5 
.5 
.5 
1.0 

*7.f this seems like an arbitrary procedure, note that the same table of 
intercorrelations is obtained if, instead of correlating the numerical components 
of the E-State, description, one correlates the components associated with the 
E-i-toTe-S in the clue operators introduced below. This latter operation is the 
fundamental one: the E-A&lt&A are related insofar as they imply similar clues. 
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In order to use this as a measure of compac 
quadratic function on the B-átaíe of the form 6 
transposed from ß. For example, if B = (.5, .5, 0, 0 

tness, Q. is then used to set u¡ 
S where 8 is a column vecti 

p a 
: o r , 

0, 0) the resulting value 
is .75; if B is (.5, 0, 0, 0, 0, .5) the compactness index is 0. A completely 
resolved 8--5t/tt0 (probability 1.0 associated with any E-A-tdie) has a compactness 
index of 1.0; and the "neutral" B~á-tíi-fc (equal components throughout) has the 
compactness index of 0.0. 

This index of compactness appears to agree with intuitive notions of 
"consistency" in this situation. It has the additional virtue, though, of tieing 
in closely with the other two "semantic" properties considered in this section. 
First, note that it is a sort of generalization of the "variance" measure of 
resolution suggested above. If we set all off-diagonal elements in <2 equal to 0, 
then the resulting quadratic form consists precisely of the sum of squares of the 
components of B. Thus the property of resolution is identical with compactness in 
an E-Atate, space in which all E-Atãteò are strictly independent. Incidentally, 
this is necessarily true of a two-state space. We shall return later to the 
relation between these properties and that of validity. 

1 £a 1 fby and Val.i.dity. The simplest index of the correctness of a B-óídfe. 
would be the degree of probability ascribed to that E-4tatt which in fact obtains. 
This index does not, however, seem adequate for several reasons. First, it does 
not give credit for assignment of probability to E~6tate& that are similar to the 
correct E-At/lte though not identical. Thus, it would seem to underestimate the 
veridicality of B-óíatei that are comparatively detailed and sophisticated. 
Perhaps more serious, it may yield the same value for a B~Atate that is relati"ely 
unresolved or fuzzy, and a B-Atate that is highly aberrant. 

In order to take these considerations into account, it is necessary, as with 
the compactness notion, to use some concept of proximity. In fact, we can use the 
same £ matrix, only now it is postmultipiied by a vector B*, which contains a 
single unit entry corresponding to the true E-A-Crtte. As numerical illustrations, 
let the true E~¿ta*e be E? and the B-Atate be (.5, .5, 0, 0, 0, 0). Then B* is 
(0, 1.0, 0, 0, 0, 0)T and 8 (£ 8* = .75. If, on the other hand the ß-Afaie is 
(0, .5, 0, 0, .5, 0), then ß £ B* = 0 -- that is, a 8-Atate with 0 compactness , 
like the latter, cannot have positive validity under any circumstances. 

QUERY PROGRAMS AMD CLUES 

This section will be concerned with the genesis and modification of B-AtateA. 
This investigation is limited strictly to modifications which are due to external 
inputs or evidence. It does not deal with changes in B-AtateA that may be a func¬ 
tion of time alone. The most important aspect of this process of B-Atate 
modification is the interpretation of evidence, but this implies some auxiliary 
mechanism for obtaining the evidence in the first place. To avoid the double 
meaning of the word "observation", the act of seeking or receiving information 
inputs will be referred to as a queAJ/, and the result of a query will be referred 
to as a due. 

In the three-drawer problem described above, a query would be a draw with 
replacement, from any of the three drawers. The resulting clue would of course 
be the token, black or white, that happened to be drawn. 

The query may entail a very active process of information seeking or it may 
entail only passive attending. It appears that the important < baracteristic is the 
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predictability or controllability of the queries that are applied to the 
environment. Thus a query program may be impoitd or tlzctivn. If ft is imposed, 
it may be fixed or random: if it is elective, it may be elected on a bulk 
basis, or it may be subject to continuous readjustment. 

For the three drawer example, a query program would be any sequence of draws 
from the upper, middle and lower drawers in specified order. An imposed program 
would be one over which 0 had no control. A fixed, imposed, program would be one, 
such as continuous cycling over the three drawers, which was not subject to choice 
by 0 nor affected by other contingencies. A random imposed program would be one 
in which the drawer from which the sample was drawn was determined by a chance 
process of any kind. A bulk elective program would be one in which 0 selected a 
preferred sequence of queries which was then followed without deviation or 
further adjustment by t). In a readjustable elective program, 0 can select queries 
one at a time, basing his choice on previous outcomes. 

A second very general aspect of query programs is the extent to which queries 
interact with the substrate E-i&tte. Several distinctly different cases may be 
described: first, where the query -- whatever its outcome -- leaves the basic 
E~&Ùutl unchanged; second, where the query is associated with specific E-ótate 
changes; and, third, where the query affects the E-ótaíC in an indeterminate 
fashion. 

Sampling with replacement Illustrates the first case, and sampling without 
replacement is a typical example of the second case. A rather unrealistic example 
of the third case would be one in which replacement of successive samples would 
be determined by a chance process of which the outcome was unknown to 0. The 
third case is actually the most prevalent one, however, in many real life 
epistemic processes -- e.g., testing a subject in a psychological study affects 
the subject to an unknown degree. 

A final aspect of the query program that will lie re be considered is that of 
the dependence or -independence of distinct queries. Two queries may be regarded as 
dependent if any outcome of one query affects the probability of any outcome of 
the following query. This relationship of dependence is presumably symmetric in 
most cases of interest. 

For the three-drawer problem, each of the three queries is dependent on the 
other two. If a white token is drawn from the upper drawer it decreases the 
probability that a white token will subsequently be drawn from either of the other 
two drawers. Typically, but not necessarily, a query is self-dependent; any 
outcome within the query increases the probability that the outcome will occur 
again. The exception applies to intrusive queries such as sampling without 
replacement. 

An Operator Description of Clues. In general, we consider the available 
queries in an epistemic process as families of potential clues, each clue having 
a defined effect on the existing S-¿ta£<L. It is convenient to represent these 
effects in operational notation, so that the results of a query, say a , may be 
the clues at or a ? , .. , and the consequence of any of these clues a ; , is a 
change in the existing B-4-taíe -- for example, » a 2*¿- Furt:her cotfiments can 
be most conveniently related to the example introduced earlier. 

For the three-drawer problem, we bave three possible queries that may be 
described as U, M, or L, depending on whether a single token is sampled from the 
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top, middle, or bottom drawer, Eâch o£ these cjueries tiKiy h«ive one of two outcomes 
ß or 111. Thus, the six potential operators on the existing B-òtate. are II- IL. 
Ü U I I o-- H# 

0' *w' LB' Tl/* 

It is convenient, and as we shall see, justifiable to represent these 
operators as diagonal matrix multipliers. The entries along the diagonal are, in 
this case, the conditional probabilities of obtaining the outcome B or W if each 
of the respective obtains. The resulting clue operators for the three- 
drawer problem represented as diagonal matrices are: 

0 
0 

1/2 
1/2 Uc 

1/2 
1/2 

0 
0 

1/2 
1 

0 
1 

0 
1/2. 1/2 

1/2 
1 

0 
1/2 

0. 

1/2 
0 

1 
1/2 

1 

Although applications of these operators to does not iranediately result 
in legitimate probability vectors, the vectors that do result can be set in direct 
equivalence with the legitimate probability vectors. All that is required is a 
scalar correction. 

To illustrate, suppose that Ö begins with the B-Atate 1/6 (1, 1, 1, l, ] ]) 
that is, a uniform probability for all six í-ÒÜUlò. He tests the top’drawer and 
draws a black token. The result, using conventional matrix multiplication, is 

1/6 (1, 1, 1, 1, l, 1) 1/2 
1/2 

0 
0 

1/6 (1, 1, 1/2, 1/2, 0, 0) 

The sum of the entries in the resulting vector is 3/6 and, adjusting for this we 
obtain the legitimate probability vector 1/6(2,2, 1, 1, 0, 0). These components 
are the same as would be obtained individually by a conventional application of 
Bayes1 theorem. For example, 

,.. . P|UbI£3J P''c3> 
P[E3lU8l ■ r"P|UB|Ey) )>|Eyl = ITT = 06 
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The denominator term in this case is identical with the adjustment made in the 
probability vector. Substantively, it reflects the probability of the obtained 
clue in light of the preexisting B-òtcUí. 

Balanced Clue Effects. Before considering what can be done with these matrices, 
the question arises as to where the entries would come from in the general case. 
Although, for strictly Bayesian processes, these coefficients are definitely 
prescribed by the appropriate conditional probabilities there is no reason to 
assume in the general case that the 0 knows what the exact probability will be of 
various clues, as a function of the substrate environment. We assume, however, 
that he does make some estimate to this effect and it is then desirable to impose 
a condition that relates this estimate to the operative effect of the clues. The 
suggested property of bãtünct is based on the fact that the operators associated 
with a single query constitute a family and that the a priori probability of each 
clue in this family appearing on any occasion is defined by the existing B-òtãtd. 
Any clue resulting from a query will result in a change in that and the 
less probable the clue, the greater the ensuing change. The query is balanced if 
the expected algebraic change in the B-óCoíe vanishes over all possible clues. 

This says that while Ü must expect some change in the following a 
query, his original B-6ta£l is the weighted center for all potential changes: he 
is cheating if he expects a clue to change his B-ótaÍE in any particular direction. 

For the three-drawer problem, Ü begins, say, with a uniform probability dis¬ 
tribution over the six states. For query Ü, he may receive Uy or Uo. Um leads 
to the B-ÒÚUZ 1/6 ¢0, 0, 1, 1, 2, 2); the average of this and the 
1/6 (2, 2, 1, 1, 0, 0) which would follow Ug, is again the uniform distribution. 
If, however, Ü stops testing the upper drawer after receiving a black token and 
tests the second drawer, then the probability of receiving given 
B, = 1/6 (2, 2, 1, l, 0, 0), symbolized by PIMylB;), is 2/3 and PlMglBj! is 1/3. 
The B-ttiit&ò that would be produced by these operators are respectively, 

8)1¾ = 1/4 (1, 2, 0, 1, 0, 0) 

and B*|M = 1/4 (2, 0, 2, 0, 0, 0) 
I o 

The combination 2/3 8})¾ + 1/3 3s again Bj itself. 

Associativity (Path Independence) and Commutativity. Operating on Bj = 
1/6 (2, 2, 1, 1, 0, 0) with the clue operator yields the vector 8¡ M(ÿ = 
1/4 (1, 2, 0, 1, 0, 0). But Bj is already the result of the applying Ug to S¿)» 
the uniform distribution vector. The question arises as to whether these 
operations can be combined into a single step -- that is, whether 

(ßöl UB ’ (ßö uß) Wy ' 8I Mui* 

For the Bayesian sampling problem this is indeed the case. In fact 

1/2 

1/2 . 

/2 
1/2 

0 

1/2 

1/2 

0 
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and this latter matrix multiplied by the uniform probability vector, clearly leads 

to the vector 1/4 (1, 2, Ü, 1, 0, 0) which was obtained in a less direct way above. 

A query program may be described as (Uòocía&Lve. if the result of a 

sequence of clue operators of, a2, a3,... on to an initial 8-¿täte, 8$. 
as the result of applying the terminai sequence afc+j, 
that results from applying the initial subsequence aj, 

y mg a 

is the same 

un 

ak 

to 
to 

the 

ßth 
vector, in 

It Should be Observed that this formulation of the associativity condition 

a so tmpl ms independence of path". That is, it suggests that, if 8k is the 

8 a f terÍnal SUbsequ,’nce of tlues is obtained, the final 
o àuue does not depend on how was originally arrived at. 

be .eenThÍÍCtíe£ÍnÍtÍOn Operat0rS for the samPUng problem, it can further 
, , ht- °rder ln whlch a sequence of operators occurs is immaterial. AM 
diagonal matrices are automatically commutative if they can be multiplied at all 

samnlineL'ofSthífíned d 1 ^ L 1 . thf this condition does in fact hold for Bayesian 
f C ypï; AcCOrdingly* an ^pistemic process may be defined as 

COrmutaUve if the effect of a set of clue operators on any Initial 8-¿tate is 
independent of the order of operation. 

be UL'n t0 ■•^emphasize that the properties described 
above, and those to follow, are mu assumed to characterize flesh and blood 

epistemic processes In general. In fact the most interesting problems, from a 

essentiallv sta^polnt- “K111 be related to specific departures from these 
sscntially normative properties. For example there is evidence that everyday 

epistemic processes are not coranutative at all -- that people may be unduly 

in utnet y early information on a subject or by recent information. The 

the«“ o^ H y C"ilL' Probl™ concerns the conditions under which either of 
these conflicting departures from the normative process may occur. 

it IsTÍiatirote11™^' ?1Vr thC‘ °£ assoc iativity and commutativity, 
it is legitimate and convenient to pool the effects of a sequence of clue operator! 

6nwhiLSand ! hTTd ePM?0'1- ThUS i£ 10 suc«ssive U nueries should produce 
6 white and 4 black draws, this can be represented by the operator Ü¿, ill The 
components of this composite operator arc of course calculated 
multiplication of the components of the Individual operator. 

WÍ!L COnSider briefly the ^Pected limiting or asymptotic 
8 ¿toteó obtained after repeated applications of such composite operators The 

central question is of course whether this limiting 8-¿-iate will be the unit 

pro ability vector that assigns probability 1 to the Estate that in fact obtains. 

rplA(?he an^Wer t0 tbis quüstÍon ponds upon two aspects of the reciprocal 
reiation between queries and B-¿üUe¿. First, a favorable answer (i.e. the 

possibility of ultinvite selection of the correct E-¿tat.e) requires that*the 
available set of clues he suff i .j y ,, M res inat me 

correct E-.irUe and"Il «her t0 dlati"«blsh b“— 

that, for some composite clue, 

be the unique maximal element. 

w — . f. ¿g the true Em¿tote* this me'an^ 
t for some composite clue, the probability component corresponding to F* must 

be the unique maximal 1 , nuing 10 t4. musL 

In the three-drawer example, no single query has sufficient discriminating 

resuU ? ae un^quiví¿cal asymptotic 8-¿tate. Thus the query U can only 
result in one of the three B-¿tate¿, (0, 0, 0, 0 pc D¿) (n n n n n nv 

(PI. P2. 0, 0, 0, 0), in which the values of the nonzero components are determined 
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by the initial state. On the other hand, combinations of two or more queries 
result in composite operators that discriminate among all six E~6ta£&0. 

The availability of a discriminating set of queries is not sufficient, 
however, if the initial B-àtatZ is not Open to evidence with respect to the correct 
í-òtAtz. The B-A&ite would be considered closed in these terms if the relevant 
í-òtatc. was not represented or, equivalently, was represented with zero 
probability. 

To see what happens when the B-òtatl is closed for the correct E-ótate. 
consider the fate of the B-itate vector 1/4 (0, 0, 1, 1, 1, 1) under repeated 
application of the query U if £, is in fact correct. The typical outcome under 
these conditions is of course a repeated black draw, represented by Ihu, 
results in the asymptotic B-ÓÍO-te 1/2 (0, 0, 1, 1, 0, 0) which is, in tins case, 

incorrect. 

As a guard against this anomalous result, it is proposed to define the 
kiJpetLChOÂJlcXeAlitic B-òtaU corresponding to any composite operator as that closed 

B-ò-taíe, Bj, (containing one or more zero probabilities) such that every 
neighboring open B~&ta.te, By+z will return to the same limit By under repeated 
application of the composite operator. Notice, for example, that if a small 
probability vector, c , is added to the false asymptotic value above -- e.g., 
(t 0 i_£ 1,0 0) -- the resulting limit vector under repeated application or 
Ur' will be ( 1, 0, 0, 0, 0, 0). In this case, a similar shift occurs if the second 
zero is perturbed, but this is because of insufficient resolving power of the 

single query . 

Thus a necessary condition for convergence of an epistemic process to an 
asymptotic B-¿t(Ut that is correct, is that it converge to a unique hyper- 
characteristic vector. Presumably, this criterion would be applicable too for 

more complex epistemic systems than here considered. 

One would like to extend this to accommodate "creative" epistemic processes, in 
which the actual dimensions of description are changed. This should occur if it 
turns out that obtained clues do not correspond to O’s a priori understanding of 
the Espace: in the example above, if Ky, My, Ly, was received, 0 would know that 
there was something wrong with his original understanding of the contents of t e 

three drawers. 

It is proposed to define an epistemic process as òeAZruUpitouA it there exists 
a "reservation" space of finite probability attaching to a non-explicit set of 

outcomes. 

The analogy here Is to a mixei probability distribution which has finite 

probability for several events and a continuous probability over an o£ 
other events. Strictly speaking these other states, considered a pr orl, have 
zero probability but if a sufficiently compelling clue occurs (that is, a clue that 
can only be due to certain previously unanticipated E-itatCi) it reorganizes t 

space of potential B~6ÙLtt&. 

In coin flipping, for example, we may imagine that 0 attaches a probability 
(p(l-p) q(l-p). p) t0 the three events, heads, tails or unanticipated, when* p 
the probability, for example, that the coin lands on edge stays in the air or 
lands with some totally unforeseen obverse facing upward, ad infinitum. This 
most readily illusf ated by a special numerical example. Suppose it is required 
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determine how many white tokens there are in an urn, given that there is exactly 
one black token, by drawing tokens one at a time with replacement. The a priori 
information is that there may be "0, 1, or more" with equal probability. 

Qnflrfl?U 8-4to*e vector has the form 1/3 (1, 1, 1). The "reservation 
.L . re VTS t0 a11 lnte®ers irora 2 to «o. The total reservation probability is 
1/3 but this cannot be assigned to soecifir ol»•mi.nt-c .i, . y ,,.. . ^ lLU LO spec ri ic elements of the reservation space in 
i*ï^y clc. i inite w¿iy # 

In this case it is apparent that the B-UdU space will he transformed by 
suitessive dues in such a way as to insure final convergence on the correct 

, , f*, UT/he flrSt draW °f a white token -- i£ £t occurs -- the point (no 
token win"! annihilated Then if there are, say, 1065 white tokens, the black 

o whit, tPPCarn7ly 1066th trÍal °n LhC avera8e• with finite numbers 
correct vaíuri-n !^ “,nfc,turcd a£ter the first black token appears, and the correct value will ultimately be accepted. 

PRAGMATIC ASPECTS 

The aim of this section will be to classify action choices and to examine 

stresses íhTnr't asPccts of ac££on choices will be 
thP flr^t is the sharpness" of the required choice; and the second is 

these St °r a îUde 7 the Set °f availablt action alternatives. Both of 
°rS are aSS t0 have a bearine on the pragmatic value of particular 

eeneri LUASUmed 77 a".a^tion choice is represented by a set of actions, 
E-¿to/rcÍndiAtionaF 0fhwhic^raay be aPPLli;d nnder any t-6toU condition. For each 
0 Th!s to eva uf/’ ! aC' °n 3 SPccified utility a(y,fe) :,hich is known to 
V. Thus, to evaluate any action in the light of a particular B-òtoU B; 0 use* 

rdhCt 0f,B¿ andKthtí CülUmn 0f Utilit^ of Afc forcer responding 

his^f^nt CtS e aCtÍOn haVing 3 ^^11131 row"by“c°lumn product with 

^Uon Vector Norms. This condition may be introduced by noting that real life 
decision situations fall rather naturally into two distinct categories. In some 
situations, the indicated action is selected by choosing the most likely l-Atote 

für ihaí tn °ther ^ ^ i:7¿:r¿7:r0¡ 2:1777choicc o£ an optInul actio"can be --- ^ 
„ , A familiar military example of the former situation is the so-called 

for an£ invasion^ 'it 7 “C mUSt ^Ct 3 date' AprU 19th or APril «th, 
19th Ld h!îï ,n0 ^‘naLUy prUllenL to launch hal£ a" Invasion on the 
diction cíen if"rriav h nth‘ n“ ÍS gcni!raUy battl!r £° Ko all out in one 
latlor laTy 5 fl,“'v'hat the "«"d direction. An example of the 

ttcr „rtuation would be deployment of infantry troops along a defense line If 
the precise pornt of attack is not known it might be decided to depïoy tro^s 

tic^rs íhelcruü8alP|i?rtÍOn ‘k CXpect,;d P^>bat>llfty of attack in various 
sectors The critical difference between these situations Is that: tn the former 
case the optimal action is based on maximum likelihood or modal probability in 

fbut^e M Tr““0"* “hlch arC n0t "Pti“" £ot any actual state 2 thc world but dre optimal for certain belief states. 
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In order to describe these various payoff conditions in parametric form, it 
will be useful to consider a two-dimensional space, such as that in figure l. The 
axes of this space are the possible E-itaXti of the system, Ej and Ep and the 
interior of the space is used to represent both B-A tafeó and action utilities. In 
figure 1, each point on the diagonal line from (0, I) to (Í, 0| is a possible 
B-A-ùiCe and each point in the square is a possible action-utility vector. Thus, 
the point 6j * (.3, .7) indicates a subjective probability .3 that €j is the actual 
state and .7 tiw Ej is the actual state. The point Aj = (.2, .5) indicates an 
action leading to a payoff .2 at Ef and . 5 at Ej?. As already noted, the utility 
ascribed to this action according to the indicated will be ß; . 
Af = .3 X .2 + .7 X .5 = .41. Graphically, this is the projection of on Aj . 

FEguAe I. The ¿pace action uUtUij vecXou with ¿pedal 
CiUCA CUAVIÍÓ x« * ^ « 1 
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We shall consider choices made arming action elements lying on continuous, 
well-behaved, curves running from to Ef...that is, roughly paralleling the set 
of possible B-òtateò . The chosen set of curves is of the form (xn + r/1) * J 
in^> 0\, where n is defined as the ke.dg<sig parameter of the curve. In the limit, 
this set of curves generates the entire inside of the square. Families of actions 
of this kind might be generated by mixtures of the response actions which are 
successful at the precise states Ej and E^, or the curves might represent 
continuously graduated responses. 

If is convenient to divide these curves initially into two categories; the 
concave curves (Ö < n < ÍJ lying between the origin and the diagonal line x * tj • I 
and the convex curves (n > I) lying between x * y • I and the right upper corner 
of the square. 

The concave curves lying inside the diagonal correspond to "calculated risk" 
situations. For these curves, compromise actions have a lower mean value than 
those which are closer to one of the axes. Thus, in this region one would select 
way out actions rather than hedged actions even in the absence of definite 

information as to a 8-óííUc favoring Ej or E?. In fact as the curves approach the 
origin it may become expedient to select actions that are contraindicated by the 
B-A-Mfc. In figure 1, for example, the action A3 * (1,0) is superior to 

2 * *3) although the (.3, .7) assigns a higher probability to E? 
than Ej, ¿ 

This assumes, of course, that the choice is between these two actions 
for example, the action (0, I) is not available. This latter aspect of the 
is discussed below. 

only -- 
probiera 

Perhaps the most striking feature of decision making when the action utility 
functions are of this concave type is that the relation between 8-ò-&tÍ£4 and 
indicated optimal actions is discontinuous. In general the optimal action is the 
one closest to the appropriate action associated with the most probable E-&ÜLU. 
As the B-ò&iíe changes, this optimum remains the same until it shifts abruntlv to 
some other extreme action If another E-^inte becomes more probable. 

For the convex curves lying between x + y * 1 and the vertex (I JI the 
compromise actions have greater mean utility than more extreme or committal actions 
and will be selected in the absence of definite information. In the extreme curve 
of this set the action (/, /j is optimal under all conditions of information. The 
interior elements of this upper diagonal, then, correspond to what is ordinarily 
connoted by "broad spectrum" choices. 

In order to study the general behavior of the optima in this region 
the function ’ consider 

d [ /, fe] » p x ♦ q y 

where q • I-p 

and y « ( J - xM ) 

whence u|p,x) • p x ♦ (I-p)(J-xn)//n 
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Di l ii rriu lut lag with respect to X., 

¢. ■ p-(I-p| i ll-xl - ’ Im"-' 
dx n n 

» p-q 

p-q( 

S'-'y 

l-xn 

Xytl-I 

Thus, du/dx is 0, and the function is at its maximum value, when 

The most interesting curve in this region is the quarter circle defined by 
(*2 * yZ) » ;# For this curve, the above expression for the optimal action 
becomes x/ij * p/q: that is, the optimal action lies on the projection of the 
B-òtãtt. vector onto the action vector curve. In a sense, "probability matching" 
becomes the rational procedure if the payoff functions are as described by this 
curve, 

Between the diagonal and this curve the optimal action choice (if a full 
range of choice is available) lies between the projection of the B-òtatl vector on 
the utility curve and the E-6-ÜUZ axis on the same side of the 45 line. For 
action utility curves beyond the quarter circle^ the optimal action lies between 
the projection of the B-iíttíC vector and the 45 line. 

The special properties of the curve x2 + y2 ‘ I carry over directly to higher 
dimensional spaces. Specifically, consider a set of action vectors such that O’s 
action choice is tantamount to the selection of a vector {p,, pz, P3.. .¾) with 
I p ■ J, Let the payoff, if the true í-òt(Uz is E;f be defined by pj/npjî. 
Then 0's best choice, if his arc realistic, will always be the action 
vector that is equivalent to his current B-óíoXe.* Among other things, this would 
seem to be a very useful relation for the direct measurement of ß-6tatt6. 

Cogency. A second aspect of the choice situation is the range of options. 
Ordinarily, 0 will not have a free choice among actions of various hedging norms 
or even among all the actions in a particular family. Rather, he will have to 
select an action from the interior of the rectangle in figure 1 (or its generaliza¬ 
tion to a higher dimensional convex polyhedron). This restriction may be imposed 
by inherent conditions in the environment or by limitations in 0's own action 
capability. If the choice is restricted it may lie within a single curve (that is, 
action vectors with homogeneous norm) or it may be across curves. These two 
situations lead to rather different problems. 

★If he selects this "probability matching" action on all occasions when his 
belief .state is it can be readily seen that his expected payoff will be 
(8..8 •)* -- the Euclidean length of the probabUity vector. For any other vector 

hts expected payoff will be ißi* / ( Bk* 8fe) ^ • If this were greater than the 
plyoff for we should have (B¿.BJI > (Sfe*Bfe) which violates the 
Cauchy-Schwartz inequality (see Bellman, ref. 2). 
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If the choice is made within a curve, then the relevance of a vector depends 

^r’-USir<!S!,'1Uîir and °n thC Sprea<1 al<mK the curve of the action 
alternatives. Obviously the information becomes more useful if the B-óíaíe is 
highly resolved and the action vectors have highly discrepant loadings or 
components on the E~4tã£e, axes. 

On the other hand, if the choices are heterogeneous over curves, it is 

mean vaL Í ^ ^ ValUe °f °ne attion vtiCt^ ^er all E-atatU may exceed the 

TrrlZlTt T! \aCtUm VeCtrSut0 an eXtefU that tht! information almost 
irrelevant. The extreme case of this would be a choice among action vectors all 

suchVser nfS«^ raytfr0rn the °rigin bUt wUh diffcrunt h^Bing parameters. For 
such a set of alternatives no amount of information makes any difference since 

informâtion°rS WÍth Lhe larger Paraiaeter are superior under ail conditions of 

A CATALOGUE OF PROPERTIES 

To summarize the principal points of the preceding sections, they are now 

ííe °f ^ pr°Pftles* Thc first f(iur Ascribe the B-6ÙUU themselves 
the next three relate to the query program; the next set of five properties 
escribe the effect of clues on and the final set of two propertie. 

describe the pragmatic context within which the B-&ÜUU are used. The present 
definitions and indices are tentative: either theoretical or empirical investiga¬ 
tion may lead to extensive revision of this list. investiga 

B-State Properties 

baMd °n “ £lnu” enviiunmental space is in categorical form 
if lt asserts the possible presence of a particular subset of E-itatU and denies 
the possibility of remaining E-itatZi. The B-itaU is in vector form if it 
assigns a distinct probability to each E~*tat¿ in the space. 

RUotution. The resolution of a B~SÙUt in vector form is the ratio of the 
variance of its components to the maximum variance possible for a Ö-Atote of that 
cl X me n s x on • 

ValLdUy. The validity of a B-itaXl is the weighted proximity of its probability 
components to the true E-*ÙUt. Y ' Probability 

ConpactnUÒ. The compactness of a is the weighted proximity of its 
components to each other. y 

Query Properties 

^ <:0,rfJU,l\uA qUCry Pr°8rara ÍS eLective if °™y control the order of query 
application, otherwise it is imposed. An elective program may be chosen in 
advance, on a bulk basis, or modified as a result of received clues. An imposed 
program may be fixed or random. 

E-ltatl-QiuLAy intvmcxion. A query is intrusive if it modifies the E-itatl upon 
which it operates. 1 

OtitAy dependence. Two queries are independent if no possible outcome of either 
query changes the probability of any outcome of the other. 



Clue Operator Propcrtles 

Balance., The potential effect of a query is balanced if the implied probability of 
various clues and the consequences of those clues if they occur are so related that 
the expected change in B-óíaCe vanishes. 

Path independence. An epistemic system is path independent if the effect of 
applying any clue operator to any 8-a täte is unrelated to the earlier history of 
that B-AiaXe. 

ComnUativity. An epistemic system is commutative if the net effect of any 
combination of clue operators is independent of their order of application. 

OpenneAA. The open space of a B-A-tate is the set of dimensions (defined by 
E-òtatzÁ) that are attributed non-zero probability. 

ReAo£u¿nq ’umqe. The resolving range of a set of clues is the set of distinct 
hypercharacteristic vectors that can be associated with the set of clues. 

Pragmatic Properties 

Hedging nonm. The hedging norm of an action is the parameter n such that the 
action utilities, obtained if Afc is used and E¿ is the true E-A fade will 
satisfy the equation r urt e J. 

-t ik 

Cogency. 
utility o 
expected 

is If a clue modifies 8^ to then the cogency of the clue 
£ the action selected and evaluated on the basis of r 
utility of A^, selected on the basis of 8^ but evaluated by 8^, 

the expected 
less the 

DISCUSSION 

The set of properties Introduced in the foregoing sections has been intended 
as representative rather than exhaustive. Even so, it has not been possible to 
devote as much space to any of these conditions as either rigor or expository 
clarity might require. Instead of trying to discuss any of these conditions in 
greater detail, however, we shall now attempt to put them in clearer focus by 
examining the relationships among various areas. 

Figure 2 presents the major constructs that have been discussed, together with 
a schematic picture of the linkages between them. Three types of entities are 
represented: boxes represent the fluid states describing the environment and the 
organism's belief; ovals enclose the ,ets of conditions that are taken as fixed or 
given at any time -- the query program, the operator dynamics, and the utility 
scheme; diamonds represent the events that occur, including queries, clues, 
actions and payoffs. 
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F-úju/ie 2, A òckejmatíc ^ù)n) diagram oí de.c¿t>ion making Mith an 
oAAociai&d zpiitmic pftoct&ò 

existt„rrRt//^lr,dC^riPtK0n,0f the °VtraU prOC,;SS is as £<,U‘’“S- First, the existing B itatz arts through the query program to select a query (if selection is 
possible). The query acts on the current E-itUz to produce a cLe. The cíeê în 

t:;:V?-thr0;;f ttie ru^s described under operator dynamics to effect a change in 
Íh^-8 ^ I Finally, the B-UcUd, acting through a utility scheme, selects an 
ction which, in conjunction with the current E-òtaXd, yields some payoff or 

income• 

Considering the overall process in this way, several rather general 
emerge. First, it appears misleading to identify the value of a B-UaXd 

conclusions 
with its 
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effectiveness for specific action choices. As the present schema emphasizes, the 
ß-MflLte. enters into three sets of interactions and it may have to be evaluated 
rather differently for each of these. 

The primary purpose of is of course to guide the choice of action at 
a particular juncture, and for this purpose some set of conditions such as those 
outlined in the section on pragmatic aspects may determine its value. In 
addition, however, the is used to guide the selection of queries, and its 
value for this purpose may be quite different. As an obvious example, a highly 
resolved but aberrant B-átãtt may be as useful as a fuzzy B-iÜUz for selecting 
actions; however, it is much less likely to lead to a query program that 
guarantees its own refinement. 

The third function of a B-òtate. is as a context for interpreting incoming 
clues. It is easy to show, however, that for this purpose one may need a much more 
detailed picture of the world than is required for individual action choices. 
As a homey example, most of us carry around in our heads enough information to know 
whether we can safely write a check for a certain size. In order to maintain a 
valid B-òt&te. on this matter over a long period of time, however, we need a more 
precise bookkeeping procedure. 

In brief, then, we conclude that the value of B-6ÙUt6 can be assessed only by 
reference to the entire decision-making process. For what it is worth, this can be 
more formally stated in a summary equation 

Eu . P (E¿) P (u)|E¿ 

■ I¿ P (Ei) Ife P (AfelEO uU.fc) 

- P (E¿( tj P (6y|Ei) Ifc P {AfclBp uU.fe) 

In this expression, F {E¿} may be a constant or may be affected by query 
interaction; P ÍBí|E¿} is a function of the epcsteraic process; F {A¿|8y} will be 
0 or 1 for particular choices, but will depend on the available set of actions 
over all choice junctures; and finally is assumed fixed. 

A second summary observation is that this whole process is extremely 
cumbersome and tenuous as compared with the more direct mapping of actions on 
external cues. If the payoff is meager from a process such as that outlined here, 
0 cannot be certain whether the fault lies with his epistemic process or with his 
utility scheme. Even if he has good reason to suspect his epistemic process, he 
cannot be sure whether he is receiving poor evidence or is not interpreting the 
evidence properly. 

If in spite of this awkwardness some such procedure as described herein does 
characterize rational behavior, two compensating advantages may be adduced. First, 
the indirect procedure permits the economical compression of what would otherwise 
be many-many functional relations. That is, instead of relating many clues to many 
action choices, 0 can relate the clues to a comparatively few B-ÒÜU&Ò or 
constructed environments (or at least to comparatively few dimensions of these) and 
he can then apply the B-ÁÜUzó to a variety of action choices. 

A second, and probably decisive, advantage is that behavioral procedures 
mediated through a constructed environment lend themselves to symbolic 
manipulations in a way that is not possible with direct stimulus-response 
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adjustment. Without belaboring this point it is quite 
permits the application to behavior of a fund 

either hypothetical or borrowed from the adventures of 

clear that the use of 
of vicarious experience 
other organisms. 
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DISCUSSION OF ROBY’S PAPER 

T()DA (Discussant). My general reaction is quite favorable to Prof. Roby’s 
excellent schematic and operational representation of the mechanisms involving 
belief states, evidence and action. But, just a statement of general agreement 
will not stimulate interesting discussions. So, I will first make a critical 
comment on his general conceptual framework, and then make a pair of suggestions 
which may be of some technical interest. 

According to Prof. Roby’s flow diagram, a circular process, — 
ClUi--0-6täte, takes place independently of each individual decision problem and 
its accompanying utility system. This is certainly a valuable point to make, that 
is, that the belief system of a person is maintained and refined not necessarily 
expecting a certain, specific decision problem. On the other hand, however, this 
complete detachment of information-seeking and processing cycle from the information 
utilization process is, I think, an over-simplification. For example, a person A 
would wish to refine his E-6tíUz about a person B, if the person A anticipates a 
possibility of having an interaction with the person E, even though A is not very 
specific about the kind of interaction that would take place. Further, A would 
want to have higher resolution for the B-Ataie when the class of decision 
problems he is anticipating is generally more important--important in terms of the 
utilities concerned, than when he is anticipating a class of unimportant 
interactions. 

In general, I believe that how much and what kind of resolution satisfies a 

person and terminates the circular process of information-seeking and processing, 

can be decided only when a relevant utility system is given. So, this informâtion- 

seeking and processing cycle is often restarted when a specific decision problem 

is explicitly given, even if the person has somehow anticipated the problem and 

prepared for it, since the amount of resolution might not have reached the 

necessary level to effectively handle utilities concerned. So, what I want to ask 

Prof. Roby is to add a backward arrow from "utLlUy óchame." to "B-òteUe." in his 
diagram. 

One more point I would like to mention about this issue is the concept of the 

cost of information inquiry. Without introducing a kind of cost-concept into the 

scheme, it seems to me impossible to determine when a person is satisfied by a 
resolution which is not complete. 

My next point is concerned with the use of matrix representation for his clue 

operator.. I think that nothing much is gained by using matrices to express 

Bayesian inferences as far as the kind of matrices is restricted within the class 

of diagonal matrices. What impressed me in this matrix representation, however, 

was the vast possibility in the use of non-diagonal matrices. A clue matrix 

involving non-zero non-diagonal elements, in a sense, reorganizes the B-6tate. 
vector. Take, for example, the saint-or-scoundrel situation. What this person 

will do allows for double interpretation. If the person is a saint, his behavior 

means one thing, and if the person is a scoundrel, it means something else. So, 

the B-6tate space concenung the person should consist of at least two subspaces, 
the saint-subspace and the scoundrel-subspace, and each item of information about 

the person should be entered into both of the two subspaces as partial evidence. 
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How, suppose that a clue is given which eliminates every possibility that the 
person is a saint. Then the matrix representing this clue should have non-diagonal 
elements which move the evidence stored in the saint-subspace into the scoundrel- 
subspace. Of course, reorganization of the B-Atate space through a non-diagonal 
matrix is more effective when more elaborate reorganization than the above example 
is required. Obviou.'ly, conditional evidence like that in the above example are 
very popular in military situations, and the possibility of ths kind of operations 

might be worth investigating. 

The last technical point I would like to mention is concerned with the 
pragmatic aspects of Prof. Roby's scheme. Thare he has pointed out that the 
organism maximizes expected utility of the form 

U * pX + qy, 

where x and y are payoff functions satisfying the condition 

X2 + t/ * 1, 

by choosing such action that makes the ratio x/y equal to the ratio p/q. Prof. 
Roby points out that this is probability matching behavior and this type of payoft 
function is useful in measuring B-òtcUU>, or, in other words, useful in measuring 
subjective probabilities. I agree. I just want to add a couple of comments which 
might make the issue conceptually clearer. 

First, suppose that the organism’s choice is made by picking a number P from 
the interval (0t I). Then the payoff couple x(P) and y[?) are defined as functions 
of the choice, P, in such a way that 

xIPI • p//Pz * 52 

ÿ(pi ■ o//p2 * a2 
where Q. * f - P. 

Obviously, this payoff couple satisfies the above condition, and the expected 
utility a is maximized by choosing such P that is equal to p. The choice 
certainly deserves the name of probability matching. 

Secondly, the type of utility considered by Prof. Roby is not the traditional 
utility measured by an interval scale. The payoff ratio xty is meaningless unless 
utility has an absolute origin. I think that a ratio-scale of 13 
realistic than an interval-scale of utility. But, the point is, if there is zero 
utility, there should be negative utilities. And, if X and ÿ are both negative in 
Prof. Roby's equations, it is easily proved that the probability matching behavior 
gives the minimum expected utility. 

Thirdly, there is a payoff which makes the probability matching behavior 
optimal when the payoffs are both negative. The payoff pair is given as 

x(P) • tog P 

y[P) • tog d 
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With this payoff, expected utility u is expressed as 

u • p tog P + q log <1 

and this is maximized by choosing P « p so that the maximum is 

u*xp u • p log p + q tog q 

This looks like an information theory concept; I don't know however, if it goes 
any deeper than that. 

R0BY» 1 too have been uncomfortable about the separation of the information 
acquiring loop from the pragmatic loop and I welcome your suggestion on this 
matter. 

As to the comment cn the diagonal matrices, I was assuming that one would 
be concerned with matrices in general. However for Bayesian processes, the 
appropriate matrix is apparently a diagonal matrix and that was why I was 
emphasizing those. I would like to turn the discussion over to the floor at this 
point. I'm afraid any further discussion of the various possible utility schemes 
would get rather involved. 

EDWARDS. I have two questions to ask, both resulting from my lack of clarity about 
sõnieof the deeper concepts that were being talked about. I was trying to hunt 
around for some familiar landmarks among the large set of words that I had not 
encountered before. I certainly recognized some of them, "Bayes* Theorem," and 
"maximization of expected utility;" but it was not clear to me how many other 
ideas were built into this schema that I had not recognized. It would be helpful 
if I could be given some kind of clue that would enable me to determine how much 
of this follows from Bayes* theorem, and how much is something different. 

I also noted that in both Professor Toda's comments and in Dr. Roby's paper 
there were some statements about the circumstances under which probability 
matching can be thought of as optimal behavior. An average can never be as large 
as the largest of the things being averaged; and since an expected value is an 
average, the implication would be that it is never possible in a game against 
nature, for a mixed strategy to be also optimal. That is, as a matter of fact, 
a very important theorem of decision theory, and yet somehow they seemed to be 
saying that probability matching, which is mixed strategy, could in some sense be 
optimal in the context of this model. Could you tell me what it is that I missed? 

ROBY. I think you are being Socratic, but I will respond like a straight man 
anyway. I have indeed used Bayes' theorem, but I have not gone over entirely to 
being Bayesian. What I wanted to do was to use the structure of the Bayesian type 
of inference as an analogy for information acquiring processes in general. I also 
used, to a certain extent, some notions from quantum mechanics which at the level 
I used them are probably fairly familiar, e.g., the notion that you can multiply 
vectors by matrices and get characteristic states that mean something. As to 
terminology, I tried to use the most common sense terms that I could for the 
processes that I wanted to describe. I can't say how much of it is new, in part 
because I am probably not as familiar with this area in an intimate sense as mar/ 
of the other people here, A lot of this work is just incidental to work directed 
toward formalizing small group processes. 
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The other point, on probability matching, is unclear to me. Are you saying 
it is an impossibility in the real world that a mixed response could be more 
useful in the blind than a pure response? 

TODA. I don’t think this is a mixed response. The subject shor’d choose a fixed 
behavior; in this case the response is made by picking a number from a continuum, 
and if the interval is ((), I] then the subject should choose the number that 
corresponds to the probability. It is not mixed behavior. 

EDWARDS. Then this is a model for deciding on the likeliness of an event, and not 
a."model of how to choose among various things that you might do in order to 
exploit that opinion point to maximize some quantity. 

ROBY. There is no reason why these can’t be isomorphic. 

EDWARDS. I am saying that they can't be isomorphic if by isomorphic you mean that 
the probability of choice ought to be equivalent to your opinion of the probability 
that one of these events will in fact obtain. If, for example, in a standard 
probability learning experiment, you are attempting to infer the relative frequency 
of the more frequent event, and discover that it is .7, then there is no sense in 
which would be optimal for you to predict that event 70 per cent of the time. 

ROBY. Oh, no, this is what we do. We ask "How often is this event going to 
occur?" We give a subject a payoff which is tantamount to the probability that 
he in fact assigns to it. If he says it will occur 70 per cent of the time, then 
his payoff when the event does occur, is 

.7 

/.72 . .3^ 
If it comes up tails it is 

.3 
/ 777-775T 

This is an artificial kind of payoff, though I don't think it is any more 
artificial than others, and I think as the term "broad spectrum" implies, we do 
have such situations in the real world. For example, we give people drugs, 
because it is cheaper to make good drugs than it is to teach diagnosis. This is 
a kind of intermediate response, and you base it on the fact that you do have 
limited knowledge. When you have this kind of response, it pays off not only to 
know something about the world, but to know how much you know. 

ZINK. Early in the paper you stated that the person is cheating if he expects a 
query to change his B-òÜUz in any particular direction; but later you say one 
function of the is to guide the selection of queries. Are you allowing 
him to cheat anyway? 

ROBY. What I mean is that if he has predetermined that, if some particular clue 
occurred, it is going to move his 8-ó-tafe so much in a given direction, and it is 
fairly probable that that clue will occur, then I say he is cheating, and that 
the query program is balanced only if all things considered, his net position 
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should be the same after the query. How, at the same time, there is an 
interaction, in that he can on the basis of his B-óíaíe select a query for 
which the clues are most likely to cut the in some particular direction. 
He can, to that extent, use the B-statz to guide him. 

LANZKTTA. Is there any attempt in this model to deal with the problem of 
conditions under which the organism ought to elect to make queries, and the 
conditions under which he ought to terminate querying and select an act in 
terms of the present belief state? You made the point that it may be either 
imposed or elective. 

~lyl* * didn’t go into that, but I think that one could develop that from within 
this general framework. 

FLOOR. In your empirical work have you given some attention to the conditions 
under which the subject would adopt a probabilistic point of view towards the 
phenomenon in question versus when they adopt a more deterministic attitude? I 
would also suggest that you might have some interesting research possibilities 
suggested by the flow diagram, in connection with things like bridge bidding,' 
when you are attempting to communicate to your partner, but conceal from your 
opponents; that is, you want to reserve a certain amount of ambiguity as to what 
you are communicating. 

R0BY_. We have done some work on this matter of trying to find out when people 
adopt a probabilistic or when they adopt a point type of representation. This 
work has not been very successful yet. I don’t have an experimental situation 
that I like as far as sorting people out. I suspect that there are individual 
differences in addition to situational differences as to which of these modes 
people tend to adopt. 
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PREDECISIONAL PROCESSES RELATED TO 

PSYCHOPHYSICAL JUDGMENT 

mir H. Shuford 

Univert*ty of North Carolina 

For the past several years some of us at tie Psychometric Laboratory have been 

engaged in interpreting human behavior in terms of Bayesian decision theory (refs. 
11, 13, 18). Our approach is similar in spirit to that of Swets, Tanner, and 

Birdsall (ref. 14) in the area of nignal detection and to that of Masanao Toda 

(refs. 15, 16) in the area of probability learning. 

There are a number of reasons for our attempting to use decision theory as a 

starting point for a theory of human behavior. The first and most obvious reason 

is that a decision-theoretic analysis of a task yields an upper limit on the per¬ 

formance possible in the task as presently structured. This information is useful 

in many applications. For example, if one is designing man-machine systems, the 

optimum decision-theoretic strategies can be compared for different systems and the 

system yielding the largest average expected utility selected for further develop¬ 

ment. On the other hand, it may turn out that the decision-theoretic analyses in¬ 

dicate that none of the proposed systems is capable of yielding an adequate level 

of performance. In this case the design of a new system should be attempted and 

the decision-theoretic formulation can prove to be an indispensable tool in guid¬ 

ing this design. The upper limit of performance yielded by a decision-theoretic 

analysis is also relevant to evaluating the performances of Hunan operators and the 
adequacy oí training programs. 

The second reason for using decision theory as a descriptive theory of human 

behavior also derives from the fact that it is an optimality model or a model which 

represents behavior. Consider developing a descriptive model for a 

certain segment of behavior. A very large number of models are mathematically 

possible which would adequately describe this limited area of behavior. Suppose 

we choose one such model, adequate for the particular data at hand. Now consider 

incorporating new segments or areas of behavior into this model, IÍ we had chosen 

a model which yields ¿CAA t^icÁznt behavior than that empirically found in the 
new areas, we would have to scrap our inefficient model and start over again as has 

happened many times in the history of psychology. On the other hand, if we had 

started with an efficient model, it usually proves to be an easy task to modify 

this model to correspond to the apparent relative inefff.ciency of behavior by 

introducing certain constraints such as a limited and imperfect memory, information 

processing errors, and the "cost of thinking". The validity of these modifications 
can be empirically determined. 

There are a number of possible decision-theoretic formulations. They all 

share in common the notion of a payoff matrix in which: (a) the rows represent 

the alternative courses of action available to the decision makeri (b) the 

columns represent either the alternative courses of action available to the oppo¬ 

nent as in game theory (refs. 1, 17), or the possible states of nature as in 

decision making under uncertainty (refs. 1, 3); and (c) the entries in the cells 

of the matrix represent the utilities associated with the possible outcomes. The 

utilities are measured on a psychological continuum defined up to a linear trans- 
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formation (refs. 1, 12, 17). 

The decision-theoretic formulations differ, however, with respect to the cri¬ 

terion for an optimal strategy (ref. 1). It often has been assumed that the mini- 
max itAOttgy, i.e., that course of action which results in maximum utility assuming 

the worst possible outcome, is reasonable at least for the case in which one is 

playing a strictly competitive game against a rational opponent. This view has 

recently been attacked by, among many others. SeheHing (ref. 5) and Wiener (ref. 

18). Schelling essentially argues against the existence of strictly competitive 

games in diplomatic, political, economic, military, and other decision making con¬ 

texts and gives many examples of partly competitive, partly cooperative games. 

Wiener's criticism is deeper in the sense that he argues that even in a competitive 

situation one should take account of the past behavior of the opponent along with 

all other possibly relevant information. This is a policy which is in general 

incompatible with a minimax strategy, but which is, in fact, an intuitive restate¬ 

ment of a Bdt/fcA ¿ÜLdttgy, i.e., use all available information to assign probabili¬ 
ties to the opponent's actions or to the states of nature, use these probabilities 

to compute the expected utility for each alternative course of action, and then 

select that course of action which has the largest expected utility. 

It seems apparent that Bayesian decision theory is a much more promising 

candidate for a descriptive theory of human behavior than is a theory based on the 

minimax principle. It is more powerful and more general because it includes an 

additional psychological variable, subjective probability. Also, with the develop¬ 

ment of theories of subjective probability (refs. 8, 15, 16, 19) which can account 

for the modif ication of probabilities on the basis of past experiei ce and new in¬ 

formation, we have a descriptive decision-theoretic model which is dynamic in the 

sense of accounting for changes in behavior over time. Further, the model des¬ 

cribes and, in fact, can be used to define adaptive behavior. 

Since 1959 with the support of the Air Force Office of Scientific Research we 

have been developing and testing Bayesian models for individual decision making. 

Most of our work has been in the area of psychophysical judgment which seems 

particularly well suited for testing our models. We conceive the subject's task 

in a psychophysical experiment to be a problem in decision making under uncertainty 

in which the subject responds on each trial of the experiment in such a way as to 

maximize his average payoff during the course of the experiment. Two sources of 

information are available to the subject: (a) the information obtained from ob¬ 

serving the particular stimulus presented on that trial; and (b) the background 

information as to the probabilities with which the different stimulus values might 

be presented. This background information is provided by the subject's experience 

before participating in the experiment, by the instructions, and by the context of 

the experiment, and during the course of the experiment by the stimuli previously 

observed by the subject. This background or prior information is available at the 

beginning of the trial. The subject observes the stimulus and obtains imperfect 

information a?, to the value of the stimulus on this particular trial. The subject, 

in effect, combines this specific information with his prior information and ob¬ 

tains a posterior probability distribution representing the subjective probability 

of the stimv.lus value given the observation. These posterior probabilities de¬ 

termine the expected utilities of the different response categories and, thus, the 

response made by the subject. These types of models use Bayes' theorem In the 

computation of the posterior probabilities and in many cases are formally analogous 

to the models used In Bayesian statistical inference (ref. 3, 6, 7, 10). 
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Notice the 16 x 16 random matrix in 
the upper half of figure 1. The propor¬ 
tion of J's in this matrix is .25. We 
could study, and indeed have studied (ref, 
9), the scale of proportion by having 
subjects estimate the percentage of J's 
in such matrices. If this procedure is 
followed, we are faced with the problem 
of having to estimate a parameter of the 
model, the sample size, which represents 
the amount of information extracted from 
the matrix by a subject (refs. 11, 13). 
Thus, we would have to fit the model to 
the data of each subject. This can be 
avoided by showing the subject only the 
small 3x3 matrix shown in the bottom 
half of figure 1. This small matrix has 
been obtained by placing a mask over the 
larger matrix and thus is a random sample 
of nine elements from the larger matrix. 
The subject's task is to estimate the 
percentage of J's in the large matrix 
using only the information provided by the 
the small matrix. The courses of action 
available to the subject are the 101 per¬ 
centages from 0 to 100. The relevant 
states of nature are the 257 possible 
proportions of ï's in the large matrix 
containing 256 elements. It is helpful 
to use continuous rather than discrete 
mathematics for such a payoff matrix. For example, the subject's probabilities of 
the states of nature may be approximated by a continuous b&ta. diit/ubuXion defined 
over the interval (0, Î}, which corresponds to the proportion of î's in the large 
matrix. A beta distribution is completely specified by two parameters, a and fa 
(ref. 3). Thus by using this approximation we have reduced the number of para¬ 
meters needed to describe a subject's probabilities from the original 256 down to 2. 

Figure 2 shows four different beta distributions. The distribution shown at 
the upper left might represent the subject's prior distribution at the beginning 
of the experiment. The distribution shown at the upper right represents the dis¬ 
tribution of proportions actually used in the experiment. This distribution also 
might be taken to represent the subject's prior distribution after having experi¬ 
enced a large number of trials in the experiment since the subject is told the 
actual proportion of J's in the large matrix at the end of each trial. 

Suppose we have the subject p*e<¿icí the percentage of J's in the large matrix 
at the beginning of each trial and pay the subject 50 cents for each prediction 
which is within one percentage point of the actual percentage. The courses of 
action and the states of nature are the same as in the estimation task. The prob¬ 
abilities of the states are specified in terms of the two parameters of a beta 
distribution. How many parameters do we need to specify the subject's utilities? 
Notice that there are two things that can happen to the subject in the experiment. 
His prediction is correct and he is paid 50 cents or his prediction is in error 
and he receives no payment. Therefore, we might assume that two different utili¬ 
ties are involved in this task. However, we do not need to know the numerical 

FigaAc J. Random MaMix 
O'i and J'a 
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PRIOR DISTRIBUTION 

POSTERIOR DISTRIBUTION 

EUMCNTS ARE CS 

FiguAe. 2. Foua Vi^OAint Beta VXiViibutioiu 

values of these utilities in order to obtain a prediction from the Bayes model. 

ÀLT n!! t°,knOWiw thaI the UtUity °f bein« correct and receiving 50 cents is 
greater than the utility of bein'; wrong and receiving no payment. This is so be¬ 

cause the Bayes strategy in this decision task is for the subject to select as his 

prediction the percentage corresponding to the most probable proportion, i.e., the 

mode of his probability distribution. If the distribution at the upper left de¬ 

scribes the subject s probabilities, any percentage is as good as any other since 

there is no one most likely proportion. However, if the distribution at the upper 

right describes the subject's probabilities, the best prediction is 71 per cent 

corresponding to the mode of this beta distribution. This strategy is valid for 

all cases in which the subject wishes to maximize the expected number of correct 

predictions and thus does not depend upon how much the subject wishes to do this 

BayesXmSeîrerlCal ValUeS °f ^ tWO utilities are irrelevant in terms of this * 

In fact, the Bayes model suggests that the subject's behavior is relatively 

insensitive to the particular payoff scheme used in this decision task. For ex- 

ample, suppose we pay the subject an amount of money proportionate to the square 

of the difference between his predicted percentage and the actual percentage. In 

this case the Bayes strategy is for the subject to select as his prediction the 

percentage corresponding to the mean of his probability distribution. If the dis¬ 

tribution at the upper left describes the subject's probabilities, the best pre¬ 

diction is 50 per cent corresponding to the mean of .50. If the distribution at 

the upper right describes the subject’s probabilities, the best prediction is 67 

per cent. For another example, suppose we pay the subject an amount of money 

proportionate to the absolute value of the difference between his predicted percent¬ 

age and the actual percentage. In this case the Bayes strategy is for the subiect 

'I*'''«** ïi8 rdiCti0n th? corresponding to tZ median of hlfprob- 
ability distribution. The median, of course, lies between the mode and the ««an 
thes. distributions. Th.r.for.. to th. .xt.it th.t 
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and the mean of the subject's probability distribution is small, the difference in 

the subject's behavior induced by these three different payoff schemes are small. 

So far the main thing accomplished by the Bayes model is a reduction in the 

number of parameters required by a decision-theoretic formulation. Vie are left with 

the two parameters describing the subject's probability distribution and with an 

assumption about the subject's utilities which the model suggests is not too crit¬ 

ical. This model can do one more thing for us. Suppose we also have the subject 

UtimaXl the percentage of I’s in the large matrix using only the information pro¬ 
vided by the small matrix as mentioned above. The subject is paid 50 cents for each 

estimate which is within one percentage point of the actual percentage. It should 

be apparent that this utimation task is formally analogous to the pMcUcUon task 
described above and that the same strategies apply. The major difference between 

the two tasks is that more information is available in the estimation task than in 

the prediction task, i.e., the subject can make use of the information provided by 

the small matrix. This additional information leads to a new probability distri¬ 

bution for the estimation task. The Bayes model provides an explicit process for 

modifying the prediction or dûVUbution into an estimation or poòtvuo* 
diiüúbutíon in order to take account of new information. 

Suppose that the beta distribution shown at the upper left represents the 

subjects prior distribution and that the subject observes a small matrix in which 

two out of the nine elements are f's. This new information leads to the beta dis¬ 

tribution shown at the lower left, which represents the subject's posterior distri¬ 

bution, i.e., the probability of a proportion given ail available information. The 

subject's estimate of the percentage of I's in the large matrix will be 22 per cent, 

the mode of this distribution. Suppose that the distribution shown at the upper 

right represents the subject's prior distribution. Then, after observing the small 

matrix his posterior distribution is described by the beta distribution shown at 

the lower right. In this case the subject's estimate will be 44 per cent. It is 

clear that the prior distribution can have a significant effect on the subject's 

judgment. 

This example shows how the Bayes model can be used to relate different decision 

tasks. This is accoaplished by writing the probabilities for one decision task in 

terms of the probabilities for the other decision task and the additional informa¬ 

tion available for the new decision task. In the case of the prediction and esti¬ 

mation tasks, the probabilities for the prediction task are described by two para¬ 
meters, a and b, while the probabilities for the estimation are described in terms 
of these same two parameters plus two more parameters, the size of the sample of 

elements in the small matrix and the number of I's in the small matrix. It should 

be noted that values for the latter pair of parameters can be obtained from a 

knowledge of the physical environment: they do not have to be estimated for each 

subject. Thus, we can obtain a model for a new decision task without having to 

estimate any new parameters for the subject. The significance of this procedure 

can be made more dramatic by considering a sequence of decision tasks, each differ¬ 

ing from the previous one only by the addition of new information about the actual 

proportion. The Bayes model relates all of these tasks using only the two para¬ 

meters, a and b, and "objective" information about the environment. This is a 

major advantage of the predecisional process contributed by the Bayes model. The 

process describes the modification of probabilities to take account of new infor¬ 

mation about the states of nature. In this context the Bayes model describes a 

learning process in the sense that more information yields improved performance. 

Now, let us see if the behavior of the subject actually corresponds to that 

predicted by the models. On each trial of the experiment, the subject predicts 
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the percentage of f's in the large matrix; the subject sees the small matrix and 
estimates the percentage of J's in the large matrix; the subject is told the actual 
percentage and is paid 50 cents for correct predictions and estimates. There are 
150 trials in the experiment and the distribution of proportions for these 150 
trials corresponds to the negatively skewed beta distribution shown in the upper 
right of figure 2. 

If we fix the values of the two parameters of the prior distribtuion, we can 
use the Bayes model to obtain theoretical values for the subject's predictions and 
for the subject's estimates. If we assume that the subject's prior distribution 
is not changing too rapidly, we can average the data over 15 trials in order to 
compare the subject's mean prediction and his mean estimates with the theoretical 
values given by the Bayes model. 

It seems reasonable to expect that the subject might begin the experiment with 
a prior distribution similar to the rectangular distribution shown in the upper 
left of figure 2. In this case the theoretical value for the mean prediction is 
50 per cent. The mean of the subject's predictions for the first 15 trials of the 
experiment actually turns cut to be 54 per cent. The theoretical function relating 
mean estimate to the number of I's in the sample shown in the small matrix is a 
straight line given by the equation 

e * 100(¾ ♦ a - n/!n ♦ a ♦ b - 2) 

where 4 is the number of I's in the sample 
n is the number of elements in the sample 

and a and b are the parameters of the prior distribution, 

N- 

The rectangular prior distribution has parameters, a » 
the mean estimate equals the percentage of 
I's in the small matrix. Figure 3 shows 
the mean estimates of the subject plotted 
as a function of the number of I's in the 
sample for the first 15 trials of the ex¬ 
periment. The straight line is the theo¬ 
retical function obtained from the Bayes 
model. Notice that some of the data points 
are based upon only one observation. 

Let us take a look now at the subject's 
behavior during the last 15 trials of the 
experiment. It seems reasonable to ex¬ 
pect that by this time the subject might 
have learned the stimulus distribution. If 
this is so, his prior distribution can be 
represented by the negatively skewed beta 
distribution with parameters, £t » 6 and 
b - 3, shown at the upper right in figure 
2. The theoretical value for the mean pre¬ 
diction is 71 per cent. The mean of the 
subject's predictions for the last 15 trials 
of the experiment actually turns out to be 
63 per cent. 

I and b « I, so in this case 

I t • I 

NUMBER OF I'S IN THE SAMPLE 

FcguAe 3, Mean EàtimcUu ¿o* Tinàt 15 
Tuati (Aveia^e Subject) 
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Figure 4 shows Che mean estimates of the 
subject for the last 15 trials of the ex¬ 
periment. Notice that in this case the 
theoretical function has a slope less than 
one and an intercept greater than zero. 
Thus, the Bayes model yields an effect 
very similar to the central tendency or 
regression effect frequently observed in 
psychophysical experiments. 

The subject's behavior appears to 
have changed somewhat from the beginning 
to the end of the experiment. The course 
of this change throughout the experiment 
can be studied by estimating the para¬ 
meters of the subject's prior distribution 
for each of the 10 15-trial blocks. These 
results are shown in figure 5. Since I 
find it more natural to think in terms 
of the mean and variance of a distribution, 
I have inserted the estimates of the para¬ 
meters, a and 6, into the equation 

a 
m ’ 0"TT 

for the mean, and into the equation 

ab 
V « ....... 

(a ♦ 6] Ma +6+/) 

for the variance of a beta distribution. 

These estimated or inferred means and vari¬ 

ances are plotted for each 15-trial block. 

The dashed lines represent the mean and 

variance of the stimulus distribution * 

and might be taken as theoretical asymp- 

totic values for these learning curves. 2 

The learning curve for the subject's pre- q 

dictions is similar to the one shown for l*J 

the inferred means. It might be noted ^ 

that this learning of the stimulus dis- UJ 

tribution is a learning-to-learn type of £ 

process relative to the "learning" occur 

ring between the subject's prediction 

and his estimate. 

At this point I feel compelled to 

admit that there were 21 other subjects 

in this experiment. Since we have a 

digital computer which makes data anal¬ 

ysis very inexpensive, I could spend the 

next several days describing the data 

analyses of the other subjects. I hope 

that I might be excused from this task 

N • I 2 2 9 t 4 

NUMBER OF I’S IN THE SAMPLE 

Figure 4. Mean í&Umatu ¿o* Laât /5 
TuiaU (Average Sub/ecil 

F-tguae 5, Eòtònauttd PoAmtteM the 
Subject'¿ PfUofi ViiVUbutton 
(Average Subject) 
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by saying that the behavior of some of the subjects looked somewhat better in terms 
of the Bayes model and the learning of the stimulus distribution while the behavior 
°f so™e of tbe subjects looked very much worse, especially with respect to the 
learning of the stimulus distribution. An example of the latter type of subject is 
shown in figure 6. The behavior of this J 
subject was quite variable and there is 
no evidence that he made use of the in¬ 
formation provided by the stimulus dis¬ 
tribution. In fact, it is possible to 
distinguish two groups of iobjects, those 
who make use of the Information provided 
by the stimulus distribution and improve 
their performance during the course of 
the experiment and those who do not make 
use of this information and show no im¬ 
provement in performance. Further ex¬ 
perimental sessions having different 
stimulus distributions a learning-to- 
learn type of effect occurs in that more 
and more subjects come to make use of the 
information provided by the stimulus dis¬ 
tribution (ref. 19). 

2S45C7S* 

15-TRIAL BLOCKS 
The learning of the stimulus dis¬ 

tribution which hcs been demonstrated by 
this and other experiments (ref. 13, 19) 
Is a second type of predecisional pro¬ 
cess. In contrast to the first type 
which deals with the effect of the addi¬ 
tion of new information on the decision 
task and which is an integral part of 
the Bayes model, this second type of pre¬ 
decisional process deals with the accum¬ 
ulation of information at a higher level and thus lies outside of the elementary 
Bayes model. There is some reason to expect that it may be possible to develop a 
Bayes model for the learning of a stimulus distribution (ref. 19). Such a model 
would probably require that two "learning" parameters be derived for the subject. 
This implies that a total of four individual parameters would be needed to describe 
the behavior of a subject throughout the course of a prediction and estimation ex¬ 
periment such as that previously described. 

Figure. 6. EttòruUai Fãumeteu of the 
Subject'4 fnÀM Vi&tAÁbution 
rPoofL" Subject) 

I find it useful to distinguish between these two types of predecisional pro¬ 
cesses in this way. It is possible to look upon each trial as an "experiment" in 
which the state of nature is fixed while the subject gains more information about 
this state. Thus, the first type of predecisional process deals with the course 
of learning associated with the accumulation of information about this particular 
state. If each trial is interpreted as an experiment then the sequence of trials 
corresponds to a sequence in which the state of nature may vary from experiment to 
experiment. Thus, the second type of predecisional process deals with the course 
of learning associated with the accumulât tor. of information about how the state 
varies from experiment to experiment. 

i. 1 V0{*\d now t0 discuss a thlrd type of predecision»! process; one which 
lies outside of the elementary Bayes model but which is conveniently studied with 
the help of a Bayes model. 
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Consider having a subject judge which of two random matrices contains the 
larger number of I's. The subject is paid a fixed amount for each correct judgment. 
Presumably the subject looks at one matrix, looks at the other matrix, and then 
compares his two percepts in order to decide which matrix contains the larger number 

of I's. 

Assume that the average percepts are described by the Bayes model previously 
described. Assume further that the information that the subject gains from looking 
at a matrix is equivalent to that yielded by a sample of n elements in the matrix. 
If the experimental situation is such that the subject can classify the stimuli into 
two or more sets then it is possible for the subject to have different prior proba¬ 
bilities for the different sets of stimuli. For example, if the distribution of 
the proportion of I's for the matrices presented on the left in an experiment has a 
smaller variance than the distribution for the matrices presented on the right, the 
subject might be expected to notice this during the course of the experiment and to 
take account of this information in his giving his judgments. If this is the case, 
the subject's percept for a matrix on the left is, on the average, regressed more 
toward the mean of its prior distribution than is his percept for a matrix on the 
right. 

P 

F-úju/te 7. Tm» Po&òibli Relation* between AveAoge PeAcept and PAopoition I'*. 
At Puto* VlitAtbutCon with the Smaltei Variance; B? PjiIok 
ViltfUbution with the to/igcA VajUanee 

Figure 7 shows two possible relations between average percept and the propor¬ 
tion of I's in a matrix. The two lines have been computed from the Bayes model 
assuming that both prior distributions have a mean of .50. The line with the small¬ 
er slope is for the prior distribution with the smaller variance and can be taken 
to represent the subject's percepts for a matrix on the left while the other line 
represents the subject's percepts for a matrix on the right. 
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Suppose that the subject is shown two matrices which have the same proportion 
of Ts. If this proportion is g^iexUeA than .50, the subject tends to perceive the 
matrix on the left as containing a smaller number of t's than the matrix on the 
right. If this proportion is ¿&ÓA than .50, the subject tends to perceive the 
matrix on the left as containing a ùvigeA number of J's than the matrix on the 
right. The amount of this average bias increases with the distance between the 
mean and the actual proportion of Ps. When the proportion of Ps is equal to the 
mean of the prior distributions there is no regression and, thus, no average bias. 

Now, consider changing the experiment so that the two matrices are presented 
successively rather than simultaneously. This, of course, is the traditional con- 
text for the study of time-order errors. The subject can, and probably will, dis- 
t nguish two sets of stimuli, i.e., the matrices appearing first and the matrices 
appearing second. If the distribution of "first" stimuli is different from the 
distribution of second" stimuli, we have the case described above and the result¬ 
ing biases would be called time-order errors. However, in a well-controlled exper^ 
iment using a completely counterbalanced design the two stimulus distributions are 
idéntica! and would probably be so perceived by the subject. So, let us assume 
that the prior distribution for a "first" matrix is the same as the prior distri- 
ut on for a second" matrix and see if a Bayesian interpretation can still yield 
time-order errors. 7 

There is some reason to expect that a subject is less certain about an event 
which has occurred at a remote time than about an event which has just occurred. 
This decrease in certainty with time might be considered a third type of prede- 
c isi-ona! process dealing with the value of information as determined by the time 
elapsed since receiving the information. In contrast to the first and second type 

llll rl , processes this third type is, in a sense, a forgetting process 
rattier than a learning process. 

This process suggests that a subject may be less certain about the proportion 
in the matrix shown first than about the proportion in the matrix shown second since 
his perception of the first matrix occurs at a time more remote from the time of 
ec sion. In terms of the Bayes model the sample size represents the certainty of 

a percept. Therefore the sample size, rtf, associated with a matrix shown first 
might be smalier than the sample size, associated with a matrix shown second. 
If this is the case, figure 7 can be used to represent this effect. Now, the line 
with the smaller slope is for the smaller sample size and can be taken to represent 
the subject s percepts for a matrix shown first while the other line represents the 
subject s Percepts for a matrix shown second. If the two matrices have the same 
proportion which Is bttow the mean of the prior distributions, the subject tends 
to judge the first matrix as having a tOAgtA number of Ps than the second matrix. 
If the proportion is above the mean of the prior distributions, the subject tend‘3* 
to judge the first matrix as having a òmaUtA number of Vs than the second matrix. 
If the proportion is equal to the mem of the prior distributions, there is no 
t me-order error. In general, this interpretation predicts a reversal in the di¬ 
rection of the time-order error as proportion is varied from zero to one. 

Notice that this interpretation is not the same as the usual fading stimulus 
trace theory of time-order error. According to the traditional theory the subject's 
percept of the proportion of I's decays toward zero with time. Since the first 
matrix contains the same proportion of Ps as the second matrix, thp two percepts 

npr^níecfy^8 ^ ^ lnitU1 at th* *ime °f decision the 
!P °fi hC f1irSt rtrlX haS been decayin8 for a longer period of time and thui. 

has a smaller value than the percept for the second matrix. Therefore, the subject 
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judges the first matrix as containing a smaller number of J's than the second matrix. 
This effect is independent of p and depends only upon the tint: intervals involved. 
Thus, there can be no reversal in the direction of the time-order error as pre¬ 
dicted by the Bayesian interpretation. 

It should be noted that this Bayesian interpretation does contain some elements 
of a fading stimulus trace theory in that the percept can be considered to be "fad¬ 
ing" with time. However, this type o\ fading leads to increased uncertainty on the 
part of the subject as to the proportion of f's in the matrix which is interpreted 
in the model as a decrease in sample size. 

The Bayes model can be used to derive theoretical values for the percentage of 
time the subject selects the first matrix over the second matrix. The model re¬ 
quires four parameters. Two of the parameters, a and 6, describe the subject's 
prior distributions. The other two parameters, nj and «2 represent the sample 
sizes for the first and second matrices respectively. Figure 8 shows four theoret¬ 
ical functions for the relation between choice percentage and proportion when both 
first and second matrices contain the same proportion of I's. In computing these 
functions it has been assumed that the subject's prior distribution is the same 
for both first and second matrices and that it is rectangular with parameter CL * b 
* Í. The sample for the second matrix has been held constant at 24 while the sample 
size for the first matrix has been given the values 0, 2, 12, 24 to obtain the four 
functions. There is, of course, no time-order error when nj * «2 but notice that 
when nj is less than »12 the direction of the time-order error reverses as p in¬ 
creases from zero to one and that there is no time-order error at p * .50, the mean 
of the prior distributions. Since our choice of values for nj and «2 are somewhat 
arbitrary, it should be noted that larger values yield smaller time-order errors 
and smaller values yield larger time-order errors. 

PROPORTION 
F-tguAe S. Fooa ThiotieXicat funcXionA between Choict Ptnczitfage. and PnopoHXÁon 

c»(5 í'ó. Same, Pnopoxtion ¿o* Both UaVUceA; Pacoa ÜûtfUbutioni 
Aòóumd Identical 
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'“"l101 use these functions to make quantitative predictions 
^bout the behavior of a subject since we do not have a method for determining the 

ín o'her woîds w" £°r " ^ ^ t0 the «Puri-ntai session. 
cLiona Tritio "r C a quantuati''e "°del o£ fhis third type of prede- 
íicui duiuS tv IÎL pjrame,:ers o£ the subject's prior distribution pose no 

\?ï°^errrblI Certain that the -^-fs prior distribua™ ïi dose 
to a rectangular distribution. On the other hand. «, and no present ereat diffi¬ 
culties. The sample size for the second matrix miofii- a ^ j ^ 
regardless of the interstimulus interval H bc as9un,tíd to constant 
raatically from subject to subject frefs bfause samPle sizes vary dra- 
for each subject Even if hJ C ^ Í 11, 13J a prior estin«te must be obtained 
lor eacn subject. Even if this were done, we would still be left with the ornhlem 
of obtaining a prior estimate for the sample size of the fircí i Problera 
ine to our hvnnthooi « a j . raPie slzt 01 ürst rn.itrix which, accord¬ 
ing to our hypothesis, depends upon the interstiraulus interval. 

the BÄd^dhe'ad^piLdhdr.rSe:«“!:: :sf :hglvef subjeci ~can usa 

In idddd tD Tke S°me qU*Ut‘tlVe Prehlctions about the betavw“^ sZlct 
candid? situation. For example, the horitontal line obtained when d-L 

is zed This" r';pre3,:nl: t£l<: Behavior of a subject when the fnterstimulus interval 

sents an eidemedlCiïrSC' u i™posslble 50 that the horizontal line really repre- ¡r:,“ s ¡r:'.;'.®,“;“" “¡-s.“;::: 
etion tor rtj 0 represents another extreme limit in that the «„hWt 

no information about the proportion of I'c ín rima ¢4 • 3 retains 

subject ampares his petedt^did llLl 0^^“^ 

shows^heddeedtadedf d “T? ^ 

-e-add dth ErIHidr^i“rdv:-“-he 

dddoddh": ses3lons- Each data pdnt u ddddio chddr 

Each cf thted'dr^ndidrhden: 80Cd:dvadt^.later e“"tal ■ 

Notice that the behavior of subject RW is relatively insensitive tn ^ 

th^edidef“^ ara 

dohrdrthef ziïiitzti ztzzctt l: ts of 

drbe°erdLi i !ecih!T;‘d°ds i ^dYõjtid-iboídd.ddd d»í* 

that approxlmately equal a^^unts of Infordtdn Zl fo' 

second. This result was unexpected. It maybe that an after Y the 
matrix interfered with the nemenun« e >u C ,C an after iraa8e °f the first 

nomenon Is consistent with the Bayes mdel hvoothe Yrh Phe' 
ad information necessarily dec re. L as the ïîtêrdCufd^dÏds’ld“ dd“1- 
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I was the other subject in this experiment. My behavior was moderately sensi 
tive to the duration of the interstimulus interval with the amount of time-order 
error decreasing to about zero for the 1/2-second interval. 

The data of all three subjects yield curves which are not too different from 
the theoretical curves derived from the Bayes model. All of the empirical curves 
either indicate a reversal in the direction of time-order error near the middle of 
the stimulus distribution or else indicate no time-order error. The most frequently 
observed difference between the empirical and theoretical curves is that some of 
the empirical curves do not turn down or up near the ends to approach a choice 
percentage of zero or 100. Analyses of other data obtained from these subjects 
indicate that sample size is not the same for all proportions, but instead, is a 
U-óhaped function of proportion. This finding agrees quite well with my experience 
as subject in the experiment. Because of the regularity of the location of the 
elements in the matrices, one sees or takes in a larger area of those matrices 
which contain almost all I 's or almost all 0's. In fact, if one observes a matrix 
containing all I 's or a matrix containing all 0's, it is immediately apparent that 
the matrix contains ail I's or no Ps. If larger sample sizes for the proportions 
near zero and one are used in the Bayes model, the theoretical curves take on an 
appearance similar to some of the empirical curves. 

It is apparent that it is a difficult task to obtain quantitative predictions 
for the behavior of a subject in an experiment dealing with time-order and related 
errors. However, a Bayes model appears capable of making qualitative predictions 
and yielding some insight into the processes involved in these experiments. 

Now, I would like to leave behind the discussion of experimental results and 
enter the realm of speculation. First, I will suggest a decision-theoretic model 
for response probabilities. Second, I will attempt to relate the subjective feel¬ 
ing of confidence to a predecisional process. Finally, I will comment about the 
use of computers in studying predecisional processes. 

Most decision-theoretic models are deterministic in the sense that once the 
expected utilities of the courses of action have been determined the subject is 
expected to respond with that action which has the largest expected utility. If the 
identical choice situation were repeated indefinitely, he continues to respond 
with probability one with the same optimal course of action each time. 

Our Bayes models have, up till now and in this sense, been non-probabilistic. 
When a subject is allowed to look at only a specified sample of, say, 9 elements 
from the large matrix he can count the number of P's. In this case we have arbi¬ 
trarily assumed a probability process in order to perform statistical analyses of 
the data. (This aspect of the situation is somewhat improved when the subject is 
allowed to look at the complete matrix in that we can assume that he observes a 
sample of the 256 elements in the matrix and that this sampling process induces a 
probability distribution over his responses.) 

The rather arbitrary choice of a response distribution is quite unsatisfactory. 
On the other hand, the implication that the subject "knows" the posterior distri¬ 
bution and, thus, "knows" the expected utilities associated with each course of 
action and, as a consequence, responds with probability one is a rather unpalatable 
characteristic for a descriptive model of behavior. Further, some real benefits 
might result from deriving an explicit decision-theoretic model for response 
probabilities. Let us examine one such model. 
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In a simple two-alternative decision problem such as a paired comparison judg¬ 

ment task In which the utilities remain essentially constant from trial to trial, 

a very simple Bayesian decision rule can be derived. This same rule applies on 

every trial of the experiment. What is the rule? The utilities are used to de¬ 

termine a constant, C. The rule can be stated as-if the mean of the posterior dis¬ 

tribution is greater than C, choose the first alternative; if the mean of the pos¬ 

terior distribution is less than C, choose the second alternative (ref. 10). This 

rule always selects the alternative that has the largest expected utility. Since 

this expectation is taken with respect to the posterior distribution which may 

change from trial to trial, the rule may yield different alternatives on different 

trials. However, this is still not a response probability model in the sense in¬ 

tended. 

This rule implies that the subject has perfect knowledge of a parameter of the 

posterior distribution, the mean of this distribution. A possibly more realistic 

assumption is that the subject has available a process which, in effect, estimates 

the mean of the posterior distribution. The average of a random sample of fc obser¬ 

vations from the posterior distribution serves as an estimate of the true mean. 

This estimate is inserted directly into the decision rule, i .e., if the average is 

greater than C, the subject chooses the first alternative; if the average is less 

than C, the subject chooses the second alternative. 

This averaging process seems to be a reasonable assumption--at least psycholo¬ 

gists are quite prone to assume the existence of averaging mechanisms. The random 

sample generator with probabilities modified by previous experience, stimulus un¬ 

certainty, and other factors which determine posterior probabilities, might be 

thought of as an extension of a traditional learning theory in which response prob¬ 

abilities are modified of the basis of past experience or as deriving from a field- 

theoretic neurophysiological explanation of behavior. 

Notice that the modified decision rule based on the use of an estimate of the 

mean of the posterior distribution does not always choose the optimal alternative. 

If the first alternative is best, i.e., the true mean of the posterior distribution 

is greater than C, the modified decision rule will choose this optimal alternative 

with probability, n where i is the probability that the average of fe samples 

from the posterior distribution is greater than C. The other, non-optiraai, altern¬ 

ative is chosen with probability 1 - ». Therefore, the average expected utility 

to the subject lies between the larger expected utility of the optimal alternative 

and the smaller expected utility of the non-optiraal alternative. The larger * 

becomes, the closer the average expected utility yielded by the decision process 

approaches the expected utility of the optimal alternative. Obviously, the subject 

can attain the maximum expected utility only if i ■ Î and this can be achieved in 

general only by taking a sample of infinite size from the posterior distribution. 

Of course the subject does not take an infinite sample and the most natural 

way of accounting for this is in terms of the cost of sampling or, more generally, 

the cost of thinking. The introduction of this assumed sampling process and the 

notion of the cost of thinking leads to a basic reformulation and expansion of the 

decision problem. The decision task is no longer Just the choice between the first 

alternative and the second alternative, but involves an implied choice as to the 

number of observations taken from the posterior distribution. After the sample is 

taken, the decision rule is applied to choose between the first and second altern¬ 

atives of the basic decision task which I will call the terminal decision (ref. 3). 

Inherent in this formulation is the fact that average expected utility of the term¬ 

inal decision is a monotonie increasing function of fe, although each successive 
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increase will be smaller and smaller because the number of observations, fe, has a 
diminishing effect on the probability of choosing the optimal act. In contrast to 
this effect, the cost of thinking, which must be subtracted from the average ex¬ 
pected utility of the terminal decision, increases as a linear function of fe. Thus, 
there is usually a sample size which is optimal for the given posterior distribution. 

Notice that the choice of fe is determined completely by two factors, the aver¬ 
age expected utility of the terminal decision and the cost of thinking. The cost 
of thinking is a function only of sample size: it is independent of the posterior 
distribution and of the other utilities involved in the decision task. On the other 
hand, the average expected utility of the terminal decision is determined by a 
number of factors. The most obvious determinant is the size of payoffs utilized 
in the experiment. The larger these payoffs the larger is the average expected 
utility and thus, the larger is the optimal fe. A less obvious determinant is the 
variance of the posterior distribution. When this variance is large, the probabil¬ 
ity of choosing the optimal alternative tends to be near Ml and thus can be in¬ 
creased more easily by additional sampling from the posterior distribution. There¬ 
fore, the larger the variance of the posterior distribution, the larger is the op¬ 
timal fe. 

In giving an empirical interpretation to this phenomenon, it might be expected 
that both the probability of a correct response and reaction time will increase 
with the number of observations from the posterior distribution. Therefore, the 
following predictions can be derived for a paired comparisons experiment with the 
random matrices. 

1. Increasing the monetary payoffs given a subject for a correct 
judgment increases both the probability of a correct judgment 
and reaction time for a given pair of proportions. 

2,. Since the variance of the posterior distribution tends to be 
larger for proportions near .50 than for more extreme propor¬ 
tions, reaction time will be longer for pairs of matrices with 
proportions near .50. 

3. Since the variance of the posterior distribution is partially 
determined by the variance of the prior or stimulus distri¬ 
bution, reaction time for a given pair of proportions will be 
longer when a wide range of stimuli is employed. 

4. Learning and extinction-like effects will occur as the sub¬ 
ject learns a stimulus distribution which differs from his 
initial prior distribution. 

This response probability model can also be used to obtain other predictions, e.g., 
increasing the number of response categories and the monetary payoffs serves to 
increase the amount of transmitted information (ref. 2). Ail of these predictions 
await experimental confirmation. 

It has been implicitly assumed in the response probability model that the 
subject has available some information concerning the variance of his posterior 
distribution. It would be inconsistent to argue that the subject "knows" this 
variance since I have maintained that it is unreasonable to assume that the subject 
"knows" the mean of the posterior distribution. The subject can only observe the 
average of fe random samples drawn from this distribution. It might be assumed that 
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the subject uses these fe samples to estimate the variance In the same sense that he 
estimates the mean of his posterior distribution. Such a process might or might 
not exist. At any rate, the subjective correlate to the variance of the subject’s 
probability distribution, whether prior or posterior, is almost certainly a feeling 
of confidence. 

1 have observed this feeling of confidence myself while participating as a 
subject in the time-order error experiment. When the proportions in the two matri¬ 
ces are near .50 there often occurs a feeling of low confidence which results in an 
almost irresistable Impulse to suspend judgment and to try to obtain additional 
infornation. When the two proportions are .uar zero or one but are not identical 
there occurs a feeling of high confidence, tendency to respond quickly and vigor¬ 
ously, and a wish that one could back up h*„ judgment with a $100 bet. In these 
cases it is clear that confidence reflects the smallness of the variance of my pos¬ 
terior distribution. 

Let us distinguish between the basic terminal decision problem, e.g., judging 
which matrix contains the larger number of f's, deciding whether or not to accept 
the offer of X dollars for your used station wagon, or deciding whether to classify 
a blip on the radar scope as a hostile or friendly aircraft, and the expanded de¬ 
cision problem where the choices are between deciding naw to make a terminal decision 
based on the presently available information and uxUXing to obtain more information 
before making the terminal decision. This expanded decision problem might be con¬ 
sidered a predecisional process relative to the terminal decision. 

In general, the larger the variance of the probability distribution in the 
initial terminal decision problem the higher is the expectation of gain by holding 
off the terminal decision and trying to obtain more information. This additional 
information serves to decrease the variance of the probability distribution of the 
terminal decision problem (ref. 3). If the cost of waiting and obtaining additional 
information is not too large, it is wise to hold off on making the terminal decision. 
On the other hand, if the variance of the probability distribution is quite small, 
there is nothing to be gained by obtaining further information unless the utilities 
involved in the terminal decision are so large that even a very small relative gain 
in expected utility can offset the cost of a very large amount of thinking, inform¬ 
ation seeking, research, etc. Therefore, the occurrence of a large variance, or 
equivalently great uncertainty as to the state of nature, should lead the decision¬ 
maker to delay his decision and to seek out more information or to reformulate the 
decision problem. It appears not unlikely that through extensive experience with 
the environment or through innate organization of the nervous system, man has come 
to encode uncertainty as to the state of nature as a feeling of confidence loaded 
with emotional overtones in order to serve as an affective warning to postpone 
action and to think. 

It appears that the validity of this proposed relation between a feeling of 
confidence and the variance of a posterior distribution can be evaluated empirically 
by studying the nature of the relation between confidence, as measured by the tech¬ 
nique developed in the area of speech intelligibility and conmunication, and the 
variance of a posterior distribution, as Inferred from our Bayesian interpretation 
of psychophysical judgment. 

This interpretation of confidence also suggests some other empirical phenomena. 
For example, an individual might be expected to have a generalized strategy of ob¬ 
taining additional information until his feeling of low confidence is reduced to a 
certain, acceptable, level. Since low confidence is related to uncertainty as to 

70 



the value of a state and is not directly related to the payoffs or to cost of in¬ 
formation in a decision task, the amount of information that the individual attempts 
to obtain may be relatively independent of the expected gain associated with ob¬ 
taining additional information. Thus, we may find in experiments dealing with the 
amount of information obtained before making a decision, that individuals are rel¬ 
atively insensitive to the payoffs of the terminal decision and to the cost of 
additional information. This should be especially evident in experiments in which 
the payoffs and costs are small or which deal with perceptual or other processes 
which are relatively stable because they are used in the everyday life of the in¬ 
dividual. Due to their different life histories, some individuals may consistently 
gather too little information while others gather too much. It should be noted 
that such a generalized strategy which leads to non-optimal behavior in a specific 
experiment might be considered optimal in the larger sense of serving to reduce the 
cost of thinking to the individual. The strategy of obtaining information until 
the feeling of low confidence reaches an acceptable level as determined by previous 
experience with the environment can substitute for a careful analysis of the pay¬ 
offs and costs involved in a decision task. If these utilities are small relative 
to the cost of thinking or if the generalized strategy serves as a close approxi¬ 
mation to the strategy which is optimal for the particular decision task t n the 
individual is not losing anything and, in fact, may gain by employing the ral- 
ized strategy. Of course there are many decision tasks where such a general ,ed 
strategy is clearly non-optimal in either a large or a small conceptualizatf of 
optimality. 

In summary, I have touched upon five predecisional processes related to psv- 
chophysical judgment. The first two I have described as learning processes; one 
reflecting improvement in performance due to additional information about the 
value of a particular state, the other reflecting improvement in performance due 
to additional information about the distribution of a sequence of states. The 
third I have described as a forgetting process reflecting changes in the value of 
information with time. The fourth deals with the efficiency of utilization of ex¬ 
isting information and yields a model for response probabilities. The fifth deals 
with the amount of information required for a decision as related to uncertainty 
about the value of a particular state. y 

Though I have discussed these processes primarily in the context of psycho¬ 
physical experiments, I hope you will find that they are relevant to a much broader 
range of decision tasks. 
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DISCUSSION OF SHUFORD’S PAPER 

ROBY (Discussant). My first comment is a seconding of your point on the virtues 

ora” decision model. You saidt "The second reason for using decision theory as a 

descriptive theory of human behavior derives from the fact that it is an opti¬ 

mality model or a model which represents efficient behavior." I think this is an 

easy point to overlook, and I would like to underline it because it's a very 

important point. There is a great deal of resistance to using a normative model 

of this kind as a descriptive model. I think people don't often consider the 

alternative of what kind of a base line modui you can use, assuming that you are 

really interested in behavior which does represent departures from this. The 

alternative base line seems to be a model that assumes either that people are 

utterly inert except for what you predict from these other processes, or that 

they respond strictly at random. In the physical sciences we have a lot of 

examples of using in ideal model, which corresponds to a normative model, and 

cutting down on the range of filling in that you have to do in order to account 
for departures from the model. 

My second comment is this. Probability has been around a long time, and it's 

been recognized for a long time that probability is very important in guiding 

human behavior. It’s not much of a step from there to the notion that condi¬ 

tional probability is important, and that Bayes* theorem applies. What I am 

unclear about is what you mean by Bayesian theory with a capital B. If you want 

to apply Bayesian models, what are you excluding as alternatives? Is it simply 

an exclusion of the minimax type of assumption, or do you mean for it to have 

some more restrictive use? If it is an exclusion of the minimax assumption, let’s 

say, how do you get to the Bayesian model as superior to the minimax assumption, 

when it does in fact apply for game theoretical type situations where you have a 
hostile environment? 

SHUFORD. When I speak of Bayesian models, I mean that I am selecting from a class 

of models defined as those that layout states of nature, probabilities over the 

states of nature, alternative courses of action, and consequences of courses of 

action expressed in utilities. Bayes* Theorem is a natural thing to use in order 

to modify the probabilities of the states of nature with new information. Of 

course, this is a wide class of models. The La Placian criterion assumes equally 

probable states of nature; the minimax criterion assumes that the worst possible 

thing is going to happen. These are special cases of the Bayesian model. 

LANZETTA. I was curious about the Bayes model also. Are you embracing, within 

the notion of Bayesian models,the explicit way in which probabilities are modified 

as a function of information, or simply suggesting that such probabilities are 

modified? If the latter, then of course this is not much different than lookin'* 

at it as set, or prior hypotheses, and how these influence the weight people 
accord to any new information that they get. 

You mentioned that you were being speculative about the relationship between 

uncertainty and search behavior, and possible emotional concomitants. I think 

these are not quite as speculative as you are implying. There is considerable 

data at both the physiological level and the behavioral level indicating that it 

is very likely that uncertainty is related to the arousal state. Dr. Be’rlyne 

has done a fair amount of research primarily on that point. 

75 



SHUrORD. It is useful to distinguish two purposes of a model. The decision theory 
mode1 is unique in its normative aspect. The Bayes model is not normative.^ The 
Bayes model as a mathematical theory of probability says only that probability 
should be modified. As a descriptive model of how probabilities are modified, I 
suggest that we try Bayes’ Theorem. It's an empirical matter whether people 
really do modify this way or not. Certainly, Bayes' Theorem doesn’t do every¬ 
thing for us. There are some very important unsolved problems concerned with 
Bayesian statistical inference, that is, the question of how can you combine 
information from different experiments dealing with rather different aspects of 
one theory? How does this increment the probability of the theory? You don't 

have a normative model for that. 

LANZETTA. In a gross way, I think, the Bayesian model is already in accord with 
a lot of data in the descriptive sense. We seem to know that when people have 
strong hypotheses they are less prone to modify those hypotheses on the basis of 
some new information. If they are weak hypotheses, they are much more prone to 
react to small bits of external data. This is exactly what you would predict 

from some sort of Bayesian model. 

EDWARDS. I think everybody is in agreement with each other, and I want to comment 
on this interchange just so it doesn't look as though everyone who espouses 
Bayesian points is now in monolithic agreement with one another on all matters. 
In the portion of your remarks, Emir, which were concerned with the notion of. 
probability of choice, that is, stochastic models generally, you were.discussing 
the thought that you didn't really know what your posterior distribution was, 
that you somehow attempted to discover this by sampling the inside of your own 
head, or something of the sort. I don't know what a probability means to you, 
but to me it means an opinion, and Bayes' Theorem, in fact, the whole Bayesian 
approach to information processing is, for me, nothing other than a formal model 
for the revision of opinion in the light of evidence. So that to say you don't 
know your posterior distribution is to say that you don't know what your own 
opinions are. Well, people sometimes say thatj they are willing to say, "What do 
I really think about whether Kennedy is going to win the next election?" In a 
sense, that is self interrogation about your own opinion, and surely self 
interrogation is an intelligent, meaningful procedure and does give you infor¬ 
mation which, in one sense of the word, you didn't have before. Yet at the same 
time, you suppose that it's meaningful to think about somehow having a posterior 
distribution and not knowing what it is, and therefore being uncertain about it, 
and having that uncertainty be describable by another distribution. This last 
step worries me. I don't understand what the posterior distribution you might 
currently be entertaining would mean. I can’t phrase rny.problem more precisely 
than that because I don't think it's a precise problem; it's a problem in the 

fundamental conception. 

SHUFORD. The subject, in effect, samples from a posterior distribution. Granted, 
this generates another distribution, but it is completely specified by the poste¬ 

rior distribution that is sampled. 

EDWARDS. But what is_ the distribution that he is sampling? 

SHUFORD. I think what is at issue is this: We can say that the subject knows his 
posterior distribution, and we can observe it or obtain some slight bit of infor¬ 
mation about his posterior distribution by having the subject make a choice. Now, 
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tîîrü,“' frr í' "gâÍn 11 tUrnS out to b® different. We observe it arain and it 
distributions e ^If|erent a6aln- 30 we h3Ve 3 sequence of different probability 
distributions. Most people would say, "Well, there’s some error cominr in herp 

trL^^So you'íave^'choiceTtí:15 °PÍnÍOnS that f™" trial tõ ’ tiidi, bo you have a choice of the way you can build error into th« morui 

error^and^iy^Ln/tf ,thÍS ÍS n°TUy distrilluted or some other kind of 

proír: sg«tLh: -^truse things flhont yn-o-f;- ^ ft , , * “‘Ai> suggests some interesting 
anithfn reaction time and proportion of correct responses. But one vav or 
another, you have the problem of error to contend with. V 
a^symposiu^like íHísT^"8 t0 <:0ne and °^ht to come up, in 
of decision making and a*d0 c?ur'i’e* t ie reiationship between a normative theory 

aryu^s irï ûnd^tld‘ivKrlPtlVe the0ry- T°day’ alread>’- “» ha^ h3d two y 
stfr^nl noint « f • correctly, for taking a normative theory as a 
starting point a or a descriptive theory. Earlier we had nr> i 
that 95 times out of a * earner we had Dr. Edwards’ assertion 
far fnl ír hundred* the way people actually make decisions isn’t verv 
Question "%“dy °Ught t0 make d3tiaio„s. How, we have Dr. Roby's rhetorical 

I’d Ïikü’to L«e«'thaî“Ihthe "“T'i''0 the0ry aS a baSe U,>e' uhat can “e U3a?" 
all, why do you8take a ioraliîvr^h ^ SOm, dan8ers in this approach, first of 
-110* . y you take 3 norraative theory as a base line? It depends partly on the 
questions you want to ask of your descriptive theory. If you C. pXÍe ™îin* 

your behalf, you might want to know, before anything 

«It to i;iw Whl? "B at'S fr°m 0Ptln,ality in any one direction becaul, yll 
want to know what you are going to get out of it or what you are going to loslbv 
t. If, on the other hand, you are interested in improving decision makino 7 

processes so that actual decision making can come to reseîbU IIuMl“«Ui0n 
a mg more than it does, then I sense that there is an implicit questionable 

assumption here that the way to bring actual decisinn questionable 
decision making is tn h^ir/k,, j 7 ctuai ««cesión making nearer to optimal 
uecision making is to begin by studying ways in which actual decision makW 

numLTof^s 'oîlML” Iftlf;. Tîfs;01 la™sl’-iB qucstionable for a 

MkÍM10fhIhIÍ«riSbiaSeIh ,0I are ?°^ne t0 StUdy the af"*c"P°"laIt«l"d«ision- 
likelv 1 IliZT det!™ine WhÍCh decisi°n ^ optimal. Now, it is 
that dêtermiírí^ f a ÎS? are amonß the most important variables 
hefnr.f U K1 k ! decision making, but this, in itself, is questionable 
theJV íkS be?n ^emonstrated* Second, it is more than questionable that 

decisionmaking?^7 Play imp0rtant part in d«termining Ictual 

SHUFQRD I think we are in some agreement i I don’t know anybody who would rlain, 
probability or utility are the only variables that are important ^ ill 
rying to build descriptive models, but we aren't describing in detail all asoeetrs 

of behavior. We are saying that these tend to be important assets oí beíaWor 
that we want to describe, tw«'« . i.**_IT a pects_ot behavior 
betting experiments. 

There’s a lot left over there as exemplified by the 

LAN^m. I think a more serious criticism that Dr. Berlyne raised is whether it 
is possible to discuss what you might aven mean by an optimal model. We are all 

thfsubject his naÏhr?i a rdelvraUSt °bv!ously reflect the information base that tne subject has at the time he makes a decision. We haven’t the faintest nnH™ 
how to even describe that information base, or how to I.IIrib. ite e^üic«!™ 

«tio “lí ocnritf.ii0Tirhinfratir; 1 don,t kn°“ho“ ^ dn ïiir^in10” onality criterion other than with respect to the information base. The only 
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other way is to go outside the subject altogether, s.y, with respect to some 
little god up here who has assigned utility and knows the probabilities and 
accepts this particular criterion of rationality. It is impossible to even 
define what you might mean by optimal model, it seems to me. 

SHUrORD. That applies whenever anybody calls anybody else's behavior rational or 
irrational. You’re acting as a god, using your utilities and probabilities with 
respec to the other person. Quite frankly, we do not have optimal decision 
theorie ; for many complex situations. The basic concept is okay, but working 
out the model is something else again. 

EDWARDS. This point could go too far in the other direction. To imply that we 
have no basis for speaking about optimal behavior is, I think, to carry permis¬ 
siveness too far. I would be content to dispute as vigorously and as long as 
necessary to assert that, for example, intransitivities are non-optimal, and if 
somebody comes up with an intransitive preference structure and asserts that it 
is optimal, I will invite him to define his assertion and proceed to take away 
all the money he owns. If he prefers A to B, B to C, and C to A, and will pay 
me a little each time to take away one and give him the one he prefers, we can 
go around the circle indefinitely until he is bankrupt. I just don't think that 
is optimal. 

LANZETTA. It is not optimal if I have to choose them simultaneously; but if I do 
it in succession my utilities might change. If I have had A, I may prefer not to 
have A again, therefore the next time around, I would get an intransitivity 
because my preference or utilities have changed. 

EDWARDS. I think you are agreeing with me because you are saying that your 
preferences should not be intransitive unless your utilities change, which is to 
say you agree that intransitivities are undesirable. You don't want a stable 
permanent structure which includes intransitivities. 

LANZETTA. I am implying that you can't evaluate what you mean by intransitivity, 
other than mathematically, unless you assume simultaneous choice. The term has 
no meaning for successive choices. I am never intransitive in that at any one 
moment I do prefer one to another, or I'm indifferent, period. But as soon as 
you have successive choices, then the concept of intransitivity, in itself, 
implies the notion of a stable utility scale. Otherwise, the term has no me;ning, 
so I think I would turn your argument right around the other way. 

BERLYNE (To Edwards). Is your point that intransitivity, as such, is undesirable, 
or is it that if somebody has an intransitive structure, you can always beat him 
in some kind of gambling game? Suppose you have the situation of an art dealer 
trying to buy a picture, and it so happens when he is shown Pictures A and 3, he 
prefers Picture A, and so on. You can have intransitive preferences, because the 
preference depends on the pair that he is shown. 

EDWARDS. My point is simply that any intransitive stable preference pattern makes 
you so vulnerable to anyone who would Like to exploit you, that if you have one, 
you darn well better keep quiet about it. 1 don't think, in other words, that the 
two thoughts you were suggesting that I might be entertaining are independent of 
one another. The fact that it's undesirable in a gambling game is only one of 
many good reasons not to have intransitivities. 
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T$ÂatÍoÍh™kcaÍ Êiv^sÍbjecÍnrord.rtoT d"'0 What °f additio“l 
in the instance of intransitive choices, if su^h intrlnsitiviti« ^ e?aïïiple’ 
to then, do they still remain, or is there some revisÍôn Òf tÍ. rhM* P01r,t'd °Ut 
Or in making a decision to buv an automnhíio ; reviSi°n the choice pattern? 
young lady in the evening ¿Z does not r^!’ ÍL"' P°lnt OUt thdt th' ^vely 
a Cadillac, that it costs a great deal to Veen^e ever^ iord* or if th®y prefer 
remain? It occurred to me Zn Dr Ed-Ird. ^s t^W ChOÍCeS stl11 
all of us are rational, most of us vould like to f“1"8 ear1^1’. that while not 
perhaps the rationality of human bei ne?/; c / rational. and that 

that is given information to aid r«ionaHty ?h"y wÔuïd a'ttai""8 h3'10"31 and 
say that those who arpue for hum*n * : 6y ouId attdln such states. Ifd 

instances where irrationality is consciously Z d^nberlt^^p^f^ed!0 Sh<>“ 
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PR£- AND POSTDECISIONAL PROCESSES OF THE "FUNGUS-EATER"* 

Masanao Toda 
Harvard University 

but oí Îüfï 0n th,; pre' rd PostdecIsional processes, not of humans, 
but of robots called fungus-eaters (see Toda, refs. 1,2). Fungus-eaters are the 
robot miners working on a planet outside the Solar System to pick uranium ores 
while sustaining themselves by eating wild fungi growing on the planet. This is 
obviously a science-fiction stuff, and there are two reasons why I like a science- 

t^e.St®gf netting for my Investigation. First, the stage Is used to run 
subjects in decision making games, just like one runs subjects in war-like setup 
or stock market-like situation. But I like science-fiction type stage more than’ 
anything else, since there in Outer Space we are free. I can set up any kind of 
environment I like there, and fortunately, the present-day subjects are usually 
ready to accept any image of Outer Space with a certain sense of reality as far as 
it is described to them with a sufficient realism. The second reason is that, in 
science-fiction, we can not only design environment but also man himself in a form 
oi robot. So, the both ends--organism and environment--being theoretically cleaned 

It 2 Ti n / v° derÍVe’ at 1CaSt in PrinclPle. * rigorously formulated 
theory of behavior. You may wonder what is the use of this; it is a theory of 
robot s behavior and not of human behavior. To answer this question, just 
imagine you have a model of man. Any model of man is not man himself. And if the 
model is really good, then you should be able to design a robot according to the 
mode 1. ° 

At p^esent sta8e> however, the focus of my theoretical attention has not 
yet reached the point of aiming at a plausible model of man. Both of my 
fungus-eaters and the kind of environment I am assuming are so simple that there is 
little element of simulation. But my primary attention is on the clarification of 
some of the basic concepts in psychology. For example, the questions like "What 
is perception. 'What is learning?" and 'What are the functional relationships 
etween perception and learning?" have been discussed many times by many 

psychologists, but these issues have inevitably been trapped in the imnense 
complexity of human being and the human environment. But there is a hope that 
these questions can be answered in the neatly defined small world of fungus-eaters. 

*This work was done during the author's visit at the Center for Cognitive 
Studies, Harvard University, and was supported (in part) by a grant No. C-16486 
from the National Science Foundation. Preparation of this report was supported by 
a research grant No. GS-114 from the National Science Foundation. The author is 
indebted to Dr. George A. Miller and Dr. Paul A.Kolers for their valuable 
suggestions. 
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Of course, the perception of fungus-eaters could not he the he 
beings, but if we know how fungus-eater's perception is functionally related to the 
fungus-eater's decision making, there is a good hope that we use this as a heuristic 
model. The type of question I will raise today is; "What is decision making, after 

all?" As far as I know, this question has never been asked very seriously. 

Let it*, begin with a simple set of assumptions about a single fungus-eater and 
its environment. The assumptions may be modified when neccss ty arises. The basic 
set of assumptions about the environment of the fungus-eater is as follows; 

(1) Uranium ores distribute at randcm on the surface of the planet Taros. 

(2) Fungi of identical size grow at random on the surface of the planet 

Taros. 

(3) The land of Taros is entirely flat. There is nothing that disturbs 

fungus-eater's travel or object-detection. 

The basic set of assumptions about the fungus-eater itself is as follows; 

(4) The fungus-eater is so programmed as to maximize expected utility. 

(5) The fungus-eater has a computer of a finite capacity, called the 

bVLLn-COrrputeA, by which expected utilities are computed or estimated. 

(6) Each uranium ore has a utility proportional to its weight. Utility is 

additive. 

(7) Fungus has no utility. 

What the assumptions (4) through (7) mean Is that the fungus-eater 1. a 
uranium miner and nothing else. Its efficiency as a uranium miner solely depends 

upon the efficiency of the computer installed in it. 

(8) Fungus is the only energy source for the fungus-eater. When the fungus- 
eater reaches a fungus, it picks up the fungus and stores it in the 

stomach. 

(9) The fungus-eater can travel in any direction at a constant speed It can 
( also stand still. When it travels, the fungus storage is consumed at a 

constant rate. The distance traveled with the consumption of a single 

fungus is taken as the unit of distance, and is called one 

distance. 

(10) The brain-computer has a number of routines, one of which «n be run .t a 
^ tlme when any of the routines Is run, a certain amount of fungus Is 

consumed for the run. The amount of fungus consumption generally varies 
from routine to routine. When the brain-computer Is run with any ot the 

routines, we will say that the fungus-eater is thinking. 

iin The fungus-eater has a sensing device by which it can detect any uranium 
(U) ?re « fungus within a seml-clrcular area of radius « £»t. with th. 

current position of the fungus-eater at the center. The area will be 

called the fungus-eater's v-cAuat ¿teca. 
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Before entering into the theory, I ought to give you some explanation as to 
why I do not give any utility to fungus even though the fungus is the only energy 
source for every activity of the fungus-eater. Also there is another question which 
is relevant to the same problem. Somebody suggested that 1 drop uranium from my 
fungus-eater scheme, and make the fungus-eater an entirely survival-oriented 
mechanism. And he added "It's more realistic." Is it? Is human being a 
completely survival-oriented organism? If so, nobody commits suicide, and further, 
there would be no hero in the battle, no political fanatic who does not spare his 
life for the glory of the ideology he puts his faith in, and there would be no 
tragic lovers like Romeo and Juliet. And if these were all true, we would have more 

peace in the world. 

After all, I think that by having uranium in this fungus-eater scheme we 
obtain more descriptive power of the scheme when it is applied to any closed real 
human life situation. In a closed real life situation, there are means and ends, 
and also some objects which are means and ends simultaneously. Any objects which 
are ends are represented by uranium in the fungus-eater scheme, and objects which 
are means are represented by fungi. Objects which are both are represented by a 
certain combination of uranium and fungus. If one takes a combat situation as a 
closed situation, one may consider that the victory of the combat is the only 
uranium in the situation, and the occupation of a bridge, a house, a hill, etc. 
may be considered as fungi of different sizes at different locations. 

But if one still insists on having a survival-oriented mechanism, although I 
think this is a foolish idea, one can get it without any revision of the above 
assumptions. One need further to assume only that uranium distributes everywhere. 
Then, maximizing expected utility (or, maximizing expected amount of uranium 
exploitation) is equivalent to maximizing the length of its life. So, this 
assumption of ubiquitous uranium makes a survival-oriented fungus-eater as a 
special case of generally production-oriented fungus-eater. 

Now the question why fungus has no utility. The answer is simple: Because 
we don't need it. Even if fungus has no utility, the fungus-eater will prefer 
fungus to uranium when it is hungry, since saving life is ordinarily a better way 
of maximizing expected utility than collecting a small amount of uranium and 
killing itself by starvation. Now, imagine that a decision making theorist 
observed this kind of preference of the fungus-eater. Then he would conclude that 
the fungus has a greater utility than the uranium according to the traditional 
interpretation of the situation. And further, he would get the law of diminishing 
marginal utility of fungus, since it is obvious that the fungus-eater tends to 

become a uranium lover as it gets satiated. 

The problem I want to discuss first is: "Decision making on what?" There 
seems to be no general agreement in decision theories on what the subject is 
deciding. Sometimes the alternatives are Just a set of objects for which the 
subject has an option of taking one. Sometimes the alternatives are elaborately 
specified courses of actions. These views are both unsatisfactory to apply to the 
fungus-eater. The fungus-eater will never go for fungus if the fungus-eater just 
compares utilities of the objects being present and disregards the relations among 
the objects, since fungus has no utility. On the other hand, to take all the 
possible alternative courses of actions precisely specified in every minute detail 
is unrealistic for the following reasons: First, there is an infinite number of 
alternative courses for the fungus-eater's travel even if we confine the specifica¬ 
tion of the courses within the present visual field. And, furthermore, there seems 
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to be no easy rule to reduce the whole set of alternative courses into a 
pleasantly small Unite class. 

So, this numerosity of alternative courses is one of the difficulties of 
having the set of spelied-out courses as the alternatives. But there is another 
reason for my objection, and this might be more important. Consider the following 
case illustrated in figure 1: There is a fungus at B. Beyond B, there are a 
couple of objects in the area C. For the sake of simplifying the discussion, we 
will only consider those courses connecting objects with straight lines, even 
though straight courses are not optimal under certain circumstances. By virtue of 
this illegitimate assumption, however, the infinite set of spelied-out courses is 
reduced to a finite set, since the number of objects in the visual field should be 
finite, and it is meaningless to spell out a course beyond the visual field. Now, 
in the situation like this the reduced set of speiled-out courses can further be 
reduced since any course that goes to the area C first and then comes back to B 
is obviously suboptimal. Then all the spelied-out courses that remain in this fur¬ 
ther reduced set share the characteristic that they all go to B first and then 
branch there. Now, the point is: Should the fungus-eater at A further continue 
the reduction until only one spelied-out course is left which maximizes expected 
utility at A? This is obviously absurd, because, first, the fungus-eater can 
start executing the optimal decision by traveling toward B even though the 
optimal course beyond B has not yet been specified; second, the optimal course 
beyond B should be decided at B where the fungus-eater has the better view beyond 
the area C than when it was at A. 

F<quAe I. A dtcíàion ¿¿tuatcon ¿o* í/ie Fiuigca-üUtÁ al 
A. A tiunguÁ ú at B, and othiA objicU 
i^angi and/ofi uAanim 04eA) in thi aua C. 
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Thus, probably redundant decision making activities can be avoided by 
delaying the part of decision which can be delayed, and the redundant activities 
should be avoided since any routine of thinking requires a finite amount of fungus 
consumption. 

Now we can conclude; The alternative upon which the fungus-eater must decide 
at the choice point is not necessarily a fully speiled-out course, but usually is 
a class of courses which are temporarily equivalent, i.e., which overlap at the 
choice point. Let me call this the pÛJicÂpU o{ Oil muUman coiVL&t òptci^iaUion, 

However, here is one unpleasant aspect about this business of minimum course 
specification. Consider the following case illustrated in figure 2: The fungus- 
eater at the position A is fairly hungry, and should eat one fungus to reach the 
area C. At 8 is one fungus, and at 8' is another fungus. The distance between 
8 and 6 is greater than one fut. So, here are two classes of courses between 
which the fungus-eater must decide: "Go to 8" or "Go to 8'." To make this 
decision, the fungus-eater must consider the objects in the area C and their 
positional relations to the positions 8 and 8', even though what the fungus-eater 
must precisely decide is whether to go to 8 or to 8'. But, if the fungus-eater 
must take into account the objects beyond 8 and 8', what benefit can it get by 
making the course specification minimum? Since this question is touching upon the 
most essential part of the problem, we will consider it in a somewhat different 
context where the point will stand out more clearly. 

rígtJít Z. A (UcLiion ¿¿tuãtion io\ the. FunguA-E&UA 
anotiitA at 8', 
inen C. 

at A. A ¿uiufuA at 8, 
and othtA objtcZi in the 

Consider a game of chess. What a player should precisely decide at each of 
his turns is only the immediate move. The decision on the next move can wait till 
the next turn comes up when he knows the opponent's response to his move. And at 
least theoretically, the decision on the next move made after he knows the 
opponent's response should not be worse than the decision made before he knows the 
opponent's response. However, to make a good first move, the player should 
somehow anticipate his next move and his third move and so on together with the 
opponent’s possible responses. My interpretation of this situation is as follows. 
The first move, moving a certain knight to a certain position, say, forms a class 



of plays where a play means a completely spelled-out course of moves, those plays 
which share that movement of the knight to that position as their first moves. 
For this move to be optimal, the class should involve the optimal play, the 
play that maximizes expected utility under the light of the currently available 
set of information. (The expected utility in a chess game is simply equivalent to 
the subjective probability of winning.) Now, if the discovery of the optimal play 
and the discovery of the optimal class which involves the optimal play mean the 
same thing, this principle of minimum course specification is meaningless. 
But in general they mean different things--different in particular in the cost of 
thinking required to obtain the corresponding solutions. For example, the player 
may be able to use the method of elimination to find out the optimal class, e.g., 
when all the moves except one are obviously absurd. In this case, the optimal 
class is easy to find, but the discovery of the optimal play itself may not be as 
easy as that even at the end of the game. Therefore, the very thing that makes 
sense of this principle of minimum course specification is the economy of thinking 

and nothing else. 

One might feel uneasy about the exclusion of the element of time in the 
context of decision making so far discussed. However, the element of time can be 
incorporated, at least as a first approximation, within the concept of the cost of 
thinking. We might plausibly assume that, the more elaborate the routine of 
thinking, the greater the cost, and the longer the time for the completion of the 
routine. Therefore, the fungus-eater has a propensity to avoid too long a pre- 
dec isional thinking even without explicitly introducing the element of time into 
the context. Of course, you can make explicit the contribution of time to the 
cost of thinking if you like, Just by assuming the existence of more than one 
competitive fungus-eater in the world. Whenever a fungus-eater detects another in 
its visual field, it should act quickly, since otherwise the other will devastate 
the land and the first one might be starved. This problem of competitive fungus- 
eaters is interesting, but I will not go into the problem now. 

Now let us return to the principle of minimum course specification. Once a 

local course A -•> 8 is fixed, we may say that the decision is made. Once a 
decision is made, what should follow is the postdecisional process. The essential 
feature of the postdecisional process is the execution of the locally fixed 
course, which we will call the local pAOQ/um. The execution of a local program 
will be completed, of course, if nothing new happens during the period of the 
execution. But as the fungus-eater proceeds from A to 8, its visual field will 
also move toward the same direction, and new objects may be found in the newly 
accrued part of the visual field. Such a new piece of information may or may 
not keep the local program optimal. But to find out which is the case, the fungus- 
eater must think. If it thinks and finds out that the local program under 
execution is still optimal it loses some amount of expected utility corresponding 
to the cost of thinking. But if it thinks and finds out that the information 
makes the local program suboptimal, the thinking might have been worthwhile. So, 
here arises a decision problem whether to think or not to think, and the trouble 
is that if the fungus-eater thinks to solve this problem of "whether to think, it 
might be a double waste of fungus. Take a military situation for example. Suppose 
that a surprise attack on an enemy fortress by a battalion is decided as a local 
program. As the battalion secretly approaches the fortress, new information will 
be acquired from time to time. Each bit of information may or may not make the 
surprise attack suboptimal. The set of reports from reconnoitering parties would 
reveal, if carefully analysed, that the enemy is or is not aware of the attack. 
But if the commander stops the battalion for fear of being trapped each time he 
gets a report, he will miss the optimal time for the attack and lose the battle. 
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But tf he always disregards the reports, he might be trapped by the enemy. 
Probably, the only way out from this dilenma will be to give the conmander, either 
through instruction or through training, a set of rules to perceive each report in 
terms of the amount of "problem" a report may imply. 

In general, the fungus-eater should be provided with this kind of rules, the 
rules for perceiving a problem. Whenever a new object is detected by the fungus- 
eater, the rules are automatically applied to the percept, and the percept is 
classified either as problematic or not. This of course presupposses that the act 
of fungus-eater's perception includes the act of classification of the percept, 
and this seems to be a plausible assumption. Although the cost of perception may 
not be negligille, the fungus-eater must perceive anyway, and the assumption that 
the cost of perception is by and large cheaper than the cost of thinking will be 
realistic. 

Now, if the perceptual classification process concludes with "no problem," 
the previous decision remains valid, and the execution of the local program i¡ 
continued. That is, the consideration of the new information is postponed until 
the execution of the local program is completed. But, if the perceptual 
classification ends up with a "problem," the execution of the local program is 
suspended, and a thinking routine is started to take care of the new information. 
This is then to be regarded as the end of the postdecisional process and the 
beginning of a predecisional process. 

To simplify the discussion, assume that perception consists of classifying 
the information into one of It categories, where n is a constant. Then the rules 
of problem-perception may be represented by a binary function which assigns a 
value, either problem" or "no-problem" to each of the it categories. Now, this 
problem perceiving function can hardly be fixed once and for all f*,r every possible 
situation, since as I have mentioned previously, the meaning of a fungus at a 
certain location varies depending upon how many other fungi are in the field, how 
hungry the fungus-eater is, and so forth. Therefore this function must be 
determined afresh at each decision making and must constitute a part of the local 
program. 

It would be silly, however, if the fungus-eater uses a thinking routine 
precisely to specify this problem-perception function at the time of decision 
making, since most of the n categories would never be used during the execution of 
the local program. Usually, but not necessarily always, the specification of this 
function may automatically be taken care of through the process of predecisional 
thinking. First, there would exist a natural relevance-ordering among the 
percept-categories with respect to the local program to be executed. Any object 
which is newly detected in the general direction of the present travel gives rise 
to little problem, since it usually just reinforces the optimality of the present 
local program. On the other hand, an object found in a direction fairly far from 
the current direction usually reduces the optimality of the present program, and 
therefore, there is a high chance that this means a real problem. Therefore, the 
local program itself induces a sort of importance gradient upon the percept-cate¬ 
gories. What is further to be done for the specification of the function is to 
determine the cut-off points to this natural order of percept importance separately 
for fungus and uranium. 

Instead of discussing the cut-off points, however, we will consider the 
notion of thresholds to problem perception. The absolute threshold to problem 
perception concerning fungus is defined as the ratio of the number of fungus- 
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percepts having the value "no-problem" to the total number of fungus-percepts. Of 
course, as this ratio increases, it is less probable for a fungus-percept to be 
perceived as a problem. The absolute threshold to problem perception for uranium 
is similarly defined. Also, the relative threshold for fungus is defined as the 
ratio of the absolute threshold for fungus to the absolute threshold for uranium. 
This relative threshold for fungus will automatically be determined by how hungry 
the fungus-eater is, since, obviously, fungus provides a more serious problem than 
uranium does when the fungus-eater is starving. On the other hand, the mean 
threshold, the mean of the two threshold values for fungus and uranium, is partly 
determined by the degree of optimality of the local program employed. The degree 
of optimality of a local program will be defined as the difference in expected 
utility between the optimal local program and the next to optimal local program. 
If this difference is large, there is relatively little chance that the optimal 
local program turns into suboptimal by new information. We may say that the 
fungus-eater is confident in his local program if its degree of optimality is great. 
Then, the more confid'ent the fungus-eater is in his local program, the higher the 
mean threshold to problem perception during the execution of the program. Another 
determiner of the mean threshold is the cost of thinking the fu.igus-eater has paid 
to obtain the local program under execution. If the predecisional process required 
to obtain the present program was long and elaborate, a reconsideration of the 
present program might also require similar elaboration, and therefore, it should be 

avoided as much as possible. 

After all, the problem-perception function set to work during the period of 
postdecisional process is usually determined as a by-product of the predecisional 
thinking process, although it is possible that some part of the function is 
precisely worked out by thinking. 

To recapitulate: One of the major characteristics of the postdecisional 
process is the neglect of information. How much and in what way the fungus-eater 
neglects information while it is executing a local program depends upon the given 
situation. When the expected utility is more sensitive to fungus than to uranium, 
stronger attention is focussed upon fungus than upon uranium. When the fungus-eater 
has a strong confidence in the optimality of the local program under execution, 
new information is apt to be neglected. When the thinking routine which the 
fungus-eater must go into by perceiving a problem is expectedly expensive, the 
fungus-eater will generally avoid perceiving a problem. 

Now let me consider the postdecisional processes of important decisions in 
real life situations. To be more specific, let us consider a marriage decision. 
Suppose that Mr. A has decided to marry Miss B. Of course, what he has 
precisely decided upon should be a local program which leads him to the matrimonial 
ceremony. Before making this decision, however, there should have been a long and 
elaborate predecisional process, and he would not want to go into the same process 
again and again. One may point out that Mr. A might have enjoyed his predecisional 
process. He might have. I concede up to that point. But to repeat the same 
thinking process again after he made the decision would not be so happy. Just take 
this for granted. Yet, Mr. A should go into this repeated vacillation and 
indecision whenever he perceives a problem after he gave her the engagement ring, 
since he will willy-nilly receive new information about Miss B while he is 
proceeding toward the ceremony. So this factor of expensive thinking, if taken 
alone, will increase the mean threshold to problem perception. (Of course there 
is no ambiguity about relative threshold. His attention must be focussed upon the 
things concerning Miss B; otherwise he is not taking the marriage seriously, and 
therefore this is not the case of an important decision problem.) Now, suppose that 
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there is Miss C who has been another candidate for his spouse, and Mr. A is not 
very sure about the optimality of marrying Miss B. This will then be a very 
strong factor that decreases the threshold to problem perception. 

There is one more thing to be taken into account here. So far in my 
discussion of the fungus-eater I have extremely simplified the issue concerning 
subjective probability. I assume that the fungus-eater knows every object in the 
visual field with complete certainty, and there is no way of knowing about 
objects outside of the visual field. But in real life problems, subjective 
probabilities play a more essential role, and they are particularly susceptible 
to newly acquired information. The important decision problems one may be 
concerned about in real life are usually characterized by a large variance of 
utilities of things concerned, and therefore, even a slight change in subjective 
probability will greatly affect the expected utility. Therefore, even how much 
Mr. A may hate vacillation and indecision and the accompanying expensive thinking, 
he could hardly get away from them until he finally is dragged to the church for 
the ceremony. 

Now let me proceed to the rollowing problem: What is the difference between 
the predecisional process and the postdecisional process? Postdecisional 
process begins at the moment of decision making and ends with the completion of the 
execution of a local program or with a problem perception. (It is also possible to 
include the completion of the execution of a local program as a special case of the 
problem perception.) Then predecisional process begins with problem perception 
and ends with decision making. In the context of fungus-eater's world, the 
alternation of these two processes is usually enough to describe the behavior of 
the fungus-eater. But if we want to describe the real life behavior process, this 
simple-minded sequential description is hardly satisfactory, but we should 
consider a hierarchical structure of these two processes. That is, as a rule, a 
predecisional process in a higher context will consist of alternating sequence of 
pre- and postdecisional processes in a lower context, and each of these lower 
processes will again consist of the two processes in further lower context. For 
example, consider Mr. A's predecisional process for his marriage decision. This 
predecisional process may start with a lower level predecisional process for 
deciding how to collect necessary infomation about Miss B. When this process is 
completed, i.e., the local program for the informational inquiry is worked out, 
then the local program will be executed as the postdecisional process in the 
lower context. Here, the point is that this postdecisional process is still a 
part of the predecisional process to the marriage decision. Suppose that this 
decision about information inquiry is to ask Mrs. D who is a friend of Miss B for 
information. But this postdecisional process may again be initiated with another 
predecisional process concerning how to get in touch with Mrs. D, and so on. 

Here, then, we run into a difficulty: If both the predecisional process and 
the postdecisional process consist of these two kinds of processes in lower 
levels, then what is the characteristic difference between these two processes? 
The difference is usually obvious in the lowest level, or in an ordinary fungus- 
eater concext. The fungus-eater does not usually move during the period of pre¬ 
decisional process, but it is moving during the period of postdecisional process. 
The same is true for a child who is permitted to take one candy among a couple of 
them. While he is thinking, comparing, and asking questions about the taste of 
each candy, it is predecisional process that is taking place. When he stretches 
his hand and picks up one candy, that is postdecisional process. But orce one 
gets into higher level processes, there seems to be no easy and clear-cut way of 
formally defining pre- and postdecisional processes, although the distinction may 
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intuitively be clear. It would be a useless attempt to define them as the 
processes preceding and succeeding a certain decision making moment, since there 
seems to be no other way of defining the decision making than as the moment when a 
predecisional process turns into a postdecisional process. So, it is hard to 

avoid the whole set of definitions becoming circular. 

Consider an example. Imagine a big boss of a company. He has made up his 
mind to take a certain policy for the company, and he has enough power in hand to 
make such a decision completely by himself. But the boss pretends himself to be 
democratic, so that he convenes an executive meeting formally to discuss the 
policy. The executives may then argue pro and con to the policy, until they all 
know that the boss's decision has already been made. After that moment, the 
opposers to the policy will quickly change their minds, and the meeting will be 
closed with a unanimous agreement upon the policy and with a clean conscience of 

the boss about being a democratic president. 

The problem is: How could the executives know that the boss's decision was 
already made? In other words, how could they know that what the boss was engaging 
in at the meeting was already a postdecisional process, even though he was making 
a pretense of a predecisional process? I think the only clue is the raised 
threshold to problem perception set up in the boss's mind, which may betray itself 

in the way the boss attends to the discussion. 

Now, further suppose that there is a young executive who is green enough not 
to notice the boss's mind. He is bright, and by seeing clearly a grave drawback 
in the policy, he makes a powerful argument. Then this might make the boss suspend 
the decision, and let the boss think over again the adequacy of the policy. Now, 
what does this suspension of the decision mean? Ostensibly, there is no apparent 
change in what the boss is doing, since he is doing nothing yet. But what 
happened in his mind will be described this way. Some new information penetrates 
into his mind breaking the high threshold to problem perception characteristic to 
a postdecisional process. So the boss now sees a problem, and at that moment, 
the total set of his mind changes in such a way that, first, the threshold to 
problem perception is lowered and second, the thinking routine for reconsideration 

of the policy is started. In short, the postdecisional process in the boss's 
mind is terminated and a predecisional process is restarted. 

1 hesitate to use only this informational aspect, that is, the raised and the 
lowered threshold to problem-perception, for the definition of decision making and 

decision suspension respectively. Still, I believe that thev are the best 
parameters for the identification of pre- and postdecisional processes. 

In general, in case of an important decision, the whole decision will be made 
step by step. First, a fairly large class of optimally-looking local programs will 
be selected, and a fairly high threshold to problem perception is set up which 
screens out information relevant only to the discarded local programs. Then the 
class of local programs will be further narrowed down, and the corresponding 
thresholds to problem perception are established. The process will be repeated 
until only one Local program is left out. This moment would certainly deserve the 
name of the moment of decision making if the execution oí the local program 
immediately follows. But sometimes, the local program specifies a certain future 
time for the starting date of execution. In this case, there remains some doubt 
if we may include in the postdecisional process the period running between the 
moment of the final selection of the local program and the moment when the 
execution is triggered, since the threshold to problem perception is usually further 

raised when the execution is actually started. 
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In case of important decisions, and this is one thing that makes the decision 
important, the moment of the triggering execution is often the raiment of almost no 
return. That is, it is often very hard to stop the execution once it is started. 
The major reason for the difficulty of stopping the execution is, I think, the 
inertia involved in the social processes. Once the president of a country declares 
war, a war is started. And once a war is started, even the presidentwho started it 
cannot stop it easily. Sometimes, people who are bad at establishing high 
threshold to problem perception intentionally use this inertia to raise their low 
thresholds. One may tell his family, his friends, anybody else he meets, that he 
will stop smoking. By this he is trying to increase the inertia, since he knows 
that he will soo^ come to doubt the optimality of his decision. 

Anyway, it i easy to simulate this business of inertia in the context of the 
fungus-eater. Just give it a large physical inertia. Then once it starts moving, 
it is hard to stop itself without wasting a large amount of fungus. 
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DISCUSSION or TODA'S PAPER 

CDWA^S (Discussant). Let me get the inevitable and trivial comment out of the 

way first: the fungus-eater doesn’t really look very much like a human being. 

L-^ryone will agree with me there; I can't think of anything less relevant to 

consider, so we can forget that and go on from tnere. 

What is a fungus-eater for? The fungus-eater serves the purpose of system¬ 

atizing and integrating intuitions. If we want to think about behavior or, the 

consequences of an intellectual trait or property, or to examine the joint effects 

of several interacting traits or properties, we can put them together into the 

fungus-eater to see how they fit together. In other words, you might think of a 

fung s-eater as a sort of a projective test for scientists, into which they 

project their own prejudices and preconceptions without perhaps as much as 

immediate threat as if they attempted to project these ideas into the behavior 

of a subject in the laboratory. So I look at the fungus-eater as an inkblot and 

attempt to report to you what I see there. I hope you will recognize these are 

my perceptions, and it is both obvious and appropriate that your perceptions would 
be very different. 

To my mind the most important single thing that I see in thinking about the 

fungus-eater is that at least as much care, attention, and importance must be 

associated with the model of the fungus-eater's environment as with the fungus- 

eater himself. The fungus-eater and his environment interact in a way such that 

the behavior of the fungus eater is strongly influenced by the nature of the model 

for the environment, and it would be almost impossible to think of a fungus-eater 

with exactly the sort of characteristics which Professor Toda has just discussed 

in a radically different environment. Now I think this is just about as true of 

any model I have heard of, I think that all of the models for behavior that we 

live with are also models of the environment in which the behavior takes place, 

fully as much as they are models of the behavior itself. I think we tend to 

ignore this fact sometimes and it is very useful to be reminded of it in some 
dramatic way as the fungus-eater does. 

One reason why we tend to ignore this fact is that we very often tend to 

think of models for behavior in the context of the experiment. We think of the 

environment represented by the experiment as being the environment in which the 

model for behavior makes sense. Well, that is entirely true, and of course, what 

that means is that it is also entirely true that the experiment itself is a model 

of the environment, both in that it creates an environment and in picking out what 

is important and what isn't; by manipulating what is conceivably important, you 

specify what you think is important about the environment. You are creating a 

model and you can expect that your opinion about how the theory ought to go is 

just as strongly a function of that model of the environment as they are of the 
processes in the organism. 

The second thing that I see in looking at the fungus-eater is that the 

informational requirements for survival, or rationality of whatever you conceive 

of the goal of the fungus-eater, are jointly determined by the need for information, 

that is, by the complexity of the environment, and by the computational or infor¬ 

mation exploiting capabilities of the organism. I find myself often forpettinr 
the latter point. 
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It se9ms to roe that one of the things one can state about statistical 

learning models Is that they seam to work a lot better for the simple sorts 

of tasks than for the more complex ones, and perhaps that's because they have 

very small informational requirements and so they meet well with informationally 

very simple environments. 

If I were going to design a competitive brand of fungus-eater to send to 

Taros to compete with Dr. Toda's design, I would want to have him a little bit 

different: as I said it is a projective test. The crucial difference that I 

would have in my fungus-eater is that I would like him to have a great deal 

more computational capability. I would like him, in fact, to have enough com¬ 

putational ability so that he wouldn't have to worry whether he had enough. I 

would also like him to have a capability which the fungus-eater doesn’t have, 

namely, the capability of being bored. It seems to me that many of the 

properties which Professor Toda was attempting to explain in terms of the cost 

of thinking are equally explainable, perhaps even better explainable, in terms 

of the undesirability of boredom. Once you have made a decision, you don't want 

to think it over again. Not because it is expensive or unpleasant to think, but 

rather because it is boring to think the same thing twice. Therefore you don't 

want to go into it again unless there is some good reason to suppose you won't 

be thinking the same thing twice. So that the point of this, is that you get 

much the same sort of behavior in the very simple environment that has been 

proposed for the fungus-eater with either of these two assumptions about what 

Is costly about the thinking process. However, a fungus-eater with more intel¬ 

lectual capabilities would be capable of surviving, doing better I would think, 

in competition with a fungus-eater having less intellectual capabilities. He 

would, of course, still make mistakes because he wouldn't be unlimitedly bright, 

but more importantly because in his reluctance to rethink problems and therefore 

become bored, he would fail to rethink something he should have "rethunk" on the 

basis of new Information that came in; but he wouldn't make mistakes so easily 

the first time. 

I'd like to discuss further the point about the model for an environment. 

It seems to me that a natural strategy for complicating the fungus-eater's 

environment would be to put statistical inhomogeniety in the distributions of 

fungi and uranium. This, of course, would raise serious problems of memory 

capacity and computing capacity. Memory capacity is particularly important 

here because if you have this inhomogeniety, you have to have careful records 

in order to discover what they are so that you can exploit them, and if they 

are complicated then this record keeping may have to be very extensive. Also 

you have to be able to extrapolate; this complicates the computing capability, 

and it seems to me that maybe these complications are exactly the sorts of 

complications that would make the fungus-eater's behavior more like the guide 

through the mountain pass. 

I have two very minor technical objections about the fungus-eater. First 

of all, in connection with figure 1, it seems to me quite clear that it is 

always true that If you are going to go to S first, then the optimal strategy 
is not to decide what you are going to do after you get to 8 until after you get 

there. Furthermore this is rigorously true—this would be true even in the case 

where there Is a greater uranium deposit in C than 8, because for all you know 

there might be an even greater deposit just outside of the field of vision at A. 

So, in view of the fact that that has some probability greater than ¿ero, the 

expected value of sue pending judgment until you get to 8 has to be greater than 
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the expected value of any program which says for sure that you are voinp to Po 

r“uîo” : îr tlringH8- 1 reaiiy think-in oth'- traditional decision theory does pretty well incompassing this fact that vou 
don t want to think about an infinite set of courses of action. 

0í3!Ct^" ÍS that 1 “ Very Pulzl'd hov the funpus- 
M ,î0ing K,g° ? d*cidine whether new infom-ation does or does not 

SOM íiM or ''.“T to "* that in ord*>- decide that, he has to at 
rel>evant'e H. r f< a * c°mPutln8 that th« new information males 
Hraie^’ It íê dÒ° ?V °Ut th° infnation implies in terms of his 
it befS^ tí ?T ? U ter the inf°™âtion comes, he has got to do 

fÍr tÍrn.Í lnfÔ^ÍoíT Y°T ' he d0eS 11 h« do it not only 
hícíníaí^í rr1 'P'"3* but for a11 Possible sets of new information that 

relevance so to SDaàl^iiîo^h*1'!80^ °f attemPtln8 to incorporate thresholds of 
relevance, so to speak, into the local program is going to take a great deal of 
computing capability, probably a great deal more computing capabUity thÍ' f Íe 
just proceeded fat, dumb and happy until the new information actually cIm along 
and then computed it on the basis of it as it came. «ua.iy came along 

You said quite a lot about the fungus-eater but verv lltti* ah«,,«- «-h» * 

attentiorTto tP SOm€finfonnation about and my wife called my Un8US’ 
attention to the existence of a class of fungi called "slime molds". These have 
the interesting characteristic in that they just sit there and vegitate as lone 

an ^ rr Tn00da bUt Íf conditions get fcad enough, they drfw together into 
aïe Ws 2 n proceed to move away into some other location where times 

?U nOW* lf yOU haVe fuin^L like that on Taros, this would place 
some sort of premium on deceptive tactics on the part of the fungus-eater V 

Tot ÏLïV° hi" I0 he alHayS aPP«-ad -ll fed and^hat " he snaked 
up on that fungus, it looked as though really what he was after was uranium. 

rT"T* r1 th!nk tru* that every theory, as well as the fungus-eater is a 

Si t,St¿ “d r “t11 thaï tbiXei dvuí^i. 
of this wind of approach i. that It malas it easiar to intagrat. intuitions. 

I orafií^t^SÍÍl*^1!!?1 ,he fu"Kus-,at«r b. given the capability of being bored: 
i«Ph«w «. 1 °f hlm as having an incapability of being bored. The problem 

íhiXr«Suí L™ CtM.°Íit!:ínííng- ltt " C,,r*fuUy “aly« -hat thi cost of 
f ’^hi5 might be mny factors. Time is one element of the 

thin l* bor«dora ^ay *>« another, and there are probably many other 

»™M;.rVfîiïr •P!¡POXl"*tí?n' 1 think Lt la hast to d.,1 with a .^gíl 
tiwÜ ÛL Î Î’ and “Ie* thin*s ar* cl<>ar. then w. can divid. th. cost of 
thinking into various different variables. 

Let me comment on your more technical points. I certainly agree thet in «-k- 
caa. whan uranium i. by C that th. d.cislon must b. mad. « 8 r.tí” t’hÎÎ « Â 

kind oï *xe*n?in« b,),ond P“1"» 8. Sometimes human beings use e 

w In thi‘ Ca** 1 “ not *,,u'"in* an* •tror in traveling; sometimes, however, a fungus-eater may want to travel to B bat will 
find out that he is off course a certain amount. If the fungus-eater uses a sort 

negative technique to reduce the distance toward the goal, it is a useful 

«íd qu:wt0 r*dT ,h* COSt °f thlnki"6. a"d i" «uch a casa the fûngu. IÎtïr may 

oï îhU ií'ím^r “ÍkÍTÍÍ1’ “i akiP th* la,t °n*- but the "probability^ 

h«ÏÏÎ tí!. X aí C0Ur** W!U b* t0 to 8- and i" ‘hat caíü, na ing this point as a goal and using a negative technique to control the 
direction of movement is, I think, useful. control tne 

95 



About the problem perception function. If the set of courses that the 

funerus-eater has obtained as a solution is not far from another object that he 

detects, this will not be much of a problem; but if the fungus-eater detected 

some object which is very far from the set of courses, this certainly will mean 

a very big problem, so there is a very easy approximation technique to evaluate 

the amount of problems which new information may contain. This approximation 

technique, that the fungus-eater might use, might be cheaper than using rigorous 

calculations to find out each time what the optimal course is each time he finds 

a new object. 

ROBY. It seems to me that there is some danger in this principle; the continuity 

i^Ft of consideration leads you to freeze him right on point A. That is, if he 

is at A, then how does he know that the family of possible paths will take him 
all the way to 8? Doesn't any incremental step from A raise the possibility that 

there will be a new optimal direction other than to 8;’ 

TODA. The problem perception function takes care of that. If the new infor- 

F^Ton is classified as no problem, then he just keeps going in the same direction. 

So, if the threshold is very high, then the fungus-eater just neglects every 

object until he reaches 8. If the fungus-eater is not hungry, and unless the 

fungus-eater has found a very huge amount of uranium in another direction, then 

only in that case does the fungus-eater stop and reconsider. If the uranium 

that the fungus-eater has found is small, he would postpone precise calculations 

until he reached 8. 

ROBY. Does this determine the length of the steps he can go before he starts to 

reconsider? 

TODA. It depends on the distribution of the uranium and fungus. 

ROBY. From A to 8. Does the problem threshold tell him he can go precisely to 

polïït 8 before it is going to be time to start recalculating? What determines 

that distance that he goes? 

TODA. Well, in this case I am assuming there is no object between A and 8. Even 

TTThe fungus-eater had found many objects beyond it would not change optimality. 

This is the advantage of considering only discrete distributions of objects, 

things were distributed continuously that could be a problem. 

LANZETTA. I am curious about this too; are you trying to say that if 8 is far 

out on The periphery, that the problem threshold ought to be higher as opposed 

to when it is one fungus unit distance away? At A he has just ’ 
he has just consumed one fungus to move one more unit. Shouldn t that threshold 

vary as a function of what the distance to B would be? 

TODA. I'm not sure. Suppose that there is only one fungus in the visual field, 

amT~the distance was very great; the fungus-eater would start moving in that 

direction because thire is no other way. But if the fungus-eater found something 

else more attractive somewhere else, then he should change his course. Why he 

goes one way is because there is evidently no other way. 

LANZETTA. Well, he might want to go that way because that's as far as he can go. 

Let* s'Tike the worst assumption, that the first fungus is at a distance that is 

the maximum amount of energy he has available. The problem threshold for that 
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path ought to be very much higher than if the fungus is much closer, so that as he 
approaches 8 if he sees say five fungi out here which he could reach, he ought to 
change his path now and take the five rather than the one, if the energy for it is 
available. 

TODA. The threshold for problem perception is a function of fungus storage. 

BERLYNE. This model is reminiscent of one that Herbert Simon did some years ago, 
a hypothetical rat. He didn't have uranium with a kind of insatiable utility to 
it, however, but rather his prime concern was keeping alive by getting enough 
food. You said you introduce uranium, and didn't make survival the end-all, 
simply because human beings don’t live for survival only. But there is a big step 
between that and uranium, because human beings may not spend all their time trying 
to avoid the calamity of death, but they may, conceivably, spend all their time 
trying to avoid some, other calamity. They may, in practice, find that all their 
time is spen: on avoiding one unpleasant thing if not another. This raises some 
of the most fundamental problems of all with regard to the relations between the 
fungus-eater and the human being. 

TODA, Yes, there is a huge discrepancy between the fungus-eater and the human 
being. But there is little discrepancy between my model and Simon's model. The 
Simon model, purely a survival oriented mechanism, can be attained as a special 
case of the fungus-eater. If you assume that uranium is distributed everywhere, 
since at each moment the fungus-eater can collect a fixed amount of uranium, 
that means the longer he survives the more uranium he can obtain. Also, by 
introducing uranium into this scheme, I think I can get more descriptive power, 
although still not enough to describe human beings. 

BERLYNE. You have allowed for two possible motivational functions, either or 
both of which may exist in human beings; the sort that is designed to avoid 
something unpleasant and therefore is satiable, and the kind that is designed to 
get something pleasant, which is unsatiable. This may be a merit. 

ROBY. Isn't there a point of richness of fungus at which if you assume that he 
can eat as much as he wants and store it, that is, a point at which he pursues 
fungus only, that he can get into a situation in which he can assure himself 
infinite survival? Under these conditions he can ignore uranium completely and 
just pick it up if it is on the fungus' path. 

TODA. The fungus should oe rather sparsely distributed, otherwise, as you 
pointed out, the fungus-eater can survive forever and there is no problem. The 
expected lifetime must be finite, otherwise it is meaningless. 

FLOOR. You noted the difficulty in distinguishing pre- and post-decisional 
processes, and then gave an answer, which in your model is that after a decision 
the range of information to which the organism is open is suddenly restricted; 
between decisions he sees far and the periods between these are such that his 
perception function has a threshold which prevents him from seeing anything 
except the overwhelming. This suggests a sort of cross-breed between the wagon 
master and the fungus-eater. If you make the situation three dimensional, and 
supply the fungus-eater with a ladder, and it costs so many "fungs per rung" to 
climb the ladder, you have a more human-like creature in the sense that he can 
either increase his search for information or not. It is costly to search for 
information: if he climbs the ladder he sees two alpha futs away, but it costs 
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him beta fungs to get up the ladder; but if he doesn't climb the ladder he 

doesn't see two alpha futs away. Now you could say the predecisional process 

is the time when he is climbing the ladder, that is, he is maximally open to 

information. 

TODA. Yes, I agree, and I did essentially the same thing, but I wanted to deal 

with perception. I assumed that there is a different degree of sensitivity of 

sensing devices and also introduced a cost of perception. With these notions we 

can deal with the same problem. 

ROBY. Does he respond to just the semicircle at any one time, or does he have a 

memory? 

TODA. This is another simplification: he should have a memory, yes. 

ATKINSON. Can the fungus-eater begin the predecisional process because there has 

been aproblem percept and continue execution of a previous decision or must he 

stop when the memory moves into the predecisional phase? Can he act and think at 

the same time? 

TODA. Well, that’s how you assume the fungus-eater to be. As far as my set of 

assumptions are concerned, there is no element of time. So in that case the 

fungus-eater should stop and reconsider the problem when he perceives it. I 

think it is much better if time actually means nothing. If time means something, 

then thinking while moving should be much better than stopping and thinking.. I 

think this is a very interesting problem, but I haven’t paid too much attention 
to it yet. 

EDWARDS. It just occurred to me that if the fungus-eater is going to have a very 

IxmlTed memory, he needs to have a strategy whereby he does a thorough job of 

eating all the little fungi as well as the big ones as he moves along, because if 

he can't remember too well where he has been, he can't afford to get lured back 

by a few small pieces of fungi or uranium into the fungus and uranium poor areas 

that he has already been through. He will have to do a much more thorough clean 

up job. So you have a tradeoff here between how serendipitious he can afford to 

be about going after the big payoff and how much record keeping he does. 

FLOOR. Going back to the possible inhomogeniety of the distributions, suggested 

by Dr. Edwards, it seems to me that the value in information per rung in the 

ladder depends upon the existence of homogeniety. If he has a homogeneous 

environment, he is not likely to benefit much by climbing the ladder. On the 

other hand, if there are big mountains to be seen over behind the little hills, 

then the value of climbing the ladder and looking for big game is thereby 

increased. 

LANZETTA. I wanted to ask a question about the strategy of this approach. I am 

a little unclear as to your thinking about this, whether you started with some 

notion of what would be reasonable assumptions about the nature of the environment 

and then proceeded to try to postulate the minimum axioms, assumptions about the 

organisms in order to account for or to be able to predict survival or efficiency 

in such an environment, or whether the procedure was to postulate an organism 

with certain properties and then proceed to construct an environment which may 

confront this organism. I am really trying to get at your own thought processes, 

as to what is the best strategy in building such models: starting with environ¬ 

ment, starting with organism, or trying to do both? 
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TODA_. I prefer to do both. This in a very unrealistic and simple environment; 

the simple environment tells us something about the organization of fungi. On the 

other hand, if we stick to this kind of simple environment I'd ne^er get to a 

model of man. At some moment you have to start from the human being himself and 

find some place to cross between the two lines of approach. 

LANZETTA. I'll admit there is a certain amount of confusion as to exactly where 

that can ever lead. I could visualize either starting with some very realistic 

assumptions about minimum mechanisms of the organism in the light of what we know, 

and then proceed to ask the question of how much can I tax this organism, given 

these mechanisms; i.e., how complicated can I make this environment, and still 

assure some efficient adaptation of this environment, and ask what sort of 

minimum assumptions do I have to make about the organism. But to do both, I'm 

not quite sure where you could ever end up that way other than to always have an 

organism that meets the environment that you have postulated, and neither one 
really furthering the understanding of the other. 

TODA. My inclination is to start with an abstract, simple environment. But to 

put some complications into this environment, I need some intuitions to make It 

more realistic, more close to the human environment. The other direction just 

serves as a guide as to how to proceed from this simple environment. I just want 

to first do some rigorous thinking about the simple environment. 

FLOOR. You mentioned earlier that you have given some consideration to including 

another fungus-eater. It occurred to me that if the fungus-eaters clean up all 

the fungi at a given location, that they could very easily work themselves into a 

prisoner's dilemma situation. That is, if two fungus-eaters get together to 

exchange information about where there is no fungus, there would be a greater net 

mutual gain if they both told each other the truth; yet the fungus-eater that 

lied first would get all the fungus and all the uranium that remains. Have you 

built anything into your fungus-eater to deal with conflicts of this kind? 

TODA. Each fungus-eater is programmed so as to maximize its own expected utility, 

soit should get into the prisoner's dilemma; I'm not sure if the fungus-eaters 

would eventually overcome this dilemma and begin to cooperate with each other. 
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ATTENTION, CURIOSITY AND DECISION* 

D. E, Berlyne 

University of Toronto 

My task is to discuss the bearing on predecisionai processes of recent work on 
attention, exploratory behavior and related topics. This work has been carried on 
mainly within the current of contemporary psychology known as "behavior theory," a 
current whose strategy differs from those that have predominated in decision theory 
so far. 

Most existing decision theory is the fruit of two approaches. Some of it, e.g, 
Wald's theory of statistical decision functions (ref. 30), consist of highly 
abstract models of the decision processes, fitting a wide range of situations but 
severely limited in the aspects of those situations that they can reflect. They do 
not pretend to take account of all the factors that can influence decision-making, 
and they do not aim to answer all the questions that could reasonably be asked 
about the decision process. Many of them, being normative models, are concerned 
solely with one question, namely, which decision is optimal. 

The other prevalent approach, exemplified by some computer-simulâtion programs, 
produces powerful and detailed models for extremely specific and circumscribed sets 
of situations, frequently chosen for their tractability rather than for their 
inherent interest. The hope of their originators, which must remain a hope until it 
has been fulfilled, is that they can be adapted, through progressive addition of 
parameters, to encompass an ever expanding range of situations and a fuller and 
fuller collection of input and output variables. 

Behavior theory, in contrast to these approaches, aspire* after a conceptual 
scheme that will subsume as many known aspects as possible of a* aany psychological 
phenomena as possible and, above all, make manifest their interrelations. Its 
unmistakable drawback is its painfully gradual advance towards quantitative exact¬ 
ness. It is not inimical to the other approaches but must, on the contrary, aim 
eventually to merge with them. Meanwhile, it can interact with them and, at times, 
exert a corrective influence. 

Behavior theory adopts the view that complex processes are best approached 
through concepts and principles derived from the study of simpler processes, 
including those found in lower animals. This view is often facetiously confused 
with the view that there are no important differences between the simplest animal 
behavior and the most complex human activities and that investigation of the former 
will supply all the principles that are needed to account for the latter. It is, 
however, quite possible to avoid this untenable position and yet to believe that at 
least some of the principles that govern simple phenomena must have a wide applica¬ 
bility. This belief is not only plausible in itself but borne out by the history 
of other sciences. Quite apart from principles, the study of simple phenomena can 
always yield questions to guide the examination of more complex phenomena. 

The preparation of this paper was facilitated by a grant-in-aid for research in 
the behavioral sciences from the Ford Foundation. 
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Perhaps the moat Important questions about decision processes that the study 

of simple learning can prompt us to consider and that current decision theory tends 

to overlook are genetic questions. It is conmonly recognized that a particular 

decision process is not an isolated event but occurs in a temporal context. 

Decision theorists have paid attention to the fact that a decision has repercussions 

on future events, that it may result in the necessity of further decision, and that 

it may bias subsequent decisions in particular directions. For one thing, one 

decision usually supplies informatJon on which subsequent decisions can be based. 

Less attention has been paid to the antecedents of a decision process. The 

decision theorist generally begins at the point where the decider is in possession 

of some information relevant to an outcome, a set of possible decision, and a 

determination to select one of them within a finite time. It is worthwhile going 

back a few stages and asking how he acquired all these. It is especially worth¬ 

while to ask what conditions determine when and how energetically an organism will 

embark on the preliminaries of decision making, which means Inquiring into motiva¬ 

tional factors. 

The behavior theorist will be inclined to carry the process of tracing back 

still further. He will be dissatisfied with a theory that describes, however 

fully, the way in which an organism makes decisions. He will want to know how that 

organism came to acquire this or that decision making procedure. This means asking 

questions about natural selection, heredity, maturation and, above all, learning. 

The behavior theorist does not feel that he has understood decision making until 

such questions have been answered, but the same questions must also be of concern 

to anybody who wishes to change decision making procedures so as to bring the actual 

decision nearer to the rational decision. 

All this is by way of introduction to the point of view from which attention 

and exploratory behavior is to be considered and to some of the directions in which 

decision theory may benefit from a junction with behavior theory. We shall not be 

able to review all that behavior theory might contribute to the study of decision 

processes, and, in concentrating on the notion of attention and exploration, we 

shall, in fact, be taking up matters on which there is relatively little to be said 

with confidence so far, since their systematic investigation has scarcely begun. 

INFORMATION-COLLECTION AND INFORMATION-REJECTION 

In order to view the phenomena we are discussing in biological perspective, we 

must first relate attention and exploration to the requirements of adaptation. 

Biological adaptation certainly fits Wald's description, (ref. 30) of a 

"statistical decision problem". There is a space of parameters characterizing 

states of the world that affect the consequences of what the organism does. The 

organism selects responses from its repertoire of behavior in accordance with 

stimulus events whose probability distributions vary with the world-state para¬ 

meters, and any rule by which the organism selects its responses must entail a 

certain risk depending on the values that these parameters assume. 

There may nevertheless be advantages in using a language that is somewhat more 

general and more closely in contact with present-day psychology, namely the 

language of information theory. 
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Mon ™3ÍJríterS ?" ryC™Cal Ülíormatlon theory »“ve concentrated their atten¬ 
tion on the tranamisaton of information fron external environment to behavior lust 
at, accounts of biological adaptation have commonly stressed the necessity for*res- 

i±th external stimuli. Some have even tended to ass- 
ume tacitly that the degree of adaptation increases with the amount or proportion 
of sensory input information that is transmitted. P 

.., Il h°Wevfr» be better to express things rather differently. We assume 
that the organism has an ensemble of response-classes,one of which is being peA- 

furtiwsr arh^yrítme,<9° ^ itS oi OZOMtnct . We assune, 
further, that there is an ensemble of response-classes, one of which is Optimal 

therLenefl^ * l°r ^ ^ °6 b^9 optimal. Adaptation is 
then seen as a matter of maximizing the degree of correspondence or statistical 
association between optunal fl&AponAM and actual JiaiponAU or, in other words, the 
informational permeability" or "information-theoretic effectiveness" i.e., the 

ratio of rate of information transmission, R, to input entropy, H{XJ (see ref. 22, 
p# 4 ) of the channel connecting optimal with actual responses. 

., . p118 wal °f looking at things draws attention to two aspects of the process 
that have not always received the emphasis that they deserve. 

H an iN r®lated to the fact that the amount of information about (i.e.. 
tiansmitted from) the optimal response in the present stimulus situation may be 

although additional information, making possible a much greater 
approximation between actual and optimal responses, may be obtainable through pro- 
cedures that are within the organism's capability. This fact is recognized8in 
WaU s theory of sequential decision functions, since he allows the decider a 
choice between making a terminal decision and deciding to “continue experimentation" 
in order to assign values to additional variables of the "stochastic process." 
The organism is thus not obliged to content itself with the information provided 
by its present environment but may act to change the stimulus field so that un¬ 
certainty about the optimal response is reduced further. 

The second point is complementary to this last one. Not only must the organ¬ 
ism seek some of the information that it needs for the specification of the 
optimal response outside its present stimulus field; it must discard most of the 
information that its present field offers. 

It must do this for at least two reasons. The first, which has often been 
?íüfUS9Qx’ the limited channel capacity of animal organisms. Sherrington 
(ref. 29) compared the raanmalian nervous system to a funnel, pointing out that 
efferent fibers are five times as numerous as efferent fibers, with the result 
that afferent processes must compete for control over the final connon path. The 
advent since then of information measurement has shown the occlusion to be even 
more severe,since the influx of information through receptors is calculated to 
exreed the output of information through effectors by over 100 times (ref. 20). 

inf™!*!?6 Í8* hoVeveí* aether reason for not transuitting most incoming sensory 
information, namely that it would serve no function to do so. Most of the infor¬ 
mation contained in the external stimulus field does not come from the optimal- 
response ensemble. It does not help to identify the optimal response. As far as 

e channel linking optimal and actual responses is concerned, it is noise, 
electing information to discard is thus no less vital an aspect of adaptation 

than taking in information that ought to be transmitted. 
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MLCHANÍSMS OF INFORMATION-REJECTION AND INFORMATION-COLLECTION 

In the higher animals, there are two sets of mechanisms devoted to the task of 
rejecting superfluous information. 

The first comprises processes that come under the heading of "attention". 
These are processes that block information coming paAticutãA K&CZptOHA, and 
recent neurophysiological research has caught sight of several of them (see ref. 7, 
ch. 3). It has revealed the existence of corticifugal fibers that can evidently 
suppress activity in sensory pathways and prevent it from reaching the cerebral 
cortex. Such suppression has been demonstrated in all the principal sensory modal¬ 
ities, and it can apparently intervene at various levels in the peripheral nervous 
system and brain stem. 

This filtering process selects among stimuli from different sensory modalities. 
There must, however, be other processes that exercise a more subtle selection among 
items coming along parallel paths from the same modality, and these must presumably 
be brought into play after the sensory areas of the cortex have been reached. A 
number of writers (e.g,, refs. 1, 3, 23) have drawn on available anatomical knowledge 
to speculate how this might occur. 

Attentive processes not only determine which stimuli shall exercise control 
over overt behavior. They also determine what items of incoming information shall 
be stored, since "attention in performance" is supplemented by "attention in learn¬ 
ing" and'^ttention in remembering". It was shown in Pavlov's laboratory that, if 
two conditioned stimuli are presented in combination and then followed by an uncon¬ 
ditioned stimulus, only one of them will later be found capable of eliciting a con¬ 
ditioned response, the other having been "overshadowed". And studies of remembering, 
as well as everyday experiences, show how "incidental remembering", i.e., remember¬ 
ing of events that were perceived but did not occupy a focus of concentration, occurs 
but is extremely limited in extent. 

The second set of information-rejecting devices selects among properties of 
stimulus patterns and comprises what is usually discussed under the headings of 
"stimulus generalization and discrimination", "selective perception", and "concept 
formation". The word "attention" is sometimes used in connection with processes of 
this type, but it is more conducive to clarity to reserve it for processes that 
select among stimuli exciting different points on the sensory surfaces and to refer 
to these other processes as ,,abAtAactionn. 

Abstraction places behavior under the control of stimuli possessing properties 
that prior learning or natural selection has shown to be correlated with properties 
of the optimal response. They thus involve responding alike to, and thus treating 
as equivalent, a large variety of stimulus patterns with some biologically or moti¬ 
vationally important property in conmon but distinguishable in other respects, which 
ara ignored. The equivalence classes that are formed in this way will vary with the 
organism's motivational condition, but, since their members can always be differenti- 
ated , their formation implies a failure to transmit some of the information receiv¬ 
ed by the sense organs. "Selective remembering" exercises an analogous selection 
among features of remembering events. 

Attention and abstraction can only reject Informatioi, since, although they may 
be said, and often are trnid, to facilitate the reception of certain stimuli, they 
tre confined to the information that reaches the sensory surfaces and can thus 
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do no more than block some of it and permit the remainder to proceed further. 

The processes that subserve Information-collection, on the other hand, contri¬ 
bute to information-rejection at the same time. They can be divided into liplOHã- 
to\y activities and epútcmic activities. 

The function of exploratory responses is either to expose the organism to 
stimulation from sources that were not previously represented in the stimulus field 
or to augment stimulation from sources that are already active. This will gener¬ 
ally mean affording access to new information, although it is doubtful whether 
informaticnal properties of stimulus patterns are the only ones that influence ex¬ 
ploratory behavior. The introduction or enrichment of information coming from some 
sources will, however, inevitably mean the withdrawal or impoverishment of inform¬ 
ation coming from other sources. Exploratory responses can thus assist the filter¬ 
ing processes of attention in their information-rejecting function. 

Exploratory behavior may take the form of (a) \j¿czpto\~adjlUting HZ&porMlA, 
consisting of physico-chemical changes in sense-organs which heighten sensitivity 
or postural changes which focus sense-organs on particular stimulus-objects; 
(b) locomoton txptonation, which increases the influx of information from particu¬ 
lar objects by moving the whole organism nearer to them; and (c) the residual 
category of AJlVtA&LgatoHy usually manipulator ¢, which effect changes in 
environmental objects such as will make new information accessible. 

Epistemic responses are responses that promote the acquisition of new know¬ 
ledge or, in other words, the storage of information in the form of symbolic 
structures. The principal epistemic activity, which must play a part even when 
other epistemic activities like obàtHvCLtion and CJOlUultatLon are used, is dOltctzd 
thinking, Directed thinking adds to the Information originating in the present 
external stimulus field by supplying information retained from past experiences. 
This information helps to specify the present optimal response because of the 
redundancies that link the present with the past. 

Nevertheless, directed thinking is also a collection of information-discarding 
devices and thus forms yet another aid to attention and abstraction. It forms 
equivalences between distinguishable entities and can, in fact, be regarded as an 
elaborate and laborious means of arriving at secondary or mediated stimulus gener¬ 
alization, i.e., the association of a common overt response with a set of physically 
dissimilar stimulus patterns through attachment of a common symbolic label to all 
of them (ref. 8). 

THE SELECTION OF INFORMATION TO REJECT 

We must now consider the bearing of these phenomena on predlcisional processes. 

The first relatively neglected group of problems that arises centers on in¬ 
formation-rejection, Decision theory regards the decision as a function of the 
"stochastic process", the data available to the decider, as a whole. In experi¬ 
ments on decision processes, the subject is generally exposed to a highly restricted 
set of data whose information content is well within his processing capacity. But 
it is evident that, in any real life situation, the decider's first task is to 
identify which items of available information will be useful and which can be safely 
ignored. There are many experiments, especially in the field of thinking, to show 
how a superabundance of Information may retard the solution of a problem by leading 
the subject to try out fruitless lines of attach. 
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other questions will then be answered correctly. Reynolds (ref. 29) has shown how 
a pigeon may be trained to let either the shape of a figure or the color of the 
background determine whether it is to peck or not, depending on whether a yellow 
or a green signal light is on. Hartsinovskaia (see r«f. 21) has shown how, in 
children aged five or more, the hand with which a motor response is performed can 
be made, by verbal instruction, to depend on the coloring of one or another 
portion of a visual display. 

Finally, attention is particularly vulnerable to capture by stimuli, regard¬ 
less of their quality or origin, that have properties like novtCty and 
AC¿4. Presumably, when stimuli differ from those that have been experienced before, 
and especially from those that have been experienced recently, or when they deviate 
from established sequences and from the expectations founded on them, they are like¬ 
ly to betoken events with exceptionally cogent claims on motor functions. Thus, 
Poulton (ref. 26) found that subjects who were to write down information received 
through two loudspeakers missed much less of what came from an intermittently 
active loudspeaker than of what can» from a constantly busy one. And I myself 
(ref. 4) found subjects less likely to respond to a visual stimulus of a kind that 
had been present for some time than to one of a kind that had been newly introduced. 

These, then,appear to be some of the chief ways in which the nervous system 
executes a preliminary sorting of the information that is at its disposai and 
picks out the items that are most likely to repay further processing. But after 
this has been done, the final selection will generally have to depend on the 
assaying of successive samples by thinking. If thi. doe*, not lead to quick success, 
the organism may well have to revert to some of the information that failed to pass 
the preliminary sorting. And the resources of exploratory behavior will have to be 
called on if the information already available proves insufficient for the design¬ 
ation of a terminal decision or if it is recognized from the outset as insufficient. 

EXPLORATORY AND EP1STEMIC BEHAVIOR 

Both conmon knowledge and accumulating experimantai evidence attest that, 
while the strength and direction of exploratory and epistemic behavior are 
susceptible to the influence of many factors, both external and internal, they are 
preponderantly governed by one group of variables. These are the variables that 
I have called "collative" variables, since their values depend on collation of 
information from several sources, whether simultaneously or successively active 
(refs. 8, 11). Collative variables include novelty, surprisingness, complexity, 
ambiguity, puzzlingness, and change. They are conmonly spoken of as properties 
of external stimulus patterns, although they are more accurately described as 
relations between properties of external stimulus patterns and states of the 
organism. 

A spate of research (see ref. 9, chapters 3 and 4), most but not all of which 
has gone on in Russia, has shown that at least some kinds of exploratory behavior 
are accompanied by a wide assortment of physiological processes, involving almost 
every system of the body. The whole complex is known as the "orientation reaction" 
or "orientation reflex", terms introduced by Pavlov. It included changes that are 
now recognized as indices of increases "arousal", and the currently much discussed 
concept of "level of arousal", which has been identified by a number of writers 
with the older concept of "drive level". Earlier work had shown that the 
electroencephalographic, electrocutaneous and muscular signs of heightened arousal 
also appear when subjects are thinking out solutions to Intellectual problems, 
which means that they are engaged in a form of epistemic behavior (ref. 7, 
chapter 11). 
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A further hint toward understanding the workings of exploratory and episteraic 
behavior comes from the argument (see ref. 6, 7, chapter 2) that collative 
variables entail conflict. By "conflict" is meant the presence of stimulus cond¬ 
itions associated with incompatible responses. The argument is more direct in the 
case of some collative variables, like surprisingness and ambiguity, and more 
speculative in the case of others, like novelty and complexity. It is, however, 
supported by a number of experiments, in which situations that clearly involved 
competition between mutually exclusive motor activities or between performance and 
inhibition of the same responses, give rise to exploratory behavior ( ref. 7, 
chapter 4). There is, moreover, evidence that the intensity of the orientation 
reaction is influenced by conflict (ref. /, chapter 7, and ref. 9). 

A picture may thus be tentatively sketched out as follows. Some forms of 
exploratory behavior and most forms of epistemic behavior are prompted b/ a state 
of heightened drive or arousal that we call call "perceptual curiosity" or 
"epistemic curiosity", as the case may be. The use of the terms arousal and 
"drive" implies that: (1) there will be an increase in the indices of arousal, 
including heightened motor activity and expenditure of energy; (2) there will be 
an increased probability of exploratory or epistemic behavior aimed in particular 
directions; and (3) conditions that remove or attenuate the state in question will 
be able to reinforce instrumental responses. 

It seems that these curiosity states are generated by conflict due to 
vullative rroperties of external stimulus patterns in the case of perceptual 
curiosity and due to discrepant symbolic response-tendencies (beliefs, lines of 
thought) in the case of epistemic curiosity. It seems, furthermore, that these 
states can be alleviated through the reception of information furnished by 
sensory processes and by symbolic formulae respectively. 

The strength of curiosity is assumed to vary directly with the degree of 
conflict, which is, in its turn, held to be greater (1) the more numerous the 
competing responses-tendencies ; (2) the greater their total absolute strength; 
(3) the nearer they come to being equally strong; and, in situations where 
partial incompatibilir/ may occur, (4) the greater the degree of incompatibility 
between them. There is some evidence for an effect of each of these on reported 
epistemic curiosity (refs. 5, 7, 10). 

A close relation undoubtedly exists between this conception of conflict and 
the information-theoretic concept of "uncertainty" or "entropy". When a subject 
has a certain degree of uncertainty regarding some impending event, he must be 
holding in readiness behavior patterns appropriate to the alternative possibilities 
that he recognizes, and there must be some incompatibility between behavior 
patterns corresponding to different contingencies. He will thus have a certain 
degree of conflict, and an external observer will have a certain degree of un¬ 
certainty about which behavior pattern he will ultimately perform. 

It will be noted moreover, that uncertainty, as the information theorist 
measures it, reflects two of our determinants of degree of conflict, namely number 
of competing response tendencies and their nearness to equal strength or equi- 
probability, but it does not reflect the contribution of their total absolute 
strength. We must therefore multiply uncertainty by some factor representing this 
"importance factor", i.e., how strongly established the habits are that are in 
competition, how large the gains and losses are that are at stake, how powerful 
the motivation associated with each of thé contesting courses of action is, if we 
are to measure intensity of conflict. 
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Thl§ conceptúalliatlon 1b applicable to the kind of exploratory or eplstemlc 
behavior that results from partial Information about a particular object or event. 
This is the kind of exploration that I have called "Apect^tc" exploration. It needs 
to bé, but Is not always, distinguished from "<¿¿ve*Uve" exploration, which can be 
reinforced by stimulation or information from any souce that is "interesting" or 
"entertaining" enough. Diversive exploration is not preceded by any state that can 
be termed "curiosity". If there is any drive behind it, it must be of a sort that is 
best called "boredom", since the strength of diversive exploration has been found in 
at least some instances to increase with time spent in an impoverished or tedious 
environment (see ref. 11). 

Nevertheless, the factors that make for specific and diversive exploration must 
interact, since collative properties apparently determine how welcome the sensory 
consequences of the latter will be and how effective in reinforcing the responses 
that produce them. 

Another distinction that will be relevant to what follows is that between ex¬ 
ploration or epistemic activity with predominantly irUxinòic and IxtAinAic functions. 
In the intrinsic case, stimuli of concern are indifferent or biologically neutral 
ones, and the stimulation or information that exploration wrests from them is reward¬ 
ing in itself and not dependent on any ensuing effect on non-neural tissues. When 
an extrinsic function is operative, what is sought is information or stimulation that 
will guide a subsequent response with rewarding or punishing consequences of a 
different, nature. The information-gathering processes that are of interest to 
decision theory typify the extrinsic case. 

This distinction, like the other one, is not absolute, although certain problems 
are easier to study in the intrinsic case. The possibility of practical application 
is bound to play some part in many, if not most, attempts to relieve "disinterested" 
curiosity. And, while some of the reward-value or reinforcing power of information 
sought for extrinsic reasons may be attributable to secondary reinforcement, i.e., to 
association with the benefits derived from a judicious terminal daciaion, the relief 
of uncertainty and hence of conflict must make a weighty contribution here also, 

THE STATE OF THE DECIDER 

We must now ask what new aspects of the decision making process are brought to 
our notice by these considerations. The most important of them is undoubtedly the 
Influence of the decider’s state on the collection of information preparatory to 
decision. It seems that the vigor and duration of information seeking activities, 
as well as the directions in which information is sought, depend primarily on the 
subject's degree of conflict and on the nature of his conflicting response-tendencies. 

Now, current decision theory depicts a subject who if offered a choice among a 
set of decisions and gives them all equal and unbiased consideration until he has 
identified the one that available Information favors. But where do the members of 
this set of decisions come from? 

When a subject is contemplating a number of alternative actions, without yet 
having embarked on any of them, each of them must be represented Inside him by a 
fractional response, i.e., a reduced or curtailed version of the chain of neural 
events that would otherwise lead to motor performance. And each of these fractional 
responses must be a product of learning, either directly through having been 
practised in comparable situations in the past or indirectly through inferential 
processes. Even when a set of alternative decisions is presented to a subject In 
verbal form by an external agency, the verbal formulae designating them would have 
no meaning for him unless they appealed to existing habit structures. 

Now, when fractional responses corresponding to a set of mutually exclusive 
actions are occurring in a subject, he is undergoing a certain degree of conflict. 
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It was suggested earlier that degree of conflict is a function of uncertainty multi¬ 
plied by an Mimportance” factor, i.e., the total strength of the competing responses. 
If the responses corresponding to alternative decisions are actually equally strong, 
uncertainty will be a maximum. Incoming information will then increase conflict only 
if it reveals a new possibility of decisions to be added to those already under 
consideration or if it increases to importance factor by augmenting the absolute 

strengths of all the competing responses to a comparable extent. 

It must, however, be unlikely that newly acquired information will increase the 
absolute strengths of the competing responses equally. If this were to happen, we 
should ascribe a motivational rather than an informative function to the stimuli in 
question. And, in any case, if some of the competing responses are better adapted 
to external reality than others, as will generally be the case, newly acquired 
information can be expected to make some of these responses relatively stronger and 
the other relatively weaker. This means that, as long as the subject is limited to 
the original set of alternative decisions, incoming information can only reduce 
conflict in cases where competing responses are initially of equal strength. 

In practice, however, when we have a set of fractional responses corresponding 
to alternative decisions, we can be reasonably sure that previous learning has given 
some more reinforcement and more generalized strength than others. Frequently, one 
response will be markedly stronger than any other, even though its advantage is not 
yet sufficient to tip the scales. If this is so, incoming information has a good 
chance of increasing uncertainty and thus exacerbating conflict, by strengthening 

one or more of the weaker responses while weakening the strong responses, thus 
bringing response strengths nearer to equality^. Conflict can then be minimized 

*T)m «Maura of Information that is ralavaat to curiosity and curiosity reduction is ths 
aaount of inforaatlon transmitted by a |i*en signal, If(í/l. Thi« i« the amount by which 
uncertainty about tha input is reducad by racaipt of a particular output signal, so that 

tjitj) • dUl » wixl^l • -J rU¿i4íífp(*¿l ♦ j íUJí/lfcíjPUjí/l- 

MíiJ can taka on nsgativ* valúas, l.s., uncertainty can soMtiaas be Increased by the 

receipt of a signal. Samson (raf. 27) baa pointed out the fallaciousness of ths belief that 
Information necessarily daerassea uncertainty, praesntlng a counter-esaaple involving a ayates 
with three possible statM. A negativa quantity of traaamittad information can, however, occur 
even where there are only two input possibilities, at witness the following channel: 

X y 

Hera, if if le raoelved, uncertainty about tha input falia from ff|X| • ¢.17 to H(X|i,| • 0.09, 
so that If(gfI • *0.30. If on ths other hind, if la received, uncertainty about the input rises 
from «1X1 • Î.47 «(X|*,| - 1.0«, so that Iflif) • -«.». 

Ths masure lf(i;| is related to but dietlnct from a more widely used measure, "rats of 
Inforaatlon transmission (T)-. T is tha mean or «pactad amount by which input uncertainty is Tuced 00 racaipt of an Input signal, l.s., 1 * WX) - ««(X), when XglXl (equivocation) ■ 

p I i y I I p(*i.li/l PlXilí/l* * em t*k* ^ o"1* non-negative viiuesi for asimple, in the 

channel depicted above, T • I.O. 

For the treatment of motivational aspects of human informâtlon-see.lng processes, such as 
exploration and thinking, it may prove to be a more meaningful measure. 
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^Information that might support less favored alternatives. 

.ii.,.Jrtin8!!r <r"f* ha® 8pok*n of "cognitive dissonanceH in connection with 
situations where a subject has already oommitted himself to a decision and i«j 
thereafter inclined to avoid any information that might raise doubts about its 
correctness. Presumably, the same kind of mechanism can operate when the Rubicon 
has not yet been crossed but its distant bank is alluring. 

To illustrate how a decision theory that neglects these factors may go astray, 
let us look at one of the classical chapters of bad decision making in military 
history, namely the Third Battle of Ypres in 1917. In Wolffs account of this 
episode (t*«f. 31), we read that "Haig, the British commander, was devoted to broad 
concepts in the Napoleonic vein that were no longer appropriate. He wrote that 
...the role of Cavalry on the battlefield will always go on increasing...' He 

conceived of cavalry as the basic instrument of war, to which infantry and artillery 
were secondary. He resisted innovations, and in later years was to deprecate the 
airplane, tne tark, and even the machine gun. He had come to epitomize what a 
renowned French cavalry officer had once said—that 'The British cavalry officer 
seems to be impressed by the conviction that he can dash or ride over anything; as 
If the art of war were precisely the same as that of fox-hunting.'" 

n t e cumbersome language of learning theory, Haig had evidently had responses 
leading to the engagement of cavalry strongly reinforced during his early training 
as a cavalry officer. These responses must have received subsequent reinforcement 
from the high prestige and aristocratic connections that the cavalry arm of the 
British Army enjoyed in his day, as well as a great deal of supplementary strength 
through stimulus generalization from experiences of riding to hounds. 

We should not expect a man witn that reinforcement history to be intensely 
curious, and inclined to wonder, about the usefulness of cavalry. He is not the 
sort of man that would eagerly sponsor commissions of inquiry, compilations of 
impartial opinion, or research projects, on the role of cavalry in modern warfare. 
Insofar as he sought information at all, he would presumably seek out arguments 
and associates that could be trusted to corroborate his predilections and encourage 
plans based on them and he would presumably avoid any conversation or thought or 
experience that might foster doubts. 

PERSONALITY DIFFERENCES 

Besides degree of conflict, we have to take account of several more lasting 
characteristics of the decider's state that must influence quite profoundly his 
manner of preparing for decision. F y 

There must, for one thing, be sizeable differences between individuals In the 
extent to which they are disturbed by a given degree of conflict. Such differences 
in level of drive or arousal would mean differences in zeal for collecting informa¬ 
tion. Furthermore, and perhaps even more important, there are evidently differences 
in the level to which uncertainty and conflict must be reduced before different 
subjects are ready to make a terminal decision. Cohen and his associates (e.g., 
refs. 13, 14) have shown how, in various situations from shooting at the goal in 
association football to driving a bus through a narrow space, some individuals and 
even groups will act with greater risk of failure than others. This is so even 
when subject's estimate of their chances of success are reasonably accurate. 

Ill 



Then, there are differences in relative preference for various ways of 
handling conflict due to collâtive variables, exploratory and epistemic behavior 
being by no means the only devices that can reduce such conflict. A number of 
personality dimensions that have been widely discussed in recent years seem to 
reflect differences of this kind. 

There are, for example, personalities characterized by high "intolerance of 
ambiguity" (ref. 19) by preference for "simplicity" (refs. 2, 15) or by a 
proclivity to "repression" (ref. 19). Persons with such traits apparently tend 
to ward off the effects of ambiguous, complex or otherwise troublesome stimulation 
by selective attention or by avoidance. Those who are low in "intolerance of 
ambiguity", who prefer "complexity", or who are classifiable as "intellectualisers" 
are, on the other hand, apparently willing to face such stimulation and to cope 
with it by means akin to exploratory and epistemic behavior. 

This kind of behavior would seem to be more rational and adaptive. To ignore 
or escape from disquieting stimulation may allay conflict quickly, but its success 
is apt to be temporary, both because the eluded pattern of stimulation may recur 
and because it may continue to disturb through its representations in memory or 
thought. The other kind of reaction means enduring conflict or even intensifying 
it for a while until the situation responsible for it can be rendered innocuous 
once and for all. Nevertheless, a predilection for exploration and epistemic 
activity can be carried to maladaptive extremes, in the form of obsessive doubt, 
insistence on ascertaining pettifogging details, and an inability to act at all as 
long as the smallest residue of uncertainty remains. 

OTHER FUNCTIONS OF STIMULUS INFORMATION 

One of the most serious obstacles to rational decision making in real life 
situations is the fact that the information accruing from exploratory and epistemic 
activities can have functions other than the guidance of the terminal decision and 
the diminution of risk. In the kind of situation envisaged by Wald, the decision 
depends solely on data whose probability distributions determine which decision is 
optimal and how much would be lost by making any other decision. In real life, 
information-seeking activities may very well turn up data that incline the decision 
process in a particular direction and yet are independent of the parameters that 
govern outcomes of terminal decision. According to our information theoretic- 
formulation, the organism's limited transmitting capacity may be glutted with 
information that cannot be traced back to the optimal-response ensemble. 

This is apt to happen because the consequences of exploratory and epistemic 
behavior can be rewarding for a variety of reasons and particular forms of 
exploratory and epistemic behavior can thus be reinforced in a variety of ways, 
not all of which are conducive to rational decision making. 

The first intrusive function of stimulus information is its OutUtle function. 
Incoming stimulation that depicts or symbolizes a desired state of affairs may 
provide immediate gratification through secondary reinforcement or secondary-drive 
reduction. Psychologists of several schools have expatiated on the dangers of 
symbolic substitute satisfactions and especially on the danger that they may 
attract a subject away from the effort and uncertainty of rational action. More 
germane to decision making is the likelihood that autistically rewarding Information 
will deflect a subject from the optimal decision by selectively strengthening a 
mistaken course of action toward which he is leaning. For an illustration, we may 
turn once again to Wolff's book on the Third Battle of Ypres. 
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obt.i„^iro1ftn*pi.nizi»lo:xtf:Lnii0„guiia"c* b- 
made. Moorehead (ref. 24), writ'.- ancth^0"8 d*‘:isIons °nce they have been 

making from the first World War, sí at« th« "n!nTP w °f dÍ8a?trous dacision 
about tha Compiaxities of the modern war of mano.i,vP011 ^aSua l,l*n«.of information 
by land and sea and sky; and the correction of .w re* combined operation 
of the victory of Í945.Í The prosp7 of h.vfn the” “as ‘he basis 
back on must not be overlooked as v.t anlh! arguments of this kind to fall 
work of decision. y,t "0ther soure« detriment to the gr ,und- 

113 



REFERENCES 

U 
1. Anokhin, P. K., Vnutrtnnee Tormoahtnle kak Probltma Fiiiologii (Internal 

Inhibition as a Physiological Prob ica), Ha dg lx, Moscow, USSR, 19507'™ 

2. Barron, F., and G. S. Walsh, "Percaption as a Possible Factor in Personality [ 
Style: Its Measurement by a Figure Preference Test," Journal of Psychology, ; 

Vol 33, pp 199-207, 1952. " ... 

3. Beritov, I. S., Nervnye Mekhanismy Povedeniia 

Zhivotnykh (Neural Mechanisms of theBehavior 

Academy o¿ Sciences, Moscow, USSR, 1961.. 

4. Berlyne, D. E., "Attention to Change," British Journal of Psychology, Vol 42, 

pp 269-278, 1951. 

5. Berlyne, D. E., "An Experimental Study of Human Curiosity," British Journal 

of Psychology, Vol 45, pp 256-265, 1954. 

6. Berlyne, D. E., "Uncertainty and Conflict: A Point of Contact between 

Information-Theory and Behavior-Theory Concepts," Psychological Review, 

Vol 64, pp 329-339, 1957. 

7. Berlyne, D. E., Conflict Arousal and Curiosity, McGraw-Hill, New York, 1960. 

8. Berlyne, D. E., "Lea Equivalences Psychologiques et les Notions 

Quantitatives," 0. E. Berlyne and J. Piaget, Théorie du Comportement et 
Opérations (Etude» éMEpistemologie Génétique, XIl),Presses Universitaires 

de France, Paris» "Rmbo*« i§W. 

9. Berlyne, D. E., "Conflict and the Orientation Reflex," Journal of Experimental 
Psychology, Vol 62, pp 476-483, 1961. 

10. Berlyne, D. E., "Uncertainty and Epistemic Curiosity," British Journal of 

Psychology, Vol 53, pp 27-34, 1962. 

11. Berlyne, D. E., "Motivational Problems Raised by Exploratory and Epistemic 

Behavior," in S. Koch (Editor), Psychology—A Study of a Science. Volume 5, 

McGraw-Hill, New York, 1963. 

12. Broadbent, D. E., "Listening to One of Two Synchronous Messages," Jovraal of 

Experimental Psychology, Vol 44, pp 51-55, 1952. 

13. Cohen, J., "Subjective Probability," Scientific American, Vol 197, pp 128-138, 

1957. 

14. Cohen, J., and E. J. Dearnaley, "Skill and Judgment of Footballers in 

Attempting to Score Goals," British Journal of Psychology, Vol 53, pp 71-88, 

1962. 

15. Eysenck, H. J., Dimensions of Personality, Routledge and Kegan Paul, London, 

1947. 

Vysshikh Pozvonochnykh 
L 

114 



16. Festinger, L., Theory of Cognitivg Dissonance. Row Peterson, Evanston, 
Illinois, iy57. 

17. Frenkel-Brunswik, E., "Intolerance of Ambiguity as an Emotional and 
Perceptual Variable," Journal of Personality. Vol 18, pp 106-143, 1949. 

18. Hemández-Peón, R., H. Scherrer, and M. Jouvet, "Modification of Electrical 
Activity in Cochlear Nucleus during ’Attention* in Unanaesthetized Cats," 
Science, Vol 123, pp 331-332, 1956. 

19. Lazarus, R. S., C. W. Eriksen, and C. P. Fonda, "Personality Dynamics and 
Auditory Perceptual Recognition," Journal of Personality. Vol 19. dd 471- 
482, 1951. 

20. Luce, R. D. (Editor), Developments in Mathematical Psychology, Free Press. 
Glencoe, Illinois, I960. ^ 

21. Luria, A. R., The Role of Speech in the Regulation of Normal and Abnormal 
Behaviour. Liverlight. Hew York, 106Í. 

22. Meyer-Eppler, W., Grundlagen und Anwendungen der Informationstheorie. 
Güttingen, Berlin, lM§. 

23. Milner, P. M., "The Cell Assembly: Mark II," Psychological Review, Vol 64, 
pp 242-252, 1957. v> -- 

24. Moorehead, A., Gallipoli. Hamish Hamiltor, London, 1956. 

25. Newell, A. J., C. Shaw, and H. A. Simon, "Elements of a Theory of Human 
Problem Solving," Psychological Review. Vol 65, pp 151-166, 1958. 

26. Poulton, E. C., "Listening to Overlapping Calls," Journal of Experimental 
Psychology. Vol 52, pp 334-339, 1956. 

27. Reynolds, G. S., "Attention in the Pigeon," Journal for the Experimental 
Analysis of Behavior. Vol 4, pp 203-208, 19617 

28. Samson, E., Information Theory: Questions and Uncertainties. Air Force 
Cambridge Research Center, Cambridge, Massachusetts, 1954. 

29. Sherrington, C. S., Integrative Action of the Nervous System. Yale 
University Press, New Haven, Connecticut, 1906. 

30. Wald, A., Statistical Decision Functions. Wiley, Hew York, 1950. 

31. Wolff, L., Flanders Fields. Viking Press, New York, 1958. 

115 



BLANK PAGE 



DISCUSSION OF BERLYNE'S PAPER 

LANZETTA (Discussant). I think it is fairly clear that the approach Dr. Berlyne 
has presented here this morning is in sharp contrast to those we heard yesterday, 
and I am sure a lot of you would like to raise some questions about it, so I Ml 
keep my remarks to a minimum. In a way, he anticipated a lot of things we might 
say about this approach in his introduction by first pointing out that, in fact, 
it is not incompatible with former normative models that have been previously 
suggested, and also by indicating that we have a long way to go, even within 
behavior theory, before some of the things that he was talking about receive firm 
empirical support. However, I think there were several things of interest in 
this approach that ought at least to be touched upon. 

First of all, I think an issue that has not yet been touched upon in this 
symposium is the question "What is a decision?”. At what point do we say the 
organism is making a decision? We all recognize the continuity between the 
selection of any act and what we call a decision situation, but it is very dif¬ 
ficult to define it exactly. I think that the conflict notion, the notion of 
fractional anticipatory responses, suggests a possible continuum here; that is, 
some of these responses have been, in a sense, preprogrammed due to prior learning, 
so that, in fact, we have such an overwhelming response strength for a particular 
response that the organism does not phenomenally experience anything like hesi¬ 
tancy. There is no delay in the selection of the response. I am disinclined to 
call that a decision situation. This Implies, of course, that there will be a 
continuum of decision situations, which vary in terms of the degree of conflict 
involved in the choice, and the uncertainty measure is one way of characterizing 
this dimension. 

Dr. Berlyne also suggests some of the mechanisms of information collection 
and rejection, and their functional properties. Incidentally, I think the emphasis 
on rejection mechanisms is very important, especially since it is not often refer¬ 
red to in the literature of even the people who are most interested in dynamic 
decision processes. The assumption that the collection mechanism is the most 
important one, is, I think a useful re-emphasis, stressing as it does, that we 
ought also to consider the mechanisms for screening, filtering and rejecting 
information as it continuously impinges on the organism. These mechanisms, I 
think, are fairly interesting. I think what they imply is that, if in fact we 
have a fair amount of data already indicating what sort of mechanisms probably 
characterize the organism in terms of a normative model, we ought to use this 
information in postulating mechanisms. It seems unrealistic and - perhaps this is 
less of a problem than just poor strategy - possibly unfruitful to postulate 
mechanisms for either information collection or rejection which have no basis in 
existing literature. It would seem to me much more fruitful, and possibly leading 
to a much more rapid advancement, if the mechanisms we selected reflected what we 
do know abo it the organism on the basis of prior empirical work. 

I think, in addition, that this approach suggests the conditions which affect 
elicitation of these mechanisms, which is again a point that most of the nonnative 
models do not deal with. Some do, but generally, the point of under what condi¬ 
tion the organism does evoke information search responses is understressed. What 
are the conditions that maintain the search responses, and what are the variables 
that may determine future responses or truncate the process? 
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A fourth thing that I think his approach allows us to do, which most normative 
theories have not formally confronted, is to introduce, in a more natural way, 
emotional states into decision theory. They can be introduced nto normative 
models, usually by postulates of negative utility for outcomes, and also by assum¬ 
ing some effect of either prior or present emotional disturbance states on the 
evaluation of the probabilities, that is, on subjective probabilities. There has 
been some work indicating that such effects do exist, but I think the postulation 
of a conflict mechanisms, or arousal states, allows one to introduce quite directly 
the notion of either prior emotional states or the current emotional state of the 
organism; it also allows one to predict, albeit a little bit, and precisely at the 
moment, what the effects of these emotional states of the organism might be on 

both information acquisition and processing activities. 

I think it is probably apparent to all of us that in behavior theory generally 
there is certainly an understressing of the variables that have been talked about 
quite frequently in normative decision models, that is, such things as cost var¬ 
iables; that they can be introduced is typically understressed in behavior theory. 
I don't think there is any formal difficulty in bringing in these variables, but 
they were not explicitly considered in Dr. Berlyne’s paper. There is some evi¬ 
dence, however, indicating that the cost of these processes themselves, the cost of 
acquiring information, and the costs associated with collecting and screening of 
information, are probably important in determining when these mechanisms get 
elicited and what the conditions are under which they are terminated. Another 
point that I think is not incompatible with behavior theory, but in Dr. Berlyne s 
presentation and in the form they have other than Dr. Roby's, is very much under- 
stressed, is the consideration of exactly what happens to this information when it 
is acquired. What is it modifying; what is the nature of this underlying cogni¬ 
tive structure; how do we describe it; what properties does it have; how is the 
information affected as a function of the properties of the information and 
properties of the organism? Here, again, there is a large amount of information 
from attitude and of opinion literature, which presumably is relevant, but as far 
as I know, has never been codified, and its implications for this problem have not 
been looked into. I don’t know what the implications are; I do know, at least I 
feel, that we need to postulate something more than simply saying that the infor¬ 
mation coming in will modify the subjective probabilities. I don't think we can 
characterize the cognitive structure of the organism in quite that simple a form, 
that is, that he has a probability distribution of some sort and that this is the 
total content of his cognitive structure, in that the modification of it is simply 
a matter of introducing new information which directly operates on the structure 
and in certain determinate ways. In other words, I think another issue, one that 
presumably may be touched upon later, is this problem of the cognitive structure. 

ATKINSON. Dr. Berlyne, you said that the degree of conflict is the antecedent of 
search behavior, and then you pointed out that sometimes the search might actually 
enhance the conflict and thus prolong the search. Now, is the main implication of 
this, for decision theory, that sometimes when the expected utility of one alter¬ 
native exceeds that of another, but the difference isn't quite large, that the 
dominant tendency will, in fact, not be chosen and tnat the decision will not 
occur in this circumstance, but rather that a search will be undertaken? This 
seems to be rather a striking criticism of the assumption that the alternative 
having the highest expected utility will always be selected. This last point is 
the question. It appeared to me Dr. Berlyne said that sometimes when the strongest 
tendency is not sufficiently strong, relative to another tendency, instead of the 
act being performed, a decision being made, there will be a delay and a search 
undertaken which may, in fact, increase the degree of conflict, and change what the 
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decision would have bean in the initial state. One alternative had occurred with 

higher expected utility than the other and, in fact, was not chosen. I wanted to 

address that question both to Dr. Berlyne and also to some of the decision 
theorists here. 

BERLYHE. Of course, I stress the role of conflict not because I think it is the 

only factor that plays a part, but because I suspect it plays quite a large role, 

and it has been neglected. How, the idea is that, all things being equal, the 

motivation to gather information will be maximum when conflict is at a maximum, 

depending partly on the nature of the responses. As Lewin and Miller have shown, 

in an approach-approach conflict there may be a tendency to over-balance in the 

direction of one decision just by chance without gathering information; but in the 

case of more complicated kinds of conflict, such as approach - avoidance, in 

trying to escape from the conflict, the subject traps himself; the further he goes 

in one direction, the more he is pulled in the opposite direction. Now, one of 

the things that can happen in this situation is a search for new information. 

Additional information may reduce the degree of conflict by strengthening or 

weakening one or another of the competing response-tendencies, or it may introduce 

another possibility that crowds out the original alternatives. Of course, there 

are dangers in information-gathering: the collection of information is apt to be 

biased and consequently misleading; we know from the start that we may end up 

convinced that we ought not do the thing that we feel inclined toward at the 

moment. At any rate, the assumption is that conflict must be brought below a 

certain level - one response-tendency must exceed the others in strength by a 
certain amount - before the subject is ready to act. 

BERLYHE. It is interesting to note that when you are in a situation in which you 

have to make a decision with not enough information, that is, you are uncertain 

as to which is the right decision, there is a tendency to supply spurious infor¬ 

mation. There is a good article by 0. K. Moore with special reference to primi¬ 

tive fortune telling and devination devices such as tossing a coin or looking up 

your horoscope; these can provide you with stimuli to resolve your conflict, 

making you do one thing rather than another. This is spurious information, in 

that although it may be biologically adaptive, it doesn't inform you about the 
optimal response. 

EDWARDS. This vacillation and the fact that information can hurt as well as help 

is a very clear property of decision theoretical models of the type we have been 

talking about. Consider a situation of straight choice-reaction time; suppose 

that you're doing a choice reaction-time experiment with two lights and two push 

buttons. You are to push the left button if the left light comes on, and to push 

the right button if the right light comes on; you're supposed to do this as 

quickly as possible, and there are well-defined cost and payoffs for being right 

or wrong, and the cost function is associated with time. If the left light turns 

on most of the time, but not all the time, you may be very willing to press the 

left button with no fear at all. If, on the other hand, you are quite willing to 

do that, and if in fact the right light was the one that turned on, then during 

the time in which you are discovering that it really is the right light, you must 

pass through a period in which you are more confused than you would have been if 

you hadn’t made any observation at all. Nevertheless, under those circumstances, 

observing is indeed the strategy which will maximize expected value even though 
it may not maximize expected value on that single trial. 
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LANZEITA. All of this, it seems to me, implies a postulation of some threshold at 
which "responses get elicited, either in the forced-choic reaction-time situation, 
or in the freer decision situations you're talking about; presumably there is some 
mechanism for initially eliciting the search and for terminating the search. 
Implicit in this is some notion of a threshold of uncertainty at which the 
organism is willing to make the decision, to commit himself to one choice or 
another. If not, continuing to search may increase the uncertainty rather than 
decrease it. 

BERLYNE. Very often, you have to go to a stage of increased uncertainty in order' 
to get to the goal of reduced uncertainty. This is true in many situations. This 
is one of the insights we get from Freud: the postponement of gratification. Very 
often, for example, we are hungry and we have to let things get worse before they 
can get better. We have to wait awhile more, suffer more hunger, before we can 
satisfy it in a more effective way. Perhaps there are better examples in the case 
of fear. 

ROBY. I just want to enter a statement for the record. You used the phrase "even 
thecat". My experience with cats is that they have more intellectual curiosity 
than most of the college students I have come in contact with. 

BERLYNE. Of course, perceptual curiosity. Possibly, epistemic curiosity. There 
Is possibly even a cognitive element; it's too much to say intellectual, but at 
least a cognitive element in the simplest form of animal learning in light of some 
pieces of evidence. 

SHUFORD. I have two comments and two questions. First, you gave an information 
theory 'definition of adaptation, and you said the point of it is that you want 
the distribution of response probabilities to correspond as closely as possible 
to the distribution of optimal response probabilities. As I understand that, 
this leaves out of consideration how optimal the response may be, or any definition 
of risk, or cost, or of utility. For example, it may be that one response is 
optimal 50% of the time, and another response is optimal, say 25% of the time; but 
it may be that the response which is optimal 50% of the time, is almost as good, 
in terms of expected utilities, as the response which is optimal 25% of the time, 
so there is very little to be gained by trying to match them. Things like this 
can happen. You don't take into account just how optimal each of these responses 
are. 

Secondly, you say that each course of action must be represented with the 
organism by a fractional response. This leads into a problem which has concerned 
me, particularly since reading Von Neumann's book. The Computer and the Brain, 
which points out that the mathematics we deal with in theory may not correspond 
to the "mathematics" of the brain. I won't go into detail, but there is this 
problem of taking your models too seriously. Maybe the subject does think of 
alternative courses of action, but I think that it is dangerous to take all 
aspects of decision theory as actually being a process using addition, sub- 
"t rset Xon £ mti,3 tiplication and division within the individual. 

Now, as to the two questions. First, you say that the point of behavior 
theory is to contain explanations of as many variables as possible. It seems 
that the program of behavior theory is to eventually - this is a long way off - 
completely describe all aspects of behavior, taking into account all variables, 
etc. Well, this is a very idealistic goal. But I wonder, if we ever do get to 

the point of being able to explain all behavior and taking into account all 
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variables, whether the theory would be of much use because it would take so long 
to compute or come up with any predictions or anything from such a model? We 
might just as well look at the behavior of the operator or human being because 
the theory isn t serving much purpose. Maybe there's some consideration I'm 
leaving out. Also, you said that the examination of simple phenomena suggests 
the direction of study for more complex phenomena. Let me use an analogy.' We 

a f"k,?alcVlator. and a U"“« 1105. In the 1105 is a proEram for 
addition, multiplication, and subtraction and also the Newell, Shaw, and Simon 
program, which proves theorems contained in Whitehead and Russell. We put things 

We nut rh ^ caJfflato^ and see what we get out and measure the reaction time, 

r/ Sa?e hiüSf,int? the comPuter» and see «hat we get. It turns out that 
thl ST ^ S probably slower than the desk calculator. I don't see how studying 
the desk calculator would ever lead us to discovering this other aspect of the 
computer. K ^ e 

B^LYNE. First of all, the nature of behavior theory. I had to speak a little 
too briefly on some of these points, including the nature of behavior theory. I 
was trying to frame my ideal picture of behavior theory, the kind of behavior 
t eory to which I would like to contribute. I was certainly noî suggesting that 

til ?Hy?0SßiTwdr°P Whatever they are d°ing and turn to this, but some people 
attestsV ' ehaV10r ^heory. as 1 conceive of it, is a sort of theory that 
attempts to encompass and to have something to say about everything that is known 
about behavior today, including everything known about the brain - and quite a 
lot is known now, especially from work done in the last ten years. When you do 
this, you have to do it at a cost. y u 

The second question is certainly related to the first: the role of studying 

thln/JTTT uHOW’ firSt °f a11* 1 am n0t sayinS that y°u can learn every- ’ 
thing you need to know about complex organisms from studying simple ones. A 

rZT i wy°- StUd? SÍTe behavior» Lt wil1 have something in common with 
compieX behavior. Some of the features will apply to the more complex and some 

11 not. It is, of course, difficult to know which, but at least this is giving 

you a starting point. You find out what principles govern behavior beyond condi¬ 

tioning, and then ask yourself which of these principles, if any, (andVesumablv 

TvTfiY6 SOm*l T17 t0 COmplex decisi°n making in a human situation. Even 
you find some of these do not apply, this can be a valuable starting point to 

examine the differences and to explain the differences. At least, this is one 
useful strategy. 

Another reason for this is very important if you are a behavior theorist. 
They are, of course, mostly psychologists the farthest from applied psychology 

oulhtTT T" ara.agaKinSt apPlied Penology but because they balievo somebody 
ought to be doing this thing which temperamentally they'd like to do It means 
t at we are guided by things - that we are guided'by our own culiosity'if yTu 

e. Speaking for myself, I wouldn’t be satisfied with a theory of decision 
making that didn t tell me how this was related to conditioning. I don’t want 
to be told exactly; the cost-payoff conditions don't do it completely; the 
differences tell me that. I strongly suspect it is like the dog in some respects 

f 't.nl ln.other aspects, hut I want to know; at least, tell me how it’s 
re ated. Otherwise, I should say the psychologist hasn't done the job until he 
has answered these questions. That is my reason for bringing in this approach! 

ROBY. I have a comment on the term "simple behavior". This has come up a couple 
of times. Yesterday you brought up the fact that complicated organisms don't 
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seem to react well in simple behavior situations. The point I think I'd like to 

take is that probably, in complex organisms, we are not really getting simple 

behavior. What we have is simple-minded measurements of behavior that is just as 

complex as it is in more complex situations. I think the desk calculator is a 

fairly good analogy, and brings this point out. 

BERLYHE. Yes; the point is very cften made that the human brain, compared with the 

computer, can do many things that the computer cannot; but the computer can do the 

things it can do better than the brain. Many of the things our brain can do inter¬ 

fere with each other, and this is true of predecisional information gathering. 

These processes have, among other things, the function of helping to guide us to 

correct decisions. Unfortunately in some respects, and fortunately in other 

respects, they have other functions as well - for example, bolstering prejudice, 

removing dissonance, making you feel happier - and they get in the way of each 

other. While information gathering in order to find which decision ought to be 

adopted, we may find instead that we are being led in a direction interfering with 

the correct decision because these other functions are having deleterious effects. 

FLOOR. I noted in Dr. Berlyne's talk quite a bit of emphasis on arousal as a kind 

of general property of emotion and motivation. Yet the utility concept is a 

relatively specific one where specific values are attached to outcomes. I also 

note in some psychophysiological writings that there is some emphasis on the 

specificity of the pattern of autonomic responses. The question I’m leading up to 

is this. Did you find, at least within a given individual, a general kind of 

arousal pattern, and secondly, at what point does it occur in, say, a gambling 

situation involving large positive payoffs if you win, and large negative payoffs 

if you lose? Would it occur at the point where the alternative bets are chosen, 

or would it tend to occur where the individual finds out whether he has won or 

lost? 

BERLYNE. The answers to these questions are, of course, only speculative at this 

moment. There has been comparatively little done systematically on the individual 

aspects of arousal. As far as the gambling situation is concerned, it is expected 

that you get maximum arousal when you get maximum conflict. There is a bit of 

indirect evidence for this, at least from some of the studies made relatively 

early on arousal processes during thinking. It has often been found that you get 

maximum arousal when people are figuring out what to do with the problem, when it 

has just hit them and they are wondering what to do about it. In a later phase, 

when they have hit upon a course of action (maybe Dr. Toda's post decisional 

process), and it’s just a matter of going through with it, then arousal seems to 

be reduced. In the gambling situation, I would suspect you would have much more 

arousal. When you have maximum uncertainty about what is going to happen, you 

might get a sort of rise again towards the end, just before you find out the 

answer, due to anticipation and other sources of emotionality. I think this would 

correspond to subjective experience as well. This would certainly be a most 

interesting and fruitful field for research. 

LANZETTA. I'd like to comment that we do have some recent data from our laboratory 

which seems to indicate that at the point at which you present the problem, arousal 

is very high. The organism makes a query and arousal starts going down. Apparent¬ 

ly at some point after the information has been digested, in some sense, it seems 

to jump up again and go down with the next query, in a sawtootu-like function; 

just at the point of decision it seems to shoot up and then drops off, and then 

another peak. We have some data indicating that this seems to track the GSR. 
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It seems to track what is happening in the decision situation, but as you all know 
with the problems of GSR’s, it doesn’t allow you to feel very confident about this* 
kind of result. 

TODA. Dr. Berlyne mentioned that the onset and termination of informât on-seeking 
behavior should be related to the amount of uncertainty. This is not necessarily 
true because sometimes the person may realize that he cannot reduce uncertainty, 
an in that case, when he is certain that he cannot reduce uncertainty, then he 
will stop seeking further information and make the decision. So the termination 
of information seeking behavior cannot be described solely on the basis of un¬ 
certainty, 

LANZETIA. I certainly would agree with that. I would tend to postulate that the 
threshold level is not the only factor terminating search, but that there is some 
expectation of reducing uncertainty by searching, and if the actual search does 
not produce uncertainty reduction commensurate with the expectation, this in itself 
is negatively reinforcing and could terminate the search process. 

BCRlYHC. With regard to the seeking of uncertainty reduction, sometimes we use 
rational language for convenience because it's shorter; but I, myself, am thinking 
in terms of reinforcement. It is not so much a matter of the organism looking for 
information that will reduce uncertainty, but working out what way is the best to 
get the information. In human beings that sometimes is the case, but it's more a 
matter that any response that happens in the past to have been followed by un- 
certainty reduction, and thus reinforced, is more likely to occur. Those are not 
quite the same things. 
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PREDECISIONAL INFORMATION PROCESSES: SOME DETERMINANTS 

OF INFORMATION ACQUISITION PRIOR TO DECISION MAKING* 

John T. Lanxetta and Joan Sieber** 
University of Delaware 

Empirical work in decision making has typically been performed within a 
normative theoretical framework and has generally focused on testing one or 
another of the assumptions or predictions of the theory. Thus, most studies in 
decision making have utilized experimental situations in which subjects are 
provided an "information base" in terms of which they make a choice; subjects 
are not permitted the option of delaying a choice until additional information is 
available or while actively seeking further information regarding alternatives, 
outcomes, or the contingent relationships between alternatives and outcomes, e.g., 
refs. 11, 14, 37. 

A theory of decision making, however, must eventually consider the activities 
of acquiring and processing information that precede decisions; it cannot assume 
and thus leave unexplained the basis for the choice itself. The omnipotent 
rationality of economic man must be replaced by a concept of rationality which 
considers the capacities of the organism for assimilating and organizing infor¬ 
mation, and the information state of the organism at the time of decision (ref. 26). 

Unfortunately, once the boundaries of decision studies are extended to include 
information acquisition and processing activities, a host of theoretical and 
empirical issues are raised. Under what conditions does an organism instigate 
search for information? What variables control the direction and redirection of 
search activity? How does the organism utilize the information acquired, i.e., 
how are tentative decisions generated and modified as new information is obtained? 
What variables control the termination of search and lead to a committment to 
decide? Although research from several disciplines has contributed to an under¬ 
standing of such issues (e.g., refs. 6, 21, 27, 31, 41) we are, on the whole, still 
in the inchoate stages. 

* This research was supported in whole or in part by the United States Air Force 
under Contract No. AF 33^616)-5845, monitored by the 6570th Aerospace Medical 
Research Laboratories, Aerospace Medical Division, Wright-Patterson Air Force Base, 
Ohio, and by the National Science Foundation Grant No. HH-03909-Q4. 

** This is a revised version of the paper presented at the symposium by the 
senior author. Grateful acknowledgement is due Dr. Vera Kanareff for her active 
and invaluable collaboration; to Mrs. Jo Ann Davis for her assistance in con¬ 
ducting several of the studies and analyzing the results; to Dr. Louis Miller and 
Dr. James M. Driscoll for their stimulation and assistance. 
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The research to be reported in the present paper focuses on one of the 

simplest of the variables subsumed under information processing—the amount of 

information acquired prior to decision. Because of the paucity of empirical data 

and theory, the spirit of our inquiries was descriptive at inception, but theoret¬ 

ical notions suggested by early results have come to play a larger role in deter¬ 

mining the selection of variables and experimental paradigms. The '’theory" at 

this stage is a rather loosely formulated set of propositions borrowed in part 

from other contexts and in part representing efforts to account for our empirical 

data and serves primarily a heuristic function. In the discussion to follow 

empirical findings will be stressed and only brief attention will be direction to 

theoretical issues. 

OVERVIEW 

Our general approach has been to place adult humans in choice situations in 

which the alternatives and outcomes of choice are specified but with varying 

amounts of initial information relevant to the assignment of a probability 

distribution to the alternatives. Additional information useful in identifying 

the "best" alternative is available by reference to an external display. Such 

additional data is not costless, however: time, effort, and/or a monetary cost 

are levied for information items. Subjects have no control over the type of 

information available and interest is focused only on the amount of information 

acquired prior to making a decision. 

Using this general procedure, we first examined the effects of variables 

such as the cost of information, time pressures, and level of aspiration on 

information acquisition behavior. Since large problem differences were observed 

in information acquisition and time allocation, an attempt was made to measure 

and identify those problem variables which are responsible for differences in 

amount of response uncertainty elicited in the decision maker. This led to the 

development of various measures of stimulus and response uncertainty and the 

exploration of their relationship to information acquisition and some other 

variables descriptive of predecision behavior. Information theory concepts 

proved of value in both the methodological and theoretical problems encountered 

here. The question of motivation remained unexplored: what were the mediating 

factors through which problem uncertainty led to information acquisition? 

Berlyne (ref. 6) has used the concept of physiological arousal to link the per¬ 

ception of complex or "uncertain" stimuli to manipulatory or exploratory behavior. 

Two studies which utilized measures of physiological arousal were performed in 

order to examine these hypothetical relationships between uncertainty, arousal 

and information search. 

In the course of all of these studies, large and consistent individual 

differences in decision making strategies have been observed. Some organismic 

variables such as anxiety, conceptual structure, and academic achievement were 

found to account for some of these differences. A joint relationship of infor¬ 

mation processing to conceptual structure and uncertainty was empirically 

established, lending support to a theoretical model of information processing 

which utilizes concepts from theories of arousal and conceptual structure. 

Thus, our research has been guided by concepts from such diverse sources as 

economics, physiology, and personality theory. The series of studies discussed 

here will follow somewhat the historical sequence of ideas described above. 
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INFORMATIQM ACQUISITION UNDER VARYING COST-PAYOFF SCHEDULES. 
LEVEL OF ASPIRATION, AND TIME PRESSURES 

The earliest studies (Lanzetta Í. Kanareff, ref. 24) though descriptive in 
intent, focused primarily upon variables which normative models suggested were 

important; costs, payoffs, and utility of outcomes. An effort was made to 

control the expected utility of acquiring information since normative decision 

models suggest maximization of expected utility as a reasonable criterion of 

choice. Expected utility was manipulated by controlling the contingency between 

probability of payoff and amount of information acquisition, and by judicious 

selection of cost-payoff schedules. However, subjects were not informed of the 

probabilities of payoff or the contingency between probability of payoff and the 

number of information queries. From the subjects’ point of view, they were faced 

with the necessity of making a difficult choice; the probability of being "correct" 

presumably improved with additional information not because of an experimenter 

controlled contingency but because the information was relevant to sélectine an 
alt ernative. ——— 

In brief, the experimental procedure was as follows. The subject was pre¬ 

sented with a series of decision problems. Each problem required a choice to be 

made among six possible alternatives and consisted of an information base (a 

statement of the problem, some facts or observations which might aid in selecting 

an alternative, and a statement of the six alternatives) plusfive additional 

information items. The subject was presented the information base and provided 

the option of making an immediate decision or obtaining one of the additional 

information items. This same option was available for a maximum of five infor¬ 

mation items at which time the subject made a choice among the six alternatives. 

If correct, the subject received a chip redeemable for money at the end of the 

session. The number of queries made, the time delay between queries, and the 
subject's choice were automatically recorded. 

Although the information obtained by making a query was phenomenally relevant 

to reducing uncertainty (as determined by pre-tests) it in fact had no bearing on 

the probability of obtaining a payoff. The probability of payoff was programmed 

by the experimenter and was a linear function of the number of information-seeking 

responses (queries) made by the subject. The schedule employed was as follows: 

Number of Query 012345 

Probability of Payoff 0 .2 .4 .6 .a 1.0 

Thus, a subject who made all five queries was assured of a payoff irrespective of 

his actual choice whereas one who made no queries would receive no payoff whatever 

his choice. Intermediate numbers of queries were associated with intermediate 

probabilities of payoff. Thus, information-seeking and not effective decision 

making or information processing was instrumental to obtaining a payoff. 

The major independent variables in the first two studies were the information 

cost-payoff schedule, the level of aspiration for being correct, and time pressures. 

The conditions of information cost-payoff employed were equated for expected profit 

which varied with the number of queries in the following way: 
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Humber of Query Probability of Payoff Expected Profit 

0 

1 
2 
3 
4 
5 

0 
.2 
.4 
.6 
.8 

1.0 

$ 0 
.01 
.02 
.03 
.04 
.05 

In this situation, 

where p ~ probability of payoff 
$ * amount of payoff 

q * number of queries 
C s cost of a query 

Expected P*o£ct • p$-qc. 

In the first study we examined two cost-payoff schedules, namely no cost for 
an information query with a $.05 payoff (0-5), and $.05 per query with $.30 payoff 
(5-30), and three levels of aspiration. The level of aspiration was manipulated 
by the presentation of fictitious group norms. The three levels were introduced 
by reporting to the subject before the beginning of the session that either 25, 
50, or 75 percent of the problems were correctly solved by previous subjects. Two 
orders of problem presentation were used. The twenty-five problems were twice 
randomly ordered providing some check on sequence effects. 

In addition to the ’’search" measure, we obtained records of time devoted to 
various aspects of the task. The total time per problem could be naturally 
divided into three periods*, the time from the initial presentation of the problem 
to the first query (p*bW«* tün¿ or P.T. ), the time from the .irst query to the 
last query (total qatfiy time or £.T. ), and the time from the last query to a 
decision (dtcUlon túne or P.T. ). It is assumed that P.T. reflects time spent in 
reading the problem and formulating an initial hypothesis as to the correct 
decision, £.T. reflects time devoted to acquiring, assimilating, and organizing 
additional information, and P.T. reflects time spent in evaluating the alternatives 
and making a choice. The time measures, of course, can be considered only approxi¬ 
mate indicators of the allocations of time to such functions since we had no 
control over subjects' cognitive activity. For example, subjects may very well 
have delayed reading new information until after the last query, resulting in a 
short Q..T. and long P.T. At any rate, the assumptions bear mainly on the inter¬ 
pretation of results; the measures themselves are unambiguous. 

The overall level of information seeking was not very high even when infor¬ 
mation was costless, and there was an unexpectedly slow rate of acquisition of 
information-seeking, considering the instrumental value of a query, as shown in 
figure 1. The lower cost-payoff schedule elicited a greater number of queries 
under all levels of aspiration conditions, and there appeared to be some inhibition 

of search for the higher levels of aspiration. 

In regard to the effect of the cost-payoff schedule, there was an increase 
in queries under the (0-5) schedule; however, the average number of information¬ 
seeking responses never exceeded 4 queries per trial. For the (5-30) schedule 
there was some indication of a decrease in queries over trials. 
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Analyses of variance of the data on total time, problem time, average time 
per query, and decision time, indicated the following: Subjects within conditions 
and trials contribute significant variance for all time measures whereas none of 
the experimental variables contribute significant variance. Considering the dif¬ 
ference between cost-payoff schedules in average number of queries the failure o 
find time differences between schedules was surprising. Apparently subjects took 
as long to handle a problem under (5-30) conditions as under (0-5) conditions even 

though they sought less information. 

Although characterized by marked fluctuation, total time, average time per 
query and decision time decreased somewhat over trials. Some of this variation 
almost certainly reflects a -problem" effect and effects contributed by the inter¬ 

action between problems and experimental conditions. 

In the second study there were five conditions of information cost-payoff 

used: no cost per emery - no payoff (0-0); no cost per query - S.05 P^of^°:5J* 
$.01 per query - $.10 payoff (1-10); $.05 per query - $.30 payoff (5-30), and $.10 
per query - $.55 payoff (10-35). For example, under the (5-30) schedule subjects 
"purchased" each additional information item at $.05 per item and won $.30 if they 
made a "correct" choice. In addition, two conditions of pacing were examined, one 
minute 30 seconds or two minutes 15 seconds. This refers to the total time aval 
able for each problem. The subjects were informed of the time constraints and 
given two practice problems to familiarize them with this pacing requirement. 

The average number of queries per trial was consistently higher for the slow 
pace condition and relatively uniform for both conditions. On the other hand, 
there was great variability over trials and much overlap between condition, for the 
various cost-payoff schedules. Figure 2 presents the mean number of queriesfor 
the cost-payoff and pacing conditions. In general, there was a decrease in infor¬ 
mation acquisition under higher cost-payoff for both pacing conditions although 
the addition of any cost for information was much more pronounced for the slow 

pace than the fast pace condition. 

As in the first study, there were no significant differences, for any of the 
time measures, attributable to the cost-payoff variable. However, as expected, 
there was less time spent in reading the problems, making queries, and in making 
a decision under the faster pace condition. The greatest change occurred in the 
average time spent per query, i.e., when time is limited sublets speed up ln 
mation processing more than deliberation over the choice of an alternative. ^ Also, 
subjects spent less time in all phases of the problem with increasing experience. 
Once again, the greatest change occurred in the average time per query—subjects 

spent about 25 percent less time per query on the last four trials than on the 

first four trials. 
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In summary, the major results for the search and time measures were as 

follows: 

(1) For none of the experimental conditions did a majority of subjects 

obtain all of the information available to them. This result is especially 

surprising for the zero cost conditions. 

(2) The mean number of queries per trial decreased as the cost-payoff 

schedule increased. Subjects made their decisions on the basis of less information 

when information was costly even though, in terms of expected profit, the risks 

were the same for all cost conditions.* 

(3) The mean number of queries per trial decreased as time pressures 

increased, as did the average time spent in making queries. In general, as time 

pressures increased, subjects sped up information processing more than deliberation 

over the choice of an alternative. 

UNCERTAINTY, UNCERTAINTY REDUCTION, AND 

INFORMATION ACQUISITION 

As was noted above there were pronounced differences in information acquisi¬ 

tion and time allocation for the various problems used. The differences could 

result from a variety of factors intrinsic and extrinsic to the problems, e*ß*» 

length of problem, previous experience with certain types of material, extent of 

knowledge in specific areas covered by the problems. Such factors would pre¬ 

sumably contribute to differences in the amount of perceived initial uncertainty 

concerning the best decision alternative. There is reason to expect that differ¬ 

ences in uncertainty would result in differences in decision time (refs. 9, 10, 15) 

and possibly also in the amount of information seeking. 

* In view of earlier findings by Edwards (ref. 14) and others with respect to 

probability preferences, it was considered possible that such differences between 

conditions might be due merely to specific preferences for certain cost- 

probability-payoff combinations over others. Accordingly, we conducted a study 

(ref. 30) in which three of the cost-payoff conditions were presented to 72 Ss 

in the form of four alternative gambling situations, in which the costs, prob¬ 

abilities of win, and payoffs were ail clearly made known to the subject. The 

subject was required, on each of 80 trials, to choose one of these four alternatives 

to bet on. 

In contrast to the findings reporced above, choice behavior was not found to 

differ significantly between conditions, either in terms of an overall index of 

average choice behavior, or in terms of the specific distribution cf choices 

among the four alternatives. It thus appears inappropriate to attribute the 

differences between conditions in mean number of queries observed in the above 

reported studies to preferences for certain cost-probability-payoff combinations. 

The decrease in information-seeking behavior which accompanied increase in 

monetary level of play remains to be accountea ior. 
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Our first attempt to assess the role of uncertainty was based on post hoc 

analysis of the data from the second study. The problems used were scaled for 

uncertainty on an independent sample of 12 and 26 subjects respectively, who 

were presented the problems with and without the information available from 

queries. After reading each problem the subjects responded to several items 

assessing their choice of the correct alternative, their confidence in their 

choice, and their judgment about which alternatives could definitely be eliminated. 

Two indices of uncertainty were developed. The VJUUVtfjtUjUy muUuAi. (U.M. ) 

for each problem was determined from the following equation (ref. 3)t 

6 
H • -J pUI tog2 pU) 

Three types of alternatives were distinguished and probabilities assigned as 

follows: pUc) - 1 X convenience ACOAe. for the alternative ¿ chosen as correct; 
WÏ 

pU¿) » 0 for the altemative(s) which were discarded; and pte4) « 

. .V ~ PÍ¿c) for the remaining alternatives. 
numbeA o¿ KmbuUng aMmuUivu 

5 
Thus ti.M. - - pUc) log2 pUc) * L pUK) tog2 pU*) 

-t • I 

The pA^moience muUuAe. (P.M. ) for each problem was based on the same equation, 

but with pU\ estimated from the proportion of subjects choosing alternative i. It 

was assumed that the degree of initial uncertainty associated with a problem would 

be reflected in the distribution of choices of the most likely alternative: the 

lower the initial uncertainty the greater the likelihood that there would be a 

"prominent" choice. The average correlation between the uncertainty measure and 

the prominence measure for both samples is .245 which is not significant at the 
.05 level. 

Based on the distribution of U.M. scores and on P.M. scores the problems were 
categorized as either high, medium, or low in degree of perceived initial un¬ 

certainty. One problem was discarded and cut-off points were selected so that 

eight problems were placed in each of the three categories. Separate analyses of 

variance for the number of information-seeking responses and total time for 

completing a problem were performed for the two bases of categorizition. 

Degree of initial uncertainty, as measured by U.M., was found to be posi¬ 
tively associated with number of information-seeking responses and time per 

problem, but only the former difference was significant. An examination ol the 

means for information-seeking responses for the three uncertainty categories 

suggests a slight curvilinear relationship: the largest number of queries for 

problems of medium uncertainty and the smallest number of queries for problems 

of low uncertainty. For the prominence measure P.M. there was also evident an 
association between uncertainty and the number of queries and time per problem, 

with only the latter difference significant. Again the greatest number of queries 

was obtained for problems of medium uncertainty but the lowest number of queries 

now occurred for problems of high uncertainty. Total time, as with the U.M. 
measure, increased monotonically with increasing uncertainty. 
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Degree of perceived initial uncertainty appeared to be curvilinearly related 

to the number of information-seeking responses and monotonically related to total 

time per problem, but did not interact with any of the experimental variables to 

a significant extent. 

A third study explorei further the relationships between problem uncertainty 

and information acquisition behavior. The earlier work suggested that information 

search was elicited by a response conflict engendered by response uncertainty: 

the greater the degree of uncertainty, the stronger the conflict and the stronger 

the instigation to search. However, the relationship obtained between information 

cost and amount of information acquisition also suggested that search was main¬ 

tained only when the rate of uncertainty reduction exceeded an expected rate, the 

latter being a function of the cost of information. Thus subjects would initiate 

a search for information whenever a choice represented a response conflict, but 

they would maintain the search only so long as the amount of uncertainty reduction 

was commensurate with the cost of information, i.e., as long as information acquisi¬ 

tion "paid off". 

In this study subjects were presented with a concept attainment task, again 

with the option of delaying a choice until further data were gathered. Six groups 

of subjects were run under varying conditions of degree of Initial uncertainty, 

rate of uncertainty reduction, and level of monetary play. The primary dependent 

variable, as before, was the number of information-seeking responses prior to 

decision. 

The tasks were modeled after those used by Bruner, Goodnow and Austin (ref. 8) 

in research on concept-attainment. The task material consisted of an array of 

cards each containing a geometric pattern. The pattern on a card could vary in 

respect to four attributes: form, color, number of borders, and number of objects, 

each with three values. 

Subjects were to identify a "concept" held by the experimenter, the concept 

being defined in terms of one value of each of two different attributes, e.g., red- 

square. The subjects were given an answer sheet for each problem consisting of 

groups of "concepts"; their task was to choose the group containing the correct 

concept. They could eliminate concepts by requesting cards showing po&itivt 

IXOmpl&A of the concept, i.e., examples containing one OK both of the attribute 

values of the correct concept. The elimination strategies were fully explained 

to subjects and several practice examples were used to insure that subjects 

completely understood the procedure. 

The details of the construction of the problems to obtain varying rates of 

uncertainty reduction need not be elaborated upon here. Problems were constructed 

which varied with respect to level of initial uncertainty and rate of uncertainty 

reduction. Whatever the initial uncertainty and rate of uncertainty reduction, all 

problems had approximately the same terminal uncertainty level (.9 bits). That is, 

subjects could eliminate ãJbnOÁt ãJU of the alternatives by asking for all the 

available information, but could not reduce to zero the uncertainty regarding the 

correct alternative. Two levels of initial uncertainty, 3 and 2 bits, were 

obtained by varying the number of response categories from which the subject had 

to make a choice. Two rates of uncertainty reduction, approximately .2 and .4 

bits per query, were obtained by varying the number of concepts eliminated by the 

particular card shown to the subject. In addition to the above variations, two 

cost-payoff schedules were employed, $0—$.05, and $.03--$.45. 
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feasible to LnW IV ™a5°nabJe P05sibJe ra"ee of search responses it was not 
ilit aîWr i I Tw V oooertainty reduction with a low level of 
mutai uncertainty. Thus three conditions of initial uncertainty and ra<-e of 
uncertainty reduction were used; High initial uncertainty (H1U = 0 bits) and 
high rate of uncertainty reduction (HUR = .42 bits per query); HIU and low rat. 

andUÏÏ íuytrdUCti0â.<^R = -2 bitS>; lou initial dhcertainty (UU Î , bits) 
rptíi.u!* /11 hree conditlons were run under both cost-payoff schedules. The 
resultst in summary, were as follows: 

subjects obtained more information when initial uncertainty was hirh Howpv.n 
the expected greater amount of information acquisition with a higher rateof un * 

AIM dlli "0t I-CUri in fact’ the °PPosite “a= Obtained. Also, in contrast to our earlier results there was little effect on search behavior 
of increasing the cost for information. behavior 

Since both the initial level of uncertainty and average rate of uncertainty 
reduc ion were controlled it was possible to determine the average relíd^Í un- 

«siLTunTrtanVlV V °r deCÍSÍ°n- Tâble 1 P™'"tS ^ -a- 'f the 
m«Maintv mV« T 'í6?1510" for the various conditions. It appears that the 
uncertainty level at decision was relatively constant for all conditions. Residual 

TABLE 1 

MEANS FOR RESIDUAL UNCERTAINTY AT DECISION 
FOR THE EXPERIMENTAL CONDITIONS 

îy wasg«sat«r for the higher level of initial uncertainty and 
ghtiy lower for the higher rate of uncertainty reduction, but neither of^hese 

differences were significant. Subjects varied their acquisition strategy depend- 

soV« ?he1fiW0n?iti°nS °f ur,cer,:dinty and the rat* of dncertainty reduction 
so that the final level of uncertainty was relatively constant. It should be 
pointed out that this residual uncertainty level is higher than the terminal 

^rTil VI’ i'e-> th* “«rtainty if aU q-rils Í.re made. This can be seen most clearly in figure 3. “~ 

This finding suggests that there exists a "commitment threshold" for derision- 
subjects acquire information until they reach this uncertainty threshold at which ' 

re f de!íSÍOn; lhere is ^8° 80me suggestion that the "commitment 
threshold is a function of the level of initial uncertainty and rate of uncertainty 
reduction although further research on the determinants of commitment thresholds ^ 
obviously required. 
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These obtained differences In search as a function of uncertainty were 

aueCstionsnt8oChnS erlnE/he °f ^ SCaline te^iques, but left .any 
Tul liZ î H-6 ànSWer?d c?nce™^E the efficacy of our uncertainty measured. 

KS “'re tnStÍgated t0 "he ™l«îionships between stains 

^raf^^rs^rcrrdl^n"! 0ther aSPeCtS °f PredeCisio" b'havior 

The first of these two studies was concerned primarily with the further 

h°Ur Uncertafnty scaling techniques and with ascertaining the 
extent to which our operational definition of uncertainty paralleled the 
subjective uncertainty of the decision maker. ? 

of sultrtTZTÏV ™aST WaS arrÍVed at by Presenting a problem to a group 
of subjects and allowing them to generate their own responses to the problem. 
The response distribution thus generated was converted into a probability 
distribution and substituted into the formula H * -Z pj £oq_p; to yield the 
response uncertainty of the problem. Two assumptions whicÄerlie this 

i^alesnas aUíunn?ontyfWere-teTK.jn (1) -^-tive uncertainty 
aît^ativel ablllty °f alte^tivesf and the number of 

í d,i } ^h- dls^rií)Utlon of response alternatives generated by a 
pl culturally similar individuals is representative of the response 

uerarchy of any one individual within that population. Even if the second 

about^the^fficacv^of"this^ relãted issues which shüuld raised 
more response îaternatW^ (1)are.some subjects capable of entertaining 
more response laternatives than others, leading to the existence of individual 
differences in the degree of subjective uncertainty that may be elicited bv a 
given problem; and (2) does an individual's response hierarchy actually resemble 
the group generated data, I.e., is the respondan! really considering more than 

measure f€e W°rds.when ?esPonse uncertainty is present? The information theory 
uncertainty gives added weight to additional alternatives. For 

example, the uncertainty of a 51 alternative problem in which one alternativ* had 
a probability of .50 and the other 50 have probability .01 is 3.00 bits- the 
uncertainty of a two alternative decision where both have probability .50 is 1.00 

t. Intuitively, such a measure would not seem to reflect subjective unrertAint«. 
responses with a .01 probability would probably not be considered unless a Uwe 
reward accompanied their occurrence, as in a raffle. 

The uncertainty scaling was carried out as follows: Words were choson at 
random from the Lorge-Thorndike list of 500 most frequently used words ïhese 
words were photographed and slides of each were projected tachistoscopically'on 

rating «Inï at!einpted to id^tify the words and attached a confidence 
ting to each identification. The frequency distribution of subjects' resnondoc 

was used to compute uncertainty. su^ects responses 

certaïntvbt!iâe<1 0n the as?u,"Ptions underlying our measure of un- 
rr^MMf ué., that subjective uncertainty increases with the degree of equi- 

distrfh1uy °f alterna^Jves and “lth «he number of alternatives, and that response 
distributions generated by a sample of subjects are representative of the individ 
ual response hierarchies of members of that population! This was acoomS!isied£v 
correlating uncertainty with the confidence scores obtained from sÜbjecUwhen " 
deciding on stimulus identity. A correlation of +.85 was obtained between 
confidence ratings and our uncertainty measure. These data were also used to 

inílat Íh qUeStl°n.°f whether extremely low-probability alternatives, which 
ini late the uncertainty measure, similarly serve to increase subjective un¬ 

certainty. To answer this question, uncertainty was recomputed after responses of 
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extremely low probability had been excluded from the analysis. This measure of 

uncertainty did not correlate as highly with subjects confidence ratings (A. = 

+.75). Thus, the measure of uncertainty which utilizes all of the group-generated 

data including the extremely low probability alternatives appeared to be the best 

descriptor of uncertainty. 

Three more groups of 10 subjects each were then run. The 25 stimulus words 

were again shown tachistoscopically to these three groups. Experimental conditions 

were as follows: 

Group 1 was sequentially presented with each stimulus problem and all of the 

response alternatives that had been generated for that problem in the previous 

study. Subjects were asked to determine which of these was the correct alternative. 

Group 2 was given the stimulus problems and with each problem was given only 

two of the alternatives generated in the previous study. Subjects were asked to 

decide between the two alternatives which was the tachistoscopically presented 

word. 

Group 3 identified the stimulus words under the same conditions as had 

obtained for subjects in the previous study, i.e., they had no alternatives from 

which to choose. 

Subjects were instructed in the use of a magnitude estimation technique which 

they used to attach confidence ratings to each of their responses. 

The mean uncertainty, ""Tan confidence ratings, correlation coefficients 

between confidence and uncertainty and mean square of confidence ratings within 
words across subjects foi the 25 words under each experimental condition are shown 

in table 2. 

TABLE 2 

RESPONSE UNCERTAINTY, CONFIDENCE RATINGS, CORRELATION 

COEFFICIENTS BETWEEN CONFIDENCE AND UNCERTAINTY, AND VARIANCE 

OF CONFIDENCE RATINGS ACROSS SUBJECTS WITHIN WORDS 

Two alternative 

Multiple alternative 

No alternatives 

Entropy 

.37 

.78 

1.44 

Average 

Confidence 

4.9 

6.5 

5.9 

Mean Square of 

Within Words 

Correlation /ariance 

+ .71 

+ .75 

+ .71 

1.013 

7.981 

17.237 

These data provide more explicit answers to the questions raised above 

concerning the assumptions underlying our uncertainty measure. 

As we expected, uncertainty increased with number of alternatives and was 

greatest in the no alternative condition. Given some advance notion of the 
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identity of the word from the alternatives provided, subjects seemed to be more 
capable of judging the identity of the stimulus word; certain alternatives were 
never chosen in the two alternative and no alternative conditions although those 
alternatives had previously been generated by subjects who were responding to 
stimulus words without alternatives from which to choose. Three of the two 
alternative words which appeared on the two alternative group’s test also appeared 
with only two alternatives on the multiple alternative group's test (since only 
two alternatives had been generated in the pilot study). Of these three words, two 
produced identical response frequency distributions for both groups of subjects, and 
one had one difference in 40 choices between the two groups, giving added support 
for the notion that individuals from the same culture have highly similar response 
hierarchies. 

An unexpected finding, however, was that while confidence decreased from two 
alternative to multiple alternative conditions, the no alternative condition was 
responded to with an amount of confidence intermediate to the two alternative and 
multiple alternative conditions. Possibly, while a no alternative situation may 
elicit greater uncertainty when the subject is completely ignorant of the identity 
of the stimulus, after he has tentatively identified the word, he may then express 
a great deal of confidence in his decision in the absence of other reasonable 
alternatives to be considered. Personality factors may also operate to bring 
about a quick reduction of uncertainty in some subjects, especially under a no 

alternative condition. Subjects showed consistent individual differences in the 
magnitude of their confidence ratings, i.e., some subjects were consistently more 
confident than others. These differences (as shown by the mean square of con¬ 
fidence rating within words) were greatest in the multiple alternative and no 
alternative conditions, suggesting that under conditions in which only two 
alternatives are available, there may be little individual variability in 
perceived uncertainty, but, perhaps due to individual differences in the number 
of alternatives which can be entertained simultaneously, there exist, under 
conditions of objectively high uncertainty, great differences in subjective 
uncertainty. 

While these data establish the psychological meaningfulness of our operational 
definition of uncertainty, the precise relationship between this measure and sub¬ 
jective uncertainty remained problematic. Furthermore, the distinction between 
stimulus uncertainty and response uncertainty had never been made in our research, 
though it seemed to merit attention. Consequently, a psychophysical experiment 

was performed to examine the relationship of stimulus uncertainty, and response 
uncertainty to subjective uncertainty (ref. 12). Most decision situations contain 
both stimulus and response uncertainty, i.e., the decision maker must both identify 
the nature of the situation (stimulus uncertainty) and decide what response to make 
to this situation (response uncertainty). These two sources of uncertainty were 
examined to see if they interact in the decision task to produce the overall 
uncertainty as experienced by the decision maker, i.e., subjective uncertainty, 
oobjective uncertainty was considered an intervening state mediating information 
acquisition and processing in the decision task and it was proposed that subjective 
uncertainty would increase with both stimulus and response uncertainty and that the 
amount of information acquisition in the decision task would be a function of 
subjective uncertainty. 
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In view of Miller's hypothesis (ref. 28) that there is a definite limitation 
on the number of unidimensional events that can be remembered and processed, and 
Broadbent's first principle (ref. 7) that ". . . .a nervous system acts to some 
extent as a single communication channel, so that it is meaningful to regard it 
as having a limited capacity,” a ceiling effect was predicted for subjective 
uncertainty! all measures of uncertainty and measures dependent on uncertainty 
were hypothesized to reach an asymptote at about 3 bits of objective uncertainty. 

Each subject was presented sixteen decision problems formed by the combination 
of one, two, three and four bit stimulus uncertainty conditions with one, two, 
three and four bit response uncertainty conditions. The stimuli were placed on 
slides so that the subject could reduce stimulus and response uncertainty by 
focusing a slide projector. This procedure permitted the subject to obtain 
successive one bit reductions in stimulus and response uncertainty so that he 
could eventually identify the stimulus pattern by calling out two, four, eight, 
or sixteen response labels assigned to the pattern in the projector. At the 
presentation of each problem, and after each information search response, subjects 
reported their feeling of uncertainty by the use of direct magnitude estimation. 
The experimenter recorded the number of information search responses made by each 
subject, their reports of subjective uncertainty, and the time of processing each 

one bit information item. 

The results of the study indicated that subjective uncertainty increases to 
the three bit level of stimulus and response uncertainty, but further increases 
in subjective uncertainty! these results are shown in figure 4. This finding 
suggests that there may be a psychological correlate to Miller's proposed limit 
of the organism's ability to process information. 

Figure 4 also shows that within the zero to three bit range of uncertainty, 
the rate of increase for subjective uncertainty was greater than the rate expected 
if increases in subjective uncertainty were proportionate to increases in objective 
uncertainty. This holds when subjective uncertainty estimates at the initial 
presentation of the problem are used. If, however, subjective uncertainty is 
scaled using the estimates of uncertainty obtained after one bit of information 
has been processed, subjective uncertainty increases proportionately with the 
objective uncertainty to the three bit level, as shown in figure 5. 

This inflation of subjective uncertainty before information is acquired 
suggests a difference between making a decision without information and making 
a decision of the same uncertainty with information. Phenomenologically, one 
might speak of a change of state from that of uncertainty to some degree of 
certainty. One subject described this phenomenon as follows when his over¬ 
estimations were pointed out to him at the end of the experiment: 

"It's like on a multiple choice test, I think I would be more 
uncertain with four choices on a problem than I would be when 
there were eight and I knew four of them were not the right 

answer." 

When stimulus uncertainty is separated from response uncertainty, the effects 
of response uncertainty on subjective uncertainty is seen to be predominantly 
between the zero and one bit level, i.e., between having to make a choice and not 
having to make a choice! this is shown in figure 6. Subjective uncertainty 
increases with response uncertainty between this zero and one bit level for the 
most part, but the rate of increase is a function of the amount of stimulus 
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uncertainty. Khen stimulus uncertainty is iow. subjective «»certainty seems to 

increase gradually with increasing response uncertainty, but as otimulus u 
increase gr y ,.-,.,1 inrrpase for subiective uncertainty across 
certainty increases, this total xnc ann one bit level, 
response uncertainty occurs between the zero ana one on 

a i t-hmiffh the nrimarv purpose of this study was to investigate the effects of 

different combinations of 
the decision manen, some effort was made to reia.e out J 
tut: uct-xaxw.. , :înn «earrh behavior. It was found that wnen 
cnK-i<»rtive uncertainty to information searcn uoua . 
subjective u y_, a :s;on maker proceeds immediately to engage 

r«i rsrchTn^rh^Îbel^ngîb Of tbL tendency is a direct function 

of the°uncertainty of the problem. The greater the problem uncertainty, the 

shorter the problem time and the faster the decision maker enters int 

information acquisition phase of the problem. Once in the P~»1^. the ^C13l°n 

maker takes more information when uncertainty is high than when 1 

Although uncertainty motivates this acquisition of Information, the actual 
Although uncerta y d ndent on the structure of the decision task 

processing of Information is processed at a constant rate 

iindependent^^the7uncertainty level of the task and uncertainty is reduced at 

rhistrate until the 1 bit response uncertainty level is reached. Here, search 
, .. nt of remaining stimulus uncertainty. If stimulus uncertainty 

depends on the amount of remaining scimui y .f little stimuius un- 
1= high, the decision maker wili^ontinue to search. „ uith some response 

uncertainty*remaining^ T islviLnce aLo that information search is more 
closely related îo subjective uncertainty than to objective uncertainty since a 

'ubiect’s estimate of his uncertainty correlates with the likelihood of ™ 
searching to certainty: the higher he reports his uncertainty, the more y 

he is to search. 

The failure of subjects to search to certainty in most of the conditions of 
The fa“U . ¿ with the earlier results on "commitment thresholds . In 

the present^case, the subject seems to avoid complete certainty even when accuracy 

of identification has been emphasised by painty mtgni ude 

«tï^tron sïaïe S zero to 100) judging from the estimates given by those 
estimate on scale level. This is the uncertainty level 

for making a decision, and its corresponding objective 

uncertainty value is .75 bits. 

AltbouPh information search occurs in differential amounts as a functionof 
Although Infor required of the decision maker to process a given 

uncertainty, the amount of time requ nt levels of uncertainty. In the 

amount of information is coûtant acr which allowed the 

‘’T^t :oP:ï^n ie1" r he“; s b s^-^i^nd responses at each search 

response^0 lÍ s^ cas«, reducing uncertainty by 1 bit required the élimination 

f Pî ht individual stimuli and responses, but in other cases, it required t - 

‘l-'înatiin of onîi one St muías or response. Since the rate of processing was 
Tor h«e îio «ses, U would se/m that the decision maker in this tas was 

™Ung a binary decision along one dimension of the stimulus patterns at a time. 

CONFLICT, AROUSAL AND INFORMATION SEARCH 

Our results clearly support the role of uncertainty in the instigation of 

information search and suggest that the rate of uncertainty reduction may al 
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affect the number of search responses. We required some broad theoretical 
position, however, within which to interpret our results, and which might 
suggest the nature of the psychological mechanisms which mediate problem un¬ 
certainty and predecision behavior. 

Berlyne (ref. 6) theorized that the uncertainty of a choice situation leads 
to conflict (competition among response tendencies) which, in turn, results in 
physiological arousal. The arousal motivates behavior instrumental in reduction 
of uncertainty and hence of arousal, e.g., perceptual and epistemic curiosity 
behavior. This is a curvilinear hypothesisi i.e,, the effectiveness of the arousal 
reducing behavior is an inverted (i function over increasing arousal. 

Borrowing from and modifying Berlyne’s ideas, we hypothesized that the 
physiological arousal engendered by the stimulus uncertainty of decision problems 
would motivate information search and processing responses instrumental to reducing 
the arousal and uncertainty. Since information-seeking presumably has a long and 
successful history in reducing uncertainty, the probability of information-seeking 
responses should increase with increases in conflict. 

According to Berlyne's theory, conflict is assumed to increase with (1) the 
number of competing response tendencies elicited by the choice, (2) their nearness 
to equality of strength, a.d (3) their total absolute strength. 

Accepting probability of occurrence of a response as an indicater of response 
strength, the first two variables are encompassed in the information theory 
expression for uncertainty, i.e., H - -E p¿ ¿cg2p¿t where is the probabil'ty of 
occurrence of the ¿th response. The third variable, the sum of the absolute 
strengths of the competing responses (EE) is assumed by Berlyne to operate as a 
scaling factor so that degree of conflict (C) is equal to E E x H. E may also be 
thought of as reflecting the importance of the choice, on the assumption that the 
more important the outcome of a choice, the stronger the elicited response 
tendencies. Degree of conflict then becomes a function of H and I, i.e., 
C * H x I, where I may be defined as the average value of the outcomes of a 
choice. 

To establish the validity of the position that arousal increases in 
proportion to uncertainty and serves as a motivator of information processing, 
two conditions should be met: 

(1) Arousal should be demonstrated to be a concomitant of uncertainty in 
a decision situation and to co-vary with degree of uncertainty. 

(2) Arousal should be independently manipulated to determine whether it is, 
in fact, an essential mediating variable, and not simply a concomitant of 
subjective uncertainty which serves no motivating function. If arousal does 
serve as a motivator, then different levels of arousal should produce differences 
in information acquisition and processing activity. 

A study was performed (ref. 13) in which an effort was made to provide data 
on both these points by obtaining a continuous measure of "arousal" (as measured 
by GSR) in decision tasks of differing uncertainty, and by inducing different 
levels of arousal prior to placing the subject in these decision tasks. 

Different levels of arousal were induced for each of three groups of subjects 
as follows: 
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In the arousal control condition, subjects were simply brought into the 

laboratory and GSR electrodes were attached to their right hand. They were 

told that the expérimenter was calibrating it for use in a later study and 

were given 5 minutes to get accustomed to the situation before the decision 

making task was presented. 

The medium and high prior arousal subjects were treated in a similar manner 

but, in addition, were given a task in pitch discrimination. These subjects were 

presented with two brief tones on each of 40 trials, and required to judge which 

of the two tones was higher in pitch. The required discriminations were impossible 

since the two tones on any one trial were nearly identical in pitch. This task 

lasted ten minutes for both groups. The medium prior arousal subjects received 

no feedback during the task, while the high arousal subjects were told they were 

wrong on a random 50% of the trials and were shocked on each "wrong" trial. 

After this induction, subjects were seated before the decision making 

apparatus and instructed in its operation. They were told that a written problem 

and some choice alternatives would be presented on the screen before them. They 

were to read the problem and decide which of the alternatives was correct. If 

they wished, however, they could deposit a chip worth 1 cent in a slot, at which 

point an information item would appear on the screen. This could be done five 

times for each problem. At any point in this process, however, a response button 

appropriate to the choice of an alternative could be depressed. This caused 

another decision problem to appear on the screen and if the choice had been correct, 

a chip worth 10 cents was deposited on the table before the subjects. Each subject 

received the same series of ten problems, but the number of problem alternatives 

depended upon the uncertainty condition to which the subject was randomly assigned. 

A low, medium, or high uncertainty problem had two, four, or eight alternatives, 

respectively. 

To reduce the effects of individual differences in problem solving ability, 

none of the alternatives were necessarily correct. Instead, the probability of 

"correctness" was programmed across the five queries and ranged from 0 to 1. The 

probability of reinforcement was 0 with no queries, .20 with one query, .40 with 

two queries* .60 with three queries, .80 with four queries, and 1.0 with five 

queries. Subjects were given 50 cents in chips at the beginning of the decision 

problem and allowed to keep everything they won minus the amount they were staked. 

The GSR electrode that was attached to the subject at the beginning of the 
induction session remained there during the decision task. Three dependent 

measures were taken: 

1. Skin conductance was recorded continuously during the decision task. 

From this record, measures were taken at the beginning of each problem in the 

decision situation. The log of the difference from the initial base line of the 

subject to the level of conductance at the beginning of a specific problem was 

used. 

2. The number of information items taken by the subject for each problem 

also gave ten measures per subject, one for each problem. 

3. Time recordings yielded data on total time, problem time, average time 

per query, and decision time per problem. 
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The data indicated that different uncertainty and prior arousal conditions did 
not elicit differential search behavior. The negative results for information 
search do not permit acceptance or rejection of the hypothesis that differences in 
the uncertainty of a decision problem result in differences in amount of infor¬ 
mation search and processing. Large individual differences in level of information 
search completely masked any effects of uncertainty. The only effect discernable 
is an apparent breakdown of information acquisition under conditions of high 
response uncertainty. It should be noted, though, that the amount of information 
search for the low and medium set of uncertainty problems was rather high (3.0 
queries per problem). This high rate of responding suggests that this level of 
response uncertainty is a motivating condition for information search, even though 
differences in uncertainty within this range (.65 to 1.48 bits) made little or n¿ 
difference in information-seeking. 

A significant interaction between prior arousal, uncertainty and problem 
showed that there was a decrease over problems that was different for prior 
arousal and uncertainty groups. High and medium prior arousal combined with high 
and medium problem uncertainty produced long decision times initially which 
decreased slightly with problems. Low uncertainty combined with low and medium 
prior arousal resulted in consistently short decision times. Decision times for 
the high prior arousal, high problem uncertainty condition, however, begins low 
but tends to increase over problems. 

GSR was not significantly different for problem uncertainty conditions despite 
a trend toward an increased arousal level with high uncertainty. There was an 
interaction between prior arousal and problem, as shown in figure 7 in which the 

Hgute 7. Mean GSR ocaoòò Publemò ¿on the. High, Medium, 
and Low AaciuoZ Induction Conditions 
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arousal control group was Initially lower than the medium and high arousal groups, 

but converges on these groups across problems, suggesting that a ceiling was 

quickly reached by all groups after they began the decision making task. In this 

respect, there is some correspondence between GSR trends over problems and the 
decision time trends. Decision times are high for the high and medium arousal 

groups which show high GSR. Both fail to increase with sequential problems. 

Furthermore, GSR and decision times in the low prior arousal groups begin low and 
the high uncertainty group increased as would be expected from the GSR trend, but 
low and medium uncertainty groups failed to respond to the increasing GSR level. 
This correspondence between GSR and decision time is close enough to support the 

assertion of a relationship between the two variables. The failure of the two 

lower uncertainty groups to increase with increases in GSR certainly suggests 

some limitations on this effect which must be explored before drawing more 

definite conclusions. 

Every analysis of variance resulted in a significant between-subjects 

variance when compared to the intra-subject error term. In order to detect any 

relationship that might exist as a result of the wide range of individual re¬ 

actions to the independent variables, correlations were performed between all 

dependent measures matched by subjects. Table 3 summarizes these intercorrelations. 

Similar patterns of correlations for search and time measures were obtained in the 

TABLE 3 

INTERCORRELATIONS OF DEPENDENT MEASURES 

Queries 

Queries 

Total Time 

Problem Time 

Av. Time/Query 

G.S.R. .05 

* p < .05 

a* p < .01 

a** p < .005 

Total Time Problem Time 

.56*a* -.34*A 

Decision Time 

.14 

24A 

17 .33** 

.11 

.31** 

Av. Time 

Query 

-.15 

first two studies reported in this paper (see tables 4 and 5) except that between 

search and decision time; the present correlatic . is positive instead of negative, 

but the reversal from a negative value is not significant. 
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TABLE 4 

INTERCORRELATIONS BETWEEN NUMBER OF QUERIES AND TIME MEASURES 

(Experiment I) 

Search (S) . 

Total Time (T.T.). 

Problem Time (P.T.). 

Average Time/Query (Av. T/Q) 

Decision Time (D.T.) . . . . 

S T.T. 

X .46** 

X 

P.T. Av,T/Q 

.57** .17 

.40* .73** 

X -.32 

. . . X 

D.T. 

-.36* 

.34* 

.70** 

-.22 

* Significant @ .05 

** Significant @ .01 

TABLE 5 

INTERCORRELATIONS BETWEEN NUMBER OF QUERIES AND TIME MEASURES 

(Experiment II) 

S T.T. P.T. Av.T/Q D.T. 

Search (S). Y ,, .. 
. X .33** -.44** .53** -.52** 

Total Time (T.T.). Y 
. X -18 .27* .11 

Problem Time (P.T. ). v 
.. -.69** .58** 

Average Time/Query (Av. T/Q) . 
* *.. -.46** 

Decision Time (D.f.) . 
.. 

* Significant @ .05 

ft* Significant @ .01 
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The high negative correlation between problem time and search indicated that 

those persons who search most spend less time reading and examining the problem 

material than those who search little. The probability of an information search 

response was inversely related to the latency of an information search response. 

As shown in table 3, there was no relationship between the level of arousal (bSK) 
of a subject and his information search, but decision time was positively relate«. 

to a subject’s arousal level. Apparently, if a subject was aroused by the 

situation, he also took a long time to make a decision. 

In summary, uncertainty was shown to be an important parameter in the decision 

making situation, especially in determining the amount of time spent in information 

orocessing. Decision time was directly related to uncertainty as well as to amount 

of arousal prevalent during decision making. Prior arousal interacted with un- 

certainty to produce different rates of change in decision time across sequential 

problems. As always, individual differences in decision making were large, indi¬ 

cating different techniques in the method of handling problems. 

This study gave no evidence in support of the main hypotheses derived from 

arousal theory, i.e., there was no evidence of a relationship between leve] 

and uncertainty, and arousal level and "search'’ in a choice situation, and the 

independent manipulation of arousal level had no effects on se^ch behavior. 

However, the weakness of the uncertainty manipulation and the GSR measurement 

employed, together with tHte few significant relationships observed between arousal, 

search and time measures prompted us to carry this line of research further and 

hopefully to resolve some of the ambiguities in previous results by (a) employing a 

wider range of uncertainty in the choices than had so far been used, (b) examining 

the effects of variation in the "importance" of the choice, and (c) obtaining . 

continuous measures of GSR as an indicator of arousal level in order to determine 

whether changes in "arousal" are related to the independent variables of un¬ 

certainty and importance and to the dependent variable of search (ref. 23}. 

Assuming arousal to be a function of response conflict which in turn is a 

function of uncertainty (number of competing response alternatives) and importance 

(value of the choice outcomes) the following hypotheses were derived: 

(1) Information search prior to decision will be a positive monotonie or 

curvilinear function of a degree of uncertainty and the importance of the choice. 

The form of the function will depend on the degree of conflict induced by the 

experimental manipulations. 

(2) Arousal (GSR) will increase with uncertainty and degree of importance. 

(3) Arousal will be positively correlated with the probability of an 

information search response. 

The hypotheses were tested using a choice task in which uncertainty (number of 

alternatives) and importance (value of outcomes) were manipulated and the subject s 

GSR was recorded. 

Subjects were presented 10 lights; on any trial 2 to 10 of these were illum¬ 

inated. The subject was to predict which was the "pay-off" light. If correct, he 

received a pay-off. Before the choice, the subject could seek information by 

Pressing a button eliminating half of the alternatives. Uncertainty was varied by 

the number of lights presented, i.e., 2, 4, 6, 8, or 10. Importance was varied by 



presenting, on half the trials, a signal indicating which of the two pay-off 

schedules was in effect. There were 60 trials per subject, six under each of 
five uncertainty levels arid two importance levels. 

Results were as follows. Search behavior increased monotonically with 

increasing uncertainty and was higher for the low than the high importance 

condition. The results on the importance variable are the converse of those 

predicted and not easily accounted for, even using the post hoc hypothesis that 

subjects were reacting to the greater cost of information under high importance, 

since the expected value of an information-seeking response was identical under 

the two conditions. The differences, though significant, are not very large, and 

since only two levels of importance were used, it seems best to reserve speculation 

until the findings are checked using additional levels of the variable and oossiblv 

other operational definitions of importance. The results for inroortance are not 

only opposite to prediction but there is no indication of an interaction between 

importance and uncerto'nty. Thus the assumptions that conflict is equal to the 

product of uncertainty and importance, and that search is a function of conflict 
so defined, are not supported by the data. * 

t0 the mediatln£ role of arousal our results are ambiguous. If we accept 
the GSR as a reasonably sensitive indicator of transient arousal levels, then the 

results suggest arousal plays no important mediating role; arousal neither varies 

systematically with uncertainty or importance nor does it correlate with search 

However, the differences in search between subjects classified as high or low in 

arousal on the basis of average GSR scores suggest that arousal operates as a 

generalized drive in that it increases the strength of responses, e.g., information- 

seeking, typically elicited in ,,uncertain,, situations. Such differences in drive 

appear to be produced hv exposure to a choice situation per se, and are not 

responsive to variation in the degree of uncertainty or importance of the choice. 

INDIVIDUAL DIFFERENCES IN SEARCH STRATEGIES 

, p-^viously noted, large and consistent individual differences in pre¬ 
decision strategies were observed in all of the studies. Our analysis of'these 

individual differences began with an examination of intercorrelation patterns 

found in our first studies. The observed differences suggested the role of 

certain conceptual structure variables which we have begun to systematically 
explore. 3 

The pattern of individual differences found in the first two studies are 

revealed in the intercorrelations of the various time and search measures 

obtained. Tables 4 and 5 present these correlations between averages of the 

time and query measures across problems, by subjects, for the first and second 

studies respectively.^ Although there are differences in the pattern of obtained 

correlations, the similarities permit some license in generalizing across the 

experiments. The positive correlations between total time and the other indices 

are to be expected since total time is the sum of problem time, average time per 

query times the number of queries, and decision time. The significance of the 

correlations between average time per query, problem time, decision Lime and 

number of queries is more suggestive of the nature of actual strategy differences: 

subjects who are slow and deliberate over queries as compared to those more rapid 

information gatherers make more queries, and tended to be faster in reading the 
problem and faster in making decisions. C 
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The strategy differences suggested by these results are in accord with the 

experimenter's observations: some subjects, after reading the problem, seemed 

first to decide how many queries they should make. They then made this number of 

queries in rapid succession (short time per query), considered all of this 

information for a relatively long time (long decision time), and made their 

decision. The other strategy appeared to involve the subject's evaluation of 

additional information as he obtained it, i.e., those subjects whose predecision 

behavior was characterized by short problem time, long time per query, a large 

number of queries and short decision time seemed to take time to integrate all 

the information provided by a given query with all the information previously 

available and presumably on the basis of this, decided whether an additional 

query was necessary. Such careful consideration after each query would then 

require only a brief decision time after the subject had finished querying. 

The differences in time apportionment patterns suggest that the subjects who 

spent little time per query and had a long decision time have a rigid prior assess¬ 

ment of what constitutes appropriate information acquisition behavior and adhere 

to this irrespective of the nature of the information they are able to obtain. 

The other strategy (much querying, long time per query, and short decision time) 

suggests that the decision maker has a relatively greater openness to the require¬ 

ments of the immediate situation and a willingness to modify the assessment when 

new information suggests change. This difference brings certain personality 

variables to mind, e.g., the dogmatism dimension is concerned with the maintenance 

of rigid perceptions and subsequent failure to modify behavior in the light of new 

information. A similar variable, complexity of conceptual structure, is concerned 

primarily with the number of dimensions of a situation which persons consider when 

forming judgments and the flexibility and complexity with which they integrate 

diverse views and information. 

The dogmatism variable was first explored by Pruitt (ref. 34) in a study of 

personality correlates of the amount of information acquisition before decision. 

The measure which we shall call a measure of dogmatism (but which Pruitt refers 

to as a measure of confidence) consisted of the subject stating whether he 

believed various statements were true or false, and stating how sure he was of his 

judgment. The statements were indeterminate ones such as "Hitler is still alive." 

The similarity between these and Rokeach's dogmatism scale items seems sufficiently 

great to permit the assumption that both tap the same personality variable. 

Pruitt obtained a high negative correlation between amount of confidence or 

dogmatism and amount of information taken in sequential decision problems: the 

more dogmatic individuals consistently took less information. These results lend 

some support to the interpretation that subjects in the first two studies who 

took little information and spent very little time per query did so because they 

operated on the basis of dogmatic or preconceived notions of how a decision should 

be reached, failing to give careful consideration to the arguments for and against 

each alternative in terms of the currently available information and hence failing 

to acquire information in accordance with the actual defnands of the decision 

problem. 

Pruitt's data also indicated that anxiety level and academic achievement are 

related to search behavior. We replicated Pruitt's results as follows. Subjects 

were presented the task of guessing whether a red or green light was programmed 

to flash 60 percent of the time. Anxiety was assessed with a 17 item true-false 

scale adapted from the MMPI. Subjects' cumulative index was used as the measure 
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of academic achievement.^ Our results were similar to Pruitt's: high anxiet) 

subjects took less time in all phases of the decision task and high academic^ 

achievers took more information than low achievers. Various explanations are 

advanced for this relationship: high achievers may have stronger information 

acquisition habits; may be more cautious and less impetuous, generally; or may 
place a higher value on being’torrect” than on maximising profit. 

Results similar to Pruitt's were obtained by Hog« (ref. 19) who studied the 

effects of strong prior attitudes regarding indeterminate statements upon infor¬ 

mation acquisition behavior. Sixty-four subjects were pre-tested on attitude 

toward Negroes. The twelve high scorers and twelve low scorers were used to 

test the hypothesis that strong prior attitudes predispose a person to acquire 

less. information before making a decision on a relevant topic. Subjects were 

required to make decisions with the option of first acquiring additional infor- 

mation. These decisions were relevant to the attitudes tapped by the previously 

administered attitude scale. The data showed strong but nonsignificant trends 

between subjects who were very prejudiced toward Negores and subjects who were 

not. Highly prejudiced subjects took relatively less information and time to 
make decisions. 

Hoge's data differ from Pruitt’s in that his decision task tapped the same 

attitude area as did his attitude test, hence allow less latitude for general¬ 

ization concerning the dogmatic personality. Results are consistent, however, 

with the conceptualization of the low searcher as one who has committed himself 

so rigidly to a given set of beliefs concerning the correctness of certain 

attitudes and strategies that he does not seek new information which could cause 

him to change his mind about either the appropriate decision or the strategy of 
reaching the decision. 

While suggestive of personality variables responsible for the observed dif¬ 

ferences, Pruitt's and Hoge's studies were not performed within the context of a 

specific personality theory and hence do not lend themselves to very extensive 

theoretical analysis except on a post hoc basis. Harvey, Hunt and Schroder's 

theory (ref. 18) of conceptual structure was subsequently selected on the basis 

of its apparent relevance to our research and its power as a predictor of pre- 
decision behavior was empirically examined. 

A conceptual structure is a set of cognitive mediating links which produces 

a relatively stable group of techniques by which one receives, processes and 

transmits information. The complexity of a conceptual structure is a function 

of (1) the number of dimensions along which stimuli are ordered, and (2) the 

complexity and number of different schemata with which the perceived dimensions 

of information are organized. Persons whose information processing is character¬ 

ized by the use of few dimensions of information and simple integrating schemata 

are called concrete and those who typically process many dimensions of information 
and utilize complex integrative schemata are called abstract. 

"The greater the number of concepts and/or schemata 

simultaneously available for transforming a stimulus pattern, 

the greater the potential for these differentiated readings 

to be integrated; the more combinations of different inte¬ 

grations of the parts available, the more abstract the con¬ 
ceptual structure." 
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In theory, early training conditions establish such differences in con¬ 
ceptual structure. Concrete structures result when the training source: (1) 
determines the means and goals of the learner, (2) rewards the use of the pre¬ 
scribed means and attainment of prescribed goals * and (3) personally values the 
learner to the extent that he meets these criteria. Abstract structures are 
established when the training source: (1) allows the learner to select his own 
means and goals and encourages him to evaluate their acceptability in terms of 
feedback he gets from his environment, (2) rewards exploratory behavior (e.g., 
the learner attempts to understand causality, and to find new means and goals), 
and Í3) values the learner as a person apart from the evaluation of his achieve¬ 
ment . 

The first attempt to relate conceptual structure to decision making behavior 
consisted of recalling as many of Driscoll and Lanzetta's subjects as could be 
located, administering the Asch Test of conceptual structure (ref. 36) to them 
and correlating their degree of abstractness with the previously obtained measures 
of predecision behavior. 

Since abstract persons are characterized by more elaborate cognitive activity, 
it was hypothesized that abstractness would correlate positively with amount of 
information acquisition prior to decision, time taken to make each decision, and 
consistency of GSR measures. It was further hypothesized that mean GSR scores 
would be higher for abstract subjects than for concrete subjects. The correla¬ 
tions between abstractness and measures of predecision behavior are presented in 
table 6. 

TABLE 6 

CORRELATIONS BETWEEN ABSTRACTNESS AND SELECTED MEASURES 
OF PREDECISION BEHAVIOR 

Total Decision Time +.46* 

Mean Time per Query +.08 

GSR Variance across Problems -.20 

Mean GSR +.21 

No. of Information Acquisition Responses +.15 

Variance of Search Responses across Problems -.42 

*p less than .05 

Owing to the small number of subjects (12) and relatively low correlations 
obtained, the results were regarded as merely suggestive of areas of future 
investigation. The high correlation between total time and abstractness indicates 
that at some phase of the decision task, abstract subjects tend to deliberate 
longer. The negative correlation between abstractness and variability of GSR was 
interpreted as suggesting that concrete subjects experience differential arousal as 
they encounter or avoid ambiguity, and the positive correlation between mean GSR 
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and abstractness may be explained as a reflection of the overall increased 
cognitive activity of abstract subjects. The low correlation • . 
acquisition and abstrac.ness is difficult to ¡nrern™t * Í »^ '“T lnfc,n”atlob 
correlation between search variance and abattant * ' ouPle(i with the negative 

concrete subjects sometas «g‘g.d S^xt s «""^“.^io^urth" Z' 
tion of finding a clear-cut answer which would reduce their úncertalítv wwéas 
abstract subjects, sensing the lack of value of the addilionl? 111^!,;' !» 

lu°l“ n!.PUrChaSed> may haVe d - — their 

It was recognized that the low correlations obtairuM in «-kí^ % 
study could have been due, in part, to the poor obtained distribution 0!at0ry 
across the abstract-concrete continuum; of the ll slblllts relluíd °f «ores 
concrafp at\A nn c-»,k;* . , , s“Dj®cts recalled, most were 
s..ÎÏT!i!nfîd sYb ect yielded an extremely abstract score. The data seemed 
!h!f 1 r y pr0mlsine to PromPt a more direct and powerful test of lhe "lion 
that differences in conceptual structure are responsible for the lari, i^lvlâ , 
differences in predecision behavi n ,,n,-Un a*** t ror tne lar£e individual 
Sieber and Lanze^a (íef 39^ examW ^ . uncertain^- Accordingly, 
Struct..«. nnnKi ‘ . ^ examined the effects of an individual’s conceptual 

7 e"isLT o™:roai«ay;crdtre importance °f th' on th,nc:p:uu„a 
amount ol nll inlo^lol gllellled uncertainty, and 
on theories of arousal and conceptual structlrl?3 derlVed fron’ a mo<iel based 

_RÍM8ÍnnÍng Wlth Berlyne’S thesis that stimulus uncertainty elicits a host of 
possible responses, thereby eliciting conflict and nenn™, y ” . host of 
the amount of conflict eiicited is â^^tiol orbolî ^ that 
"importance" of the problem, we further IhlÎ lllmll" ^ 

their environmentale Simple 1^^1 ^ ^ 
thus may experience less uncertainty than wh! , !•!• ^formation, and 

llr/Tlr Ls one of the d.t.™!ne!s o! p^slo"ogl^ ’ 

and lnf°™ati0" «à as°aSfunction 

of pe relived s^íis^^.^rbirl“"!!“! lb"' 

the differences in training conditions a^lLlV^ÏI! ^".^«"“'difr" 

pe^^sI;e^^ur:L^avalu^o^stimu!iI^p:-yda-"d- 
behavior to ParceivlL™ ".s th» °f 

vu"r::“Ä^^-^,s!ar*aslfsbrc' p«-”? 
arousal elicited by stimuli increases ai a higher rate°thanXfoí con^rpe^soís?5 

concep^rrr:itair.anLc«"i:u!;.!nsi*:ítynv^t.pd"^d in”ract-Hoidin* 
environmental complexity and complexity of informâtion3^^ r®latlonshiP between 
environments contain too little infection to proc®ssin«! stimulus-poor 

ä,"T~H= » - K“»;.-1:™ 
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As a consequence of this interaction, quantitatively different relationships 

between environmental complexity and information processing would hold for indi¬ 

viduals who differ in complexity of conceptual structure. Figure 8 illustrates 

some of these differences: (1) information handling processes of concrete persons 

are less complex than abstract persons, holding stimulus complexity constant; (2) 

the differences in complexity widen as environmental complexity increases, up to 

some point at which persons experience an information overload and complexity is 

reduced. This widening of differences is due to the differential increases in 

both the number of variables recognized and number of ways in which variables are 

interrelated. 

(UNCERTAINTY) 

FigttAe 8. ComplixÁXij oí ln¿omatíon PAocdàòíng BihavioA 
ai a Function o¿ Conceptual StAucùuie and 
Uncertainty 

In terms of these theoretical considerations it was predicted that the 

greater the uncertainty and importance of a decision thè stronger the drive to 

acquire information in order to reduce uncertainty; the greater the abstractness 

of an individual's conceptual structure, the greater the complexity of his infor 

mation acquisition and processing activity; and the greater the uncertainty of a 

choice the greater the differences between abstract and concrete individuals in 

information acquisition and processing activity. 
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Th« experimental procedure was as follows Th« 

conceptual structure was administered to 332 D«rson! ComPletlon Test of 
abstract and the 15 -st :ïe 15 most 
sented with 20 sequential decision Drohl«m« .* 1S study* T^*Y were pre- 

consisted of identifying the ob sets deplcted on^îdl^h"'^1"^- Pr°MemS 
to themselves tachistoscopicallv for surc^iw ^ 1Íd® hiCh sub3«cts presented 
second each. They could look at each Dirt-n ** du^atAons of one-one-hundredth 
fixed duration of exposure before roakinv « T ?sfoften as th®y wished at this 

search and decision -sponser^e^c^dtî^ical^^"3 ‘ 

using the scaling techíiqurd^ihiroí SCaHng °f Problera material, 

slides used, l^wei^sol^ble ^e. ^could4’1 °f unc?rtai"ty* Of the 20 

commonly known object. The other 10 were unso"^!^ T** 
the subject matter was either so unus,,«] „T ’ •• Pictur« in which 

identifiable. The unsolvable pïct“ere Tj^TT* ^ ^ were not 
of which conflicted and was not amenabU to t0 prefent information much 
types of stimuli were used to LpTore ÍL diff r"CUt decision- These two 
problems having deterninate and indeterminat/^.T^ between Savior with 
abstract persons might behave differently fror/ lutl0ns* lt was reasoned that 
of indeterminate, unstructured environments persons only in the types 
which they developed thair characteristic blch resemble the situations in 

both solvable and unsolvable problem material was useTtõ^f/tÍiHot?"n. 

There were three levels of imoortanc« e-u , 
subjects thought they wer, pilot subjects ¿est?„ i““ lmporta"ce condition, 

medium importance condition^ subjects were told fhat eh0"* e<lulP,,ien,:- r" the 
a decision making study designed tn th * they Mere Participatinp in 

condition, subjects were told that they were^nart^f^eCt^* ■” the high imPortance 
designed to determine the relationship^ Intel K 10 3 decisi°n study 

some personality factors to quality of decision ifkinv fíf* P°Ínt and 
experiment very seriously. aecision making and were urged to take the 

Exploring first those results which h»a*, 
from arousal theory, amount of information and tim 7 °n thö Predictions derived 
monotonically with problem uncertainty as nredicí^ P°r did increase 
however, these dependent variables were not??ntrary to Prediction, 
search was curvilinearly related and time oer ml._!!1Ca related to importance: 

gesting either that an ext reme "amoun t "of^conf 1 ict "was"indue 1° ^ 
importance condition, resulting in breakdown cf- ï in?UC0d in the higb 
a norm of not searching was infdvertantlv e-'tahHch0^"3?1011 pro?essinK. or that 
instructions. In any event, further exolorat-í f ^ Vla tbe bA^b importance 
would seem desirable before firm ¿onclusíons aré ^a^0rtanc' «nipulations 

decision behavior, if unCertfiiMy an^importanc^, a"f?rtalnty.and importance on 
produce conflict, as Berlyne suggests the to 

between uncertainty and importance. The data vieS 3ny int®racti°n 
suggest that such a multiplicative relation!^/ lnteractions which 

the interpretation of the interaction is complicated^v^h b°th cafes» however, 
search was curvilinearly and not monotonically related^o ^ faCt th3t inforn,ati°n 
uncertainty-importance interaction (figure s/infor^i 1TIIPortance. In the 

n vrigure 9) information search was facilitateo 
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by increase in importance under conditions of high uncertainty, but not under 

conditions of low uncertainty. However, the general form of the curve (i.e., 

the monotonie decrease in search with increase in importance under low uncertainty) 

cannot be accounted for by the theory. The solvability-importance interaction 

(figure 10) may also be interpreted within the arousal theory framework by assum¬ 

ing that non-solvable problems elicit greater uncertainty than solvable ones. 

Again, comparing the level of information search elicited by low and medium 

importance conditions, amount of search elicited seems to be a multiplicative 

function of uncertainty and importance. 

Conceptual structure proved to be a strong factor in decision making 

behavior. The data are consistent with the theoretical conceptualization of 

differences between abstract and concrete decision processes, i.e., with the 

characterization of more abstract decision processes by a relatively greater 

openness to environmental ambiguity and information, leading to the examination 

of a larger number of choice alternatives, evaluation of these alternatives in 

terms of a wide variety of criteria, utilization of much information in order 
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IMPORTANCE 

F-cgoU 10. Mtan Hmb&A oj QueJUtò ¿o/i High and 
Lou Uncertainty PJiobten* over Thsiee 
Levet* 0(J Importance 

to effect the evaluation, and a tendency to remain cognizant of ambiguity and 
open to new information even after a decision has been reached. Persons who 
yielded more abstract scores on the Sentence Completion Test did, in fact take 
consistently more information, suggesting that they are more aware of and’ 
inquisitive about uncertain situations. This impression was further supported 
by their increase in amount of search as problem uncertainty increased: such 
search increases did not occur for concrete persons (figure 11). These results 
seem consistent with the notion that abstract persons perceive more dimensions 
of information, form concepts based on more combinations of these dimensions 
and habitually seek more information in order to have a more comprehensive m¡p 
of their environment. * 
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RESPONSE UNCERTAINTY (IN BITS) 

HguAi ÎI. Mean UmbtA Qhsjú&ò AbòtAact 
and ConcAvtc. PeMon& ovin. UnctxtcUntij 

The verbal responses of subjects were also consistent with the theoretical 

conceptualization of abstract and concrete behavior. Abstract subjects made 

relatively more qualifying remarks with their decisions suggesting that they 

tend to entertain more complex and conflicting hypotheses about the problems 

they attempt to solve. In addition, abstract subjects made a greater number of 

qualifying statements under high importance than under medium importance, but 

concrete subjects did not show such a difference. Greater post-decisional 

uncertainty was probably experienced by subjects in the high than in the medium 

importance condition, since subjects took less information in the high importance 

condition before making a decision. However, only abstract subjects gave verbal 

indication of this increase in post-decisional uncertainty, suggesting that they 

are less prone to employ dissonance reduction techniques. This may be a conse¬ 
quence of their training: in theory, they have been rewarded primarily for 

remaining open to information in their environment, while concrete persons have 

learned the importance of "being right the first time". 
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in ,.KS^nCj P«rsons are presumed to consider more dimensions of information 

iüíoueh ?he™r:fíLr%PredÍCt:d that their deCiSi°nS COntain — information? Although the main effect of conceptual structure was insignificant, the inter- 

th*R*naifftWeen unce^aAnt:>f ^ conceptual structure gave more information about 
these differences. Abstract subjects in the medium importance condition con- 

subje?tsyina^tÍ imo^r ^1°' in their ^cisiona, and abstract 

out^r:.ip^îLtr“ï«nS:d:ho"d a tendency to ¡~e 

The data suggest that there are certain limits on the extent to which one mav 
generalize from theory regarding the nature of differences in information process¬ 
ing between abstract and concrete persons. The data on number of qualifying state- 

df°Unt °f fddlt^onal information given suggest that abstract persons’ 

hi?r?mnor^nrCerínntyK1S ^ alWayS followed bV information processing: under 
inforT^??nn abstr?ct P61*80118 searched for less information, gave less 
information and showed less increase in information given as a function of un¬ 
certainty, relative to their behavior in the medium importance condition they 
accompanied this with a greater number of qualifying remarks, suggesting’tha/thev 

de crease ^ and^^? 
decrease in the information processing of abstract subjects under high importance 

XrV’ perhaps ? norm of not «arching was inadvertently cLmni- 

of eearch^an^Information^processing?5 ^ enïir0nm*"ts prod-‘ «P“ curtailment 

. With regard to the relative effects of solvable and unsolvable problems on 
decision behavior, there is little to indicate that one type of problem consistent* 
y reveals more meaningful behavioral differences than another. The differences 

between behavior with solvable and unsolvable problems mirrored to a lar eliten 
the differences between behavior with problems of low and high uncertainty 

respectively. Since abstract persons are more likely to cope with complex’environ- 
ments, the difference between abstract and concrete persons should be most salient 

varianc^with^th.^nscTvàh]COJ1|'eptua^ stf'ucture « fact, account for mor. 
variance with the unsolvable than with the solvable problems; however, this was 
more than offset by the greater variance contributed by individual differences in 

vidual^ariabi IT™ ^ “ °f thiS ^ditional sourclTf i i- vidual variability may be elucidated by further research. 

The data obtained thus far with regard to individual differences suggest a 
number of new research avenues. The inferred differences in cognitive dynamics 

U>tí , ° arrive at a decision raise questions concerning the nature of prior train- 
ing which resulted in these differences. Earlier, we discussed Harvey! Hunt and 

“I,5 ther*ical sP^ification of the types of environments which conduct to 

spéculâtive^n^the 7 CO”Crete conceP^al structure. These remain 
speculative in the absence of confirming research, however, and are in addition 
too general for theory testing purposes. Some specific questions need to be asked 
about the nature of abstract and concrete cognitions. For example, to what extent 
are they general within a given individual and to what extent are they topi- 

lS1^lf!C' What !S the sPeciflc content of an abstract and a concrete^de!'’ 

th.^relevant^imension'- ^°1S°n a"d R°«nPerg's (ref. 2) within which to define 
the relevant dimensions of information and the relationship between dimensions 
how would the matrices of abstract and concrete persons compare? One would expect 

individuals^ dl"enS1°"S or a c™P*rtmentalization of dimensions with concrete 
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A lack of initial information, per se, may be responsible for concrete styles 
of decision making since it provides less potential for conflict; hence persons who 
are usually abstract may be expected to behave relatively concretely in new 
situations when they have little conflicting information. This suggests that the 
form of information input alone may dictate the style of decision making. The 
interaction between uncertainty and conceptual structure would support this 
contention, i.e., simple stimulus inputs did not conduce to abstract decision 
processes in either abstract or concrete persons. Presumably, habit and ability 
differences produce the greatest differences in predecision behavior under high 
uncertainty conditions. This raises the issue of differences in strategy habits. 

Various techniques for attaining "cognitive balance" and hence reaching a 
decision in the face of conflict have been suggested by Abelson (ref. 1). These 
strategies vary with regard to the amount of information required and the nature 
of relationships which must exist between the relevant information. Through dif¬ 
ferential reinforcement, one strategy or another may become the dominant one for a 
given individual. The information and cognitive requirements of that strategy may 
then dictate the nature of predecision information acquisition behavior. More 
research needs to be directed at discovering the environmental factors responsible 

for the development of these strategy differences, 

CONCLUSION 

Several general issues directed the course of our investigations of infor¬ 
mation acquisition behavior. What are the conditions that elicit search? Under 
what conditions is a search response maintained? And, related to both, what 
variables determine the cessation or termination of information acquisition 

behavior? 

One form of normative decision theory suggests a deceptively simple hypothesis 
to account for the instigation, maintenance, and cessation of search activity. In 
choice situations characterized by risk or uncertainty a decision maker will (or 
should) instigate a search for information when the expected gain of basing a 
decision on the additional information exceeds the cost of the search ani/or infor¬ 
mation, and he should continue to search until this inequality reaches equality or 
reverses itself. When precise knowledge is available of the probabilities of out¬ 
comes associated with the choice of particular alternatives with and without addi¬ 
tional information, a decision maker should base his search decision on this 

knowledge. 

In sequential decision situations it is reasonable to assume a distinction 
between decisions leading to environmental consequences of value or profit, and 
decisions leading to the acquisition of information on which decisions of the 
former type may be based (ref. 22). Information of potential relevance to decision 
may be directly available to the decision maker, requiring a minimal "search" 
effort, or may require active acquisition behavior and be relatively costly in 
terms of time, money, or effort. In the latter case, the decision to seek infor¬ 
mation has implications for the profit that can ultimately be obtained since the 
"cost" of the information must enter into a calculation of profit. A "rational" 
decision maker would presumably be guided by the value of the information as well 
as its cost in choosing whether to invest in information acquisition or not. 

But how should a value be assigned to information? Several alternatives are 
available; the one suggested here as a reasonable and simple assumption is that 
information has value to the extent that it Increases the probability of choosing 
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the alternative which yields the most favorable outcome. If the outcomes are 
being correct and receiving a prize or being incorrect and receiving nothing, 
then information has value to the extent that it increases the probability of 

acauire8informal^' alternatlve- ‘n.ten"s °f this assumption the decision to 
acquire information may De treated in the same manner as the ultimate decision, 
in Coombs terms as a pay to play" decision situation. Some probability of 
^ür1!! a Pey- exiats prior to obtaining any information and new information 
My or may not increase this probability. The expected "value of an inquiry" 
(ref. 27) is then assumed to be a direct function of the change in probability 
or choosing the correct alternative, the utility of the prize, and the utilitv 
of the cost of the information or, ^ 

E.V. ■ ü(z) [Pa - Pfa] - U(c) 

where z - prize, in dollars 

U(z) * utility of the prize 

P«,P6 • probability^ success after and before the new information, 

C • cost of information, in dollars 

U(c) * utility of the cost of the information 

uúrCPa"-1pb1Uíemrlíld hV° ai,Uire the additior,al information when 
base when U(z/ [Pd - P6] < U(c) 3 deC1SÍ°n in tarl"S of th‘ Present information 

that r^CbUitrÕrõavÒíf inf°rmation.is acquired in discrete "packets" and 

of payoff tin Ii aCw“ n a neu.pa<:ket- i" th' onual case the probability 
r payoff will be an increasing monotonie function of the number of informAtinn 7 

nîu™S STbCe lnf°™a!i0n eoP'rnliy «sists in the selection cf a co^ct a er- 
nanve. The association of a probability of payoff with every Information level 

ie computation of an exnert#»a vai.w* t_,. r .. ^ le ei 
Pq W(zJ .ülc) 

allows the computation of an expected value for each level 

where Pq • probability of payoff with q information packets 

U(z) • utility of payoff 

UicJ • utility of the cost of each information packet 

q • number of information packets 

A reasonable rule would be to acquire that amount of information whirh 
the maximum expected value. This rule would ,,,-.ta _ nrormation which yields 
obtained by successive application oí ldentical that 
situations in which probabilUy oî pLo« U I ^tn^c f““ f°r *n 
of information packets. V "»"otonic function of the number 

Jhen the decision maker does not have precise knoui.Hc nf . 

difficult^ a iaCh infan"ation leval th* ’Nationality" cri?^ï« °f 

stancee subjects will expect tbe probability oi successful l^Vïnc^^th 
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the amount of information available at the time of decision and that this prior 
expectation will be reinforced* since in most decision situations "better" 
decisions are made when information is available. Thus subjects subjective 
probability of success* initially* would be a monotonie increasing function of 
the amount of information acquisition and, with experience, should approach the 
"true" probability of success. Of necessity, such subjective estimates of the 
relevant probabilities would have to be utilixed in applying the 'rational 

criterion suggested. 

The results on information-seeking responses (queries) do not support an 
expected value maximization assumption of the experimenter controlled objective 
probabilities of payoff are used since for all cost-payoff conditions* expected 

profit is greatest when the maximum number of queries are made. 

However, a post-experimental questionnaire indicated that subjects' esti¬ 
mation of the cost-payoff function was quite at variance with the experimenter 
controlled objective probabilities. The subjects’ subjective expected profit 
function for the $.05 condition remained monotonie increasing, but for the other 
cost-payoff combinations there was a transition from higher to lower expected 
profit occurring at progressively lower information levels. 

TABLE 7 

APPROXIMATE AVERAGE SUBJECTIVE PROBABILITY ESTIMATES 
AND EXPECTED PROFIT-QUERY FUNCTION BASED 

ON THESE ESTIMATES 

Queries Sub;]. Prob. 0-5 1-10 5-30 10-55 

0 

1 

2 

3 

4 

5 

.20 

.30 

.40 

.50 

.70 

.75 

$.01 

.15 

.020 

.025 

.035 

.038 

$.02 

.02 

.02 

.02 

.03 

.025 

$.06 

.04 

.02 

0 

.01 

-.025 

$.11 

.065 

.02 

-.025 

-.015 

-.087 

In terms of these functions and a maximization of expected profit assumption, 
a decrease in search should be evident over the increasing cost-payoff combi¬ 
nations, a prediction clearly consonant with the obtained results of our early 

experiments. However, for none of the cost-payoff conditions did the average 

number of queries equal the information level of maximum subjective expected 
profit. Thus, in only a limited sense, is the subject's behavior consistent 

with the "rational" criterion proposed. 
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ment of'thl^del^f füpPort father refinement end develop- 

,.,“æ: “Sä“;-.;;": “.sr“" 
ramework of the theory, variables exert their effect on search by modifvii« a 

naÎoffHeXTîrrSî "b* UtÍ1Íty °f the C03t of information, or the utUUy of 
payoffs. Individuals presumably differ in their estimation of orobabnîtiL ! 
the value thov attach tn t-ho • Probabilities in 
acouliition Ld (! l Í «fío«, time, or money involved in information 
additif virion, «fî V ? ft,,ched to th8 consequences of a decision. In 
ddition, various situational factors, such as time pressure, would be exnert.rf to 

f^trur^r^^r^t1^ iri:7^ut:\\r:e:"¿r:hr :rv:““d 
search bfaehavior^* ^ encompassing th. variables demonstrated to have «IfÄ 

The above considerations provide one basis foe t , • 

^“;on ^“«ÍOn8 WhiCh incl“de a ¿ «X aS “o«i~í oÄn 
«diction «Íeo^l^^T“10" P”“1«1“- tan aise b. Mde from a drivT 
eduction theory although not so precisely or easily since the anniira+i™ 

requires identification of the drive evokinc stimuli 
and the conditions which serve to «duc. toîvê a^“hur^Ôrcí ÍÍ. *S’ 
With respect to cognitive processes there is considerable disagreement andV °r’ 
fusion on all of these points. laeraoie disagreement and con- 

Most "cognitive" theorists would probablv aeree wit-h rh- ^ t. 
form of dissonance, or incongruity is a 1:., “«'«"»nt that some 
behavior either dirêctlv (ref .Î ! i condition for eliciting search 

between stored cognitive elements such as beUefü? PUtS’ °r * dlsc«pancy 

Whatever its source, dissonance functions as a drive In «um + í,, 
that conduce to the mitigation of the dissonance One p^^bU c^re.8 ol .^H^ 

For eZpÍ;:, a"SnLU™nn»cÍnber^eCÍnfurmeÍnn^eorfUy ÍS inf0rmati0n -^-ition. 

be removed by checkinTrobí«”rê rec^il^cTÍettenT:“;8^^!^ 

tnrreaonwoTo”:e^rnth\Vt^afLo^ 

emotional distress or arousal, between the evoraHnn Af • intervening event, .• ^.__ . ^uaax, uetween tne evocation of mconeruitv and th» «iía 

cSu?: taheSenarsC crn^ein ^^^n^l^aü^rrf “S“Ld 
or reorganizations of, info^t^Â“ Is8” «u^ 

A similar line of reasoning may be followed when the stimulus conditinn« 
elicit response conflict and/or uncertainty. Presumably "uncertain” decidlo 
situations evoke response conflict since the choice^ a "best^aîte^et " • 

n«S'ifIr,saThann™Iare T* subj'dtl«.P-hability of a desireT^reo™ 

Of the tendency to select A, and similarïy'for'aUernltivesT^^ thytr^ßth 
assumes that this anticipatory response Jrength“™;/^™!^’^ p^îiity 

165 



of the response then an information measure of response uncertainty can be derived 
from the decision makers subjective probability distribution relating alternatives 
to outcomes. More important, one would expect such a measure to be directly 
related to the degree of induced conflict and thus to various indicators of 
emotional distress and arousal. There is evidence to support the contention that 
arousal is a concomitant of conflict (ref. 32) and uncertainty (refs. 6, 33, 38) 
and that such arousal functions as generalized drive. 

Thus, increases in response uncertainty should result in increases in arousal 
which constitute a basic determinant of generalized drive level. The strength of 
responses previously instrumental in reducing uncertainty should then be increased, 
as reflected in higher probabilities of response evocation. Since information- 
seeking presumably has a long and successful history in reducing uncertainty the 
probability of information-seeking responses should increase with increases in 
uncertainty. If one assumes that increases in disjunctive reaction time reflect, 
in part, more "search" activity then the large number of studies demonstrating a 
positive relationship between uncertainty and disjunctive reaction time would 
support the assumption that increasing uncertainty results in increasing search 
behavior (e.g., refs. 3, 20). 

Our results on information acquisition are in accord with the assumption that 
increases in uncertainty result in increases in search behavior. The relationship 
between uncertainty and search appears to be negatively accelerating reaching an 
asymptote at about 3 bits of uncertainty. A similar asymptotic level is obtained 
for a plot of subjective uncertainty vs. objective uncertainty suggesting that 
subjective uncertainty is the important motivational variable. The results on 
"arousal" though somewhat ambiguous, do not support the assumption that arousal 
plays an important mediating role. 

The non-linear relationship between information acquisition and subjective 
uncertainty can be accounted for within the "drive" framework by assuming that 
other responses, incompatible with search, are also strengthened as uncertainty 
and thus, motivation arousal increases. For example, it is conceivable that 
"internal" information search and symbolic information processing acts are also 
"aroused" by uncertainty and may, in fact, be dominant. When faced with un¬ 
certainty the organism may first search in memory for information which can 
provide a basis for choice and attempt to evaluate and integrate such data to 
assess its implication for the problem at hand. Only when these processes are 
completed and only if they fail to produce data of relevance, will the organism 
seek to acquire further information. Even then, since new information is rarely 
coded in a form suitable for direct application to a specific problem, these 
symbolic processing activities may again be evoked. Thus, at any stage in the 
sequential decision process the organism may be faced with a conflict between 
choosing on the basis of present information, seeking new information from the 
environment, and conducting a more intensive and extensive memory search and 
processing of recently acquired or stored data. 

The development of a model to predict the transient dominance of one or 
another of these responses is obviously beyond the scope of this paper, but one 
can suggest some of the variables that may be important. The amount of relevant 
information in immediate memory, the similarity between the present situation and 
others experienced, the difficulty of understanding and synthesizing new infor¬ 
mation available, ability to process data and search memory, all should effect 
the relative priority the organism places on acquisition of additional data versus 
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the processing of stored data. Thus, for example, one would predict less time 
devoted to information acquisition the greater the amount of information currently 
available, with the termination of information seeking being a function of the 
difficulcy of processing the information. 

Indirectly implied in the above formulation is the assumption that infor¬ 
mation search would not occur under conditions of certainty. As Berlyne (ref. 5) 
and others (refs. 17, 25) have noted, however, there is some evidence that 
organisms tend to maintain a rather specific amount of "arousal tonus" and thus 
by inference, would prefer situations of some uncertainty. This suggests that 
information-seeking would not be initiated at zero uncertainty but at that level 
of uncertainty which produces arousal greater than a preferred level of "arousal 
tonus". The probability of search should then increase with increasing dis¬ 
crepancy between a preferred uncertainty level and the level of uncertainty 
induced by the choice task and should terminate when the preferred uncertainty 
level is reached. Our results on residual uncertainty suggest the existence of 
an "uncertainty-commitment" threshold for decision. This may be a manifestation 
of an attempt on the part of our subjects to maintain a preferred level of 
"arousal tonus". 

Our data on "personality" differences in search behavior support and extend 
the proposition that subjective uncertainty is a strong determinant of search 
activity: the complexity of predecision information processing increases as a 
function of problem uncertainty and of complexity of conceptual structure. These 
two variables interact so that the complexity of abstract persons' information 
processing increases more in proportion to increases in stimulus uncertainty than 
concrete persons'. Such data were obtained for all three indices of complexity 
utilized: amount of information search, number of qualifying remarks accompanying 
decision, and amount of additional information generated and given with the 
decision. 

The data suggest that the determining factor responsible for the individual 
differences is the degree of perceived uncertainty; abstract persons perceive 
more uncertainty in decisions than concrete persons. Abstract persons apparently 
encode a greater number of dimensions of information from most stimuli, their 
integrative schemata within which they organize the information are more complex 
and more numerous, and they have a greater tendency to seek multiple interpre¬ 
tations of situations, hence find themselves faced with a greater number of 
alternatives than concrete persons. 

If, as we have previously theorized, subjective uncertainty acts as a drive 
state which may be reduced by information, then these differences in conceptual 
structure which cause differences in perceived uncertainty result in different 
degrees of motivation to engage in information processing. 

Undoubtedly, differences in drive are not the only determinants of indi¬ 
vidual differences in predecision behavior. Differences in conceptual structure 
would also result both in differences in perception of the problem base and of the 
ways in which additional information is seen to relate to the problem. The value 
of information is thus subjectively determined: it depends upon the way in which 
it adds to the existing knowledge, which in turn depends upon the conceptual 
organization of the individual; once information is acquired, the ways in which it 
is integrated with existing information would depend upon the way in which that 
information is organized. 
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So far, we have avoided confronting the issue of "what is the reinforcement'1 
for information search. Two possibilities exist, the occurrence of a desired 
outcome, e.g., a payoff, or subjective uncertainty reduction. 

In the studies reported the two factors are somewhat confounded as they 
probably are in most complex decision tasks. However, in the procedure employed 
the probability of payoff increased more rapidly than subjective uncertainty 
reduction (table 7) and, thus, the assumption that uncertainty reduction serves 
as a reinforcer could account for the generally low level of information acqui¬ 
sition by our subjects. The assumption could not in itself, however, account for 
the differences between cost-payoff conditions in information-seeking. 

If the expectation of uncertainty reduction were a function of the cost of 
information, i.e., the higher the cost the greater the expectation of uncertainty 
reduction, and if a positive discrepancy between obtained and expected uncertainty 
reduction served as the reinforcer for search, the cost-payoff results could be 
explained. The higher the cost of information the greater the expectation of un¬ 
certainty reduction and the greater the likelihood that the obtained reduction 
will be less than the expected. Reinforcement for information search would then 
be less likely the higher the cost of information and the asymptotic level of 
queries would be lower the greater the information cost. 

It is apparent that the collection of concepts and propositions discussed 
constitute the bare beginnings of a theory of "search" behavior. The "theory" 
is neither an S-R nor a consistently need-reduction one, but borrows freely from 
both traditions. It is based largely on the concepts advanced by Berlyne (ref. 
5) and thus focuses on unceitainty as an important intervening variable. For all 
organisms there is some optimum level of uncertainty greater than zero, and 
displacements from this level elicit responses which have been instrumental in 
the past in reducing incertainty. Information acquisition and symbolic infor¬ 
mation processing activities are two responses assumed to have high habit 
strength under conditions of uncertainty and thus have a high probability of 
being elicited. Since such responses tend to restore the organism to its pre¬ 
ferred uncertainty level they are reinforced. 

To account for the obvious importance of "cost" variables the concept of an 
expectation for uncertainty reduction is introduced. Information search is 
reinforced only if the uncertainty reduction which results from search exceeds 
the expected rate of uncertainty reduction. The latter variable is assumed to 
be a positive function of information cost, importance of the problem, and 

initial level of uncertainty. 

The major appeal of the "uncertainty" theory is its potential for handling 
affective states which have been sorely neglected by investigators in the study 
of decision making. Its major deficiency is the relative neglect of "rational" 
factors in choice behavior. Organisms are neither computers that impartially 
weigh and evaluate costs, payoffs, and probabilities, nor irrational, impetuous, 
seekers of equilibrium in drive states, whatever the costs. Presumably, they 
exhibit some facets of both idealization in their decision making behavior; the 
task is to determine the nature of the rompromise. 
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DISCUSSION OF LANZETTA'S PAPER 

HimXMLOCHER (Discussant). I would like to comment on the interesting result that 

people stop gaining Information short of a maximum level, even when they were not 

charged for asking questions. You mentioned time and effort as possible "stoppers" 

of information acquisition. I wondered whether the subjects were actually sure of 

the answer at some point short of complete question asking? Have you counted that 

out, i.e., that the probabilities were actually quite low, so they were not short? 

I also wondered whether the subjects really didn't anticipate any further 

information? Is there, for a particular task, some uncertainty level at which 

people feel they don't want any more information? There are certainly situations 

where people try to get as much information as possible, and I believe it might be 

interesting to discuss the relevance of the task to the number of questions asked. 

LANZETTA. The issue of subjects not acquiring all the information, even under zero 

costs, is one that Ward has raised previously about the first study under the one 

cost condition. I don't know what it is; we have done some interviewing of 

subjects, and it seems to be, in part for some subjects, a function of their con¬ 

ception of what a good decision maker is. A good decision maker is not one who 

needs all the information. Any damn fool can make a decision when all the data is 

in. So, you get some subjects that presumably terminate search just for, well, a 

kind of consistency with their self concept, the concept of what decision making 

ought to be. For others, I think you probably do find they do not anticipate that 

they will gain very much. That is very plausible in the first study, less so in 

the concept attainment task where they have a sheet of paper and may cross off the 

wrong concepts, and the amount of uncertainty reduction is constant per query and 

is almost as high as half a bit per query. Even here, they terminate prior to 

reaching that threshold. This still may be reflecting not so much that they don't 

anticipate getting anything on the next query, but that they anticipate, and know, 

from prior problem experience in our situation, that even if they take all the 

queries they will not reduce the uncertainty to zero. So, if you are going to have 

to take a risk, maybe you ought to stop at this risk level. There may be operating, 

in essence, a preference for a particular risk level which gets reflected in a 

preference for an uncertainty level under conditions where uncertainty cannot be 

reduced to zero. Now, since I think most of the decisions that a lot of us are 

interested in are probably of that sort, that is, situations in which, in fact, 

you cannot reduce your uncertainty to zero, this may be quite relevant. 

HUTTENLOCHER. It would be interesting if this being able to make a guess early has 
the higher utility. 

ROBY. In a task we have used, a kind of mechanized "20 Questions" in which un¬ 

certainty can be reduced to zero, subjects will stop at about one bit. It is, I 

think, a kind of sporting feeling, that it's more fun. 

LANZETTA. If you increased the importance of the decision you would probably be 
able to force search further. 

BERLYNE. This may relate to the point I was making this morning, this great over- 

lap of extrinsic and intrinsic exploratory functions, even though it is a good 

thing to separate them experimentally. When you're gambling, part of the reward 
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comas fro» th# inon#y or whatever else it is. You also get son» reward from 

reduction of curiosity, whether you win or not. If you still have residual un¬ 

certainty you don't deprive yourself of this extra reward. It's a pity that the 

subject could not be rewarded without knowing whether he has been or not. I 

think your last suggestion would be interesting to try out. If you made it so 

very, very important, in the way of a gain or loss or both, dependent on the 

outcome, then I suspect subjects would reduce their uncertainties as much as 

possible. It is not just a matter of uncertainty. The matter of conflict goes up 

as uncertainty goes up, all things being equal. Also uncertainty can be held 

constant if what is at stake goes up. The idea of tolerating uncertainty for the 

fun of getting the answer, probably only works if you have moderate uncertainty. 

If you have to wonder whether or not you're going to be shot in the next five 

minutes, the fun of finding out might be a minimum consideration. 

EDWARDS. You can reward people without having them know it, and I'm engaged in 

doingsuch an experiment. I can't tell you yet how it came out, since it hasn't 

been completed. 

BERLYNE. Can you tell us how it’s done? 

EDWARDS. This is a one-armed bandit situation, and the subject on any trial has a 

choice of observing or predicting. If he chooses to observe, he sees which event 

of the two he might have predicted was in fact the one that would have occurred. 

If he chooses to predict, he gets no formal return whatsoever, but a counter off 

in the next room counts whether he's right or wrong and if he's right he gets 

paid later on. If he guesses wrong, he loses ten cents, later on. 

BERLYNE. He knows that it's going to matter and that he better dam well be right, 

because it's going to matter to him and he knows what the payoff function is; he 

just doesn't know anything until he's all done. 

I'd like to say a word about John's more general feeling about the degree to 

which the subjects were rational, particularly in the first experiment. This is 

one of these experiments in which there is the inside view and the outside view, 

and the inside view is known only to the experimenter and God. The question being 

asked is irrelevant and the information being acquired is irrelevant, and nothing, 

in fact, of all of the elaborate cognitive structure being presented to the subject 

means a single solitary thing except the number of times that he pushes that button 

and pays a chip for one more item of information. But of course the subject 

doesn't know that, and since he has only 25 trials, he doesn't have much of an 

opportunity of finding out. Instead, he has an elaborate, complicated story that 

gets presented to him on a ground glass screen, and every time he puts a chip in, 

he gets an increment of two or three further sentences contributing to this story. 

It seems to me that when the subject's conception of what the world is all about 

is so grossly different from what the experimenter's conception of what the world 

is all about, it is not markedly surprising that rationality defined in the 

experimenter's world has relatively little relation to what our subject rationally 

or irrationally chooses to do. 

LANZETTA. That would have plausibility except that I presented some data on sub¬ 

jective“probabilities which showed behavior was not "rational" using subjects' own 

estimates of the probabilities of being correct, given the information items. 

Obviously, I don't consider the objective probabilities a very good definition. 

They were not employed to test the rationality assumption. Frankly, they were 

employed to minimize individual variability in the utilization of information. 
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Certainly, in the third study, what you are saying would not hold at all. The 

experimenter’s view of the situation and the subject's were exactly identical 
and we got essentially the same phenomena. 

EDWARDS. Furthermore, in the subject's conception of what his world is like, 

subjective probability must seem like rather a strange animal because it’s as true 

that some number representing how likely he is to be right as a function of the 

number of queries he makes is irrelevant, if he is really thinking about the 

complex story. It’s just as true for the subject that the number is irrelevant as 

the number inside your head is irrelevant. It isn’t a number type of problem for 
the subject. 

SHUFORD. I’d like to suggest another reason for why subjects did not look at every- 

trungT^ You could have designed the experiment so that the optimal amount of 

information to be gathered varied over the whole range from zero to 6. Maybe the 

subject has a possibility of knowing or learning that this varies. Instead, in 

these axperiments, if each time the optimal amount of information that he gathered 

is all of it, it is pretty obvious to the subject. The subject wants to please or 

he wants to ruin you, one or the other. Say he wants to please. One of the things 

you are measuring is how much information he looks at, and I would suggest that the 

subject is going to vary under these conditions where each time the optimal thing 

is one fixed extreme value, and that the subject is going to vary this from time to 

time just in order to please you or get some kind of differences here. Is there 
any further experimentation concerning that point? 

LANZETTA. We have plotted data showing these trial by trial effects. These were 

attributable to the nature of the problem and the perceived uncertainty reflecting 
the subject's presumed response tendency. 

SHUFORD. It just ¿eems as though you have it loaded against him looking at all of 
it all the time. 

LANZETTA. Frankly, that wasn’t the thing of most interest, whatever we postulate 

as the variable for accounting for why he did not acquire all of the information. 

The real issue is how to account for the fact that he took less and less as the 
cost-payoff schedule went up. 

EDWARDS. The information cost more and more. 

LANZETTA. Yes, but the payoff is simultaneously going up more and more. You can 

see the important thing is not only the fact of failure to acquire all of the 

information when it was of zero cost. I think that is very interesting, and can 

be accounted for in a variety of ways, but I think more interesting is the finding 

that their behavior varies as a function of perceived uncertainty, cost-payoff, 
time pressure, level of aspirations, etc. 

EDWARDS. If these subjective probabilities you got from your subjects were, in 

fact, relevant to their behavior, then you could, of course, predict what you 

found, because they would simply say that the probability of getting the prize is 

not as great as the official value that you use, and consequently, the incurring 

of a cost in order to increase that probability isn't going to be sufficiently 

worthwhile. Subjectively expected utility will decrease, as your arithmetic 
shows, by virtue of that. 
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LANZETTA. That is what I pointed out, that in a limited sense they do seem to be 
consistent with some notion of at least being aware of the expected value of the 
information, though certainly, not in any detailed sense consistent with the 
prediction. 

HUTTENLOCHER. The finding that less queries were made with a higher level of 
aspiration struck me as somewhat unexpected. 

LANZETTA. Those differences were not significant. The variability thing is 
really, in some sense, more interesting and you seem to get greater variability 
under 50% level of aspiration. I'd like to ask Jack if this seems to be something 
you would predict from achievement motivation. Would you predict much greater 
variability? 

ATKINSON. Hay I ask a question about the experiment? You told the subjects what 
percentage of college students could get the solution? 

LANZETTA. That was our level of aspiration in the first study. 

ATKINSON. And were the subjects random samples of students or volunteers? 

LANZETTA. No, they were not. In this experiment they were obtained out of ROTC 
and gym classes. 

ATKINSON. Let me say a word about this in terms of the theory of achievement 
rnrnrnrnrnrnrnrnrngmammmtimmi^fm * 

motivation. The strength of motivation to succeed at the task should have been 

highest in your 50% level of aspiration group, if the students believed that they 
were typical of the student population you were talking about in stating the norm. 

We tell students that 50% of college students can get the solution to this and 

later on if you ask them about their own abilities, they all think they are in the 

upper quarter. There’s a little slippage between using a college reference norm 

and inducing a subjective probability of success in a particular group of subjects. 

My hunch was, as you presented data, if anything, your students thought of them¬ 

selves as better than average students, which might mean, subjectively, your 25% 

condition might have been the more motivating condition of the experiment. But if 

so, then following what Dr. Berlyne said this morning, the competition involved in 

these conflicting decisions should have been greatest there, and produced more 

March for information. 

LANZETTA. Well, actually it did, 

ATKINSON. That sounded fine, until you showed the greater variability in the 50% 

condition, and the unique feature of that left me up in the air as to what I 

should conclude. 

BERLYNE. Somebody drew attention to the magic number of one bit, that is, one bit 

residual uncertainty. The subjects in your situation left it at one bit as the 

favorite uncertainty. One bit of uncertainty came up in Ward's experiment on 

gambling preferences. 

EDWARDS. I know what you're referring to, but I'm reluctant to say that is an 

uncertainty type of effect. 

BERLYNE. It's still one bit again. 
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LA_NZETTA. SooHsbody tested this in a psychophysical ^ 
something like .85 bits. > y 11 JudS®«nt type test and got 

BCFXYNE. I have come out with a magic number. 

piv T;;- ■“ r izrrr;:»"t 
knows what is coin, on at all ÔH™ ï c°"P^x that the subject never really 
the subject's mind. I mean for instance' ;"C " t'J’Plausiblllty might arise in 
be the least likeW of tt. llteinaHv^ * ?h°Se “hat h* '^t to 

told. "Sure enough, you're right,'' you'd th”k aloibt'mighi arise?^ ^ 

that because we consider every alternative'equally'iik1!0'8^ t0.clear up the fact 
to be reinforced, that doesn't nwta'The^b^s îid Js’a "îe15' ^ 
is what our uncertainty measure measures. From the subject's'nnÍ't ° r ' til’S 
were not all equally plausible answers. On some of the ÓÍÒblems th ° Vl"“’ th'3e 
lugh prominence accorded to some responses, that is a lar« ^Horît” f“ 
saw that as the most likely correct decisión v , g maJorlty of subjects 
sented. I'm sorry I even raised the issue eXceprÏhatnirish- CÍr™mstfnces P™' 
experiment. All this is. in essence, is an attempt to L Æ ?ÔÒk Vi" 
subjects are going to differ in intelligence et/ but pó iiV ^ ^ 1 kn°" 
keep that kind of confounding variable out of our'in W • ^*,able t0 
that is, we'd like to study their behavior unco„foÍnd^V/ïeîr^P •/"e51“''“31" 
the information, so we simply reinforce them in « - Y thelr ablllty to process 
assume they did process the L format in/ coVctív /d/oL* T ^ that wiU 
All we can do is build evidence through observatior ofV S°me correct decision, 
the subject is faced with a choice. You could/ntLWPP"'!;?t confact "he" 
attention to the response box, just reach over and slan Ü /° su^act.“ould Pay no 
is not the way it seems to go. The subject sits the/// /’ V? ln faCt' this 
and starts putting It in and then briügí it back- // /i 3 i P ln his ha,,d 
make a response j then changes his mind and goes back and/,/// V a,)d starts t0 
and looks at the new information, obviously debatine // / the chip in the slot 
native. ^ at mg over the choice of an alter- 

FLOOR. I have done some work which ^uoooc-i-d 
correlations with the kind of variability you foínd IndT Personality 
variability to be at least in part a function of asoirati/"0 v h3t y°U dld flnd 
induce it. Do you have any other observations as sue/ i/i.h/“.3 9"Pt*d t0 
ment that might be interesting? * insiEhts fro,n your experi- 

TRe^correlatlonsZetweenZheseZariousZim/and ^ ^ ^ ^ variability rather than against the search costsZ/Z/îv/.^//////‘"tried 

FLOOR.. Being variable sometimes seems 
experiment. The subject is testing the 
testing him. 

to be an important way of reacting to an 
experimenter, while the experimenter is 
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SOME NEGLECTED VARIABLES IN CONTEMPORARY CONCEPTIONS OF 

DECISION AND PERFORMANCE* 

John W. Atkinson and Dorwin Cartwright** 
University of Michigan 

A few decades ago, psychologists frequently got into heated debates over the 
desirability of attempting to construct a theory of an active organism. The debate 
has subsided, and as we review the various conceptions of determinants of Perform¬ 
ance and decision that have been proposed, it is quite clear that we have so far 
settled for a theory of a reactive organism. Our attempts to develop formal state¬ 
ments of how the impetus to act in a particular situation is determined invariably 
presume that initiation of a tendency to respond resides in & stimulus. We tend to 
begin our conceptual analysis with a stimulus. Just as Aristotle found it impos¬ 
sible to conceive the cause of terrestrial motion without positing the action of 
external force, we find it extremely difficult to conceive the possibility of an 
active tendency to perform a response without an immediately present stimulus 
somewhere inside or outside of the subject we study, as the cue or trigger or’in¬ 
stigation. Yet neurophysiologists have thrown away the stagnant picture of the 
brain as a machine designed to turn off excitations from outside. They are begin¬ 
ning to yield a new picture, one in which an active brain selects what shall and 
what shall not be stimuli for it (ref. 17). Does psychology lag behind in its 
conceptual and experimental analysis of the determinants of preference and perform¬ 
ance? We think so. 

Our intention in this paper is to propose some ways of shaking off the con¬ 
ceptual shackles of the traditional stimulus-bound view of the determinants of 
decision and performance. Our argument points towards an adequate theory of an 
active organism. 

*This is a revised version of the paper given at the symposium by John W. Atkinson. 

**The basic argument of this paper was the focus of a series of discussions be¬ 
tween the authors during 1960-61 which explored the relatedness of the conception 
of motivation which has evolved in studies of achievement motivation and Lewinian 
Field Theory. One of us (JWA) was then ="pported in a historical survey of 
theories of motivation by a Guggenheim Fellowship while the other (DC) was a Fellow 
at the Center for Advanced Study in the Behavioral Sciences, the locus of our joint 
activity. We are indeed grateful to both sponsors for providing this opportunity 
for collaboration. This paper is a particular phrasing of the general position 
developed in these discussions. It was prepared for oral presentation by the first 
author and was designed both to suit the requirements of a symposium on predecision- 
al processes and to make explicit the relationship between contemporary research on 
personality dispositions and some of the conceptual problems of decision theory. 
We express our appreciation to our colleague David Birch whose criticism has 
helped to clarify the argument. 
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The ideas we will present have evolved in a program of research on achievement 

motivation and performance (ref. 2, chapters 20, 22, 42; refs. 8, 9,). The-aim of 

this work has been twofold; (a) to improve technology for assessment of individual 

differences in personality; and (b) to develop a conceptual scheme which ^plains 

how dispositions of personality, assumed to be relatively general and stable char¬ 

acteristics of a person, combine with more specific and transient situational 

influences to determine the direction, vigor, and persistence of action. We be ieve, 

in the words of a popular song, "you can't have one without the other . Certain y 

there will be no useful technology for assessment of individual differences in 

personality until there is some principle relating what has been assessed to behav¬ 

ior. Nor, we believe, are we ever likely to have very useful explanatory schemes 

for * decision making and performance until assessment of relatively stable properties 

of the persons we study becomes as integral a part of experimental analysis of de¬ 

cision making and performance as the assessment of the mass of an object is to the 

study of motion. 

There has been a considerable evolution in thought about what causes the 

■mpetus to perform a particular response. In the early days of behaviorism le.g., 

Thorndike (ref. 21), Watson (ref. 23), and Pavlov (ref. 16)] the stimulus alone was 

thought to provide the impetus or motivation of the response. The important issue 

seemed merely to account for the strength of the connection between S and K. This, 

it was believed, would yield a useful explanation of the probability of occurrence 

and latency of the response. The so-called "purposivists" of these early days le.g., 

McDougall (ref. 15); see also Woodworth (ref. 24)] argued vainly for quite a long 

period that a particular S-R incident had to be viewed within the broader context 
of goal-seeking activity which they held to be generally characteristic of living 

organisms. The "purposivists" emphasized the importance of the anticipated conse¬ 

quence of a response (the goal) as a determinant of the impetus to perform the 

response. The programmatic principles of performance presented by both Tolman and 

Lewin, beginning in the 1920's, focused attention upon (a) the degree to which a 

given consequence was anticipated, and (b) degree of preference for that type o 

consequence, as immediate determinants of performance. Tolman (ref. 22) introduced 

the concepts of expectancy of the goal and demand for the goal; Lewin (ref. 13) re¬ 

ferred to the potency, psychological distance, and valence of a goal as variables 

which intervene between observed stimulus situation and response. The first formal 

conception of the determinants of the tendency to respond within the S-R orienta¬ 

tion, by Hull (ref. 11), took the form SER - V x sHr. The tendency to respond 

(<Æd) was attributed to general excitability (P) and the strength of association 

between specific S and R (s^R), with no explicit reference to anticipated conse¬ 

quences nf the R. But the difficulties with this conception became immedia^ly 

apparent, and in more recent formal statements of S-R behavior theory [e.g,, Hull 

(ref. 12) and Spence (ref. 20)], the anticipated consequence or goal has been intro¬ 

duced as a determinant of the impetus to respond. Habit strength has begur. to 

recede as a variable of predominant interest and significance in research. Spence, 

for example, now proposes that the strength of the tendency to respond (E) should be 

conceived as a function of (P+K) x H, where V (drive) represents the effect of de¬ 
privation, K (incentive) represents the combined effect of frequency of reward, de¬ 
lay of reward, and amount of reward, and H (habit) represents the number of times S 
and R have occurred contiguously. Formerly it had been assumed that frequency, 

amount, and delay of reward merely influenced the growth of habit. [See Thorndike 

(ref. 21), and Hull (ref. 11)]. It hrs already been proposed by Birch, Burnstein 

and Clark (ref. 4) that all of the motivating effects implied by (P+K) may be attrib¬ 

uted to the frequency, delay, and amount of reward in previous training as these 

several variables influence the strength of anticipatory goal reaction, the proposed 

physical mechanism of K. 
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It Is now more apparent than ever before that there is considerable agreement 
that the anticipated goal or consequence of a response is an important determinant 
of the tendency to perform the response. There remains, if one examines closely 
the implications of expectancy times value formulations of the sort proposed by 
Lewin, by Tolman, and by Rotter (ref. 18), and contemporary decision theory (ref.7) 
in relation to a conception like that of Spence, the important issue of whether the 
anticipated goal influences performance selectively, as the expectancy-value theories 
propose, or non-selectively, as proposed in the equation F = The implica¬ 
tions of a non specific drive are fully developed by Brown (ref. 5). 

The mode of thought involved in the development of these conceptions and their 
use as guides in design of research is essentially the same. Given a stimulus 
situation, there is then and there aroused in the subject of study a tendency to 
perform a response, T^. The strength of Tr is accounted for in terms of a combina¬ 
tion of certain variables A, 8, C, etc., wh^ch represent the present effects of 
past training and the organic condition of the subject at the time. One appeals to 
the immediate stimulus situation to account for the activation of an otherwise 
latent associative disposition, whether it be conceived as the link between S and 
(habit) or between £ and its previous consequence or goal (expectancy). If the 
stimulus situation is such as to arouse simultaneously two or more tendencies Tot 
and TR2, there is stated (or implied) a model linking the relative strengths of 
tendencies to actual measurements of probability or latency of response. It is gen¬ 
erally agreed that the stronger or dominant tendency is most likely to occur as a 
response and that latency of the response will depend upon the relative strengths of 
tie competing tendencies. [See, for example, Cartwright and Festinger (ref. 6).) 

The general conception evolved in empirical studies of achievement motivation 
and performance is of the same form. In the simplest case, it is assumed that the 
tendency to perform a particular response (viewed explicitly as a goa1-directed 
tendency) is a multiplicative function of Motive (MG), a relatively stable disposi¬ 
tion of personality which refers to a class of goal objects or activities, Exjoeci- 
artCi/ ItR, g) that a given response will lead on to a goal of that class, and Incen¬ 
tive ClZuC of the particular goal that is expected (1^). The product of these three 
variables is referred to as the strength of motivatiorl to perform the response, or 
more simply, as the tendencij to peAjJo'wi thd KUponòt, rR G. 

tR,G = «G x X Ip (1) 

tR,G = ER,d x («G X Iql (2) 

The use of two subscripts to describe the tendency to respond, one referring 
to the act in question, the other to the expected consequence, or goal of the act 
is an attempt to convey the idea that performance of a particular response is to be 
understood as an expression of the goal-seeking trend of behavior. 

The second statement (above) shows more clearly how chis conception corresponds 
with other versions of the expectancy-value type of theory. We, in fact, have ex¬ 
plicitly stated whí t might be considered a theory of utility or valence in the prop¬ 
osition that utility or valence of an object or activity (called a goal when it is 
the expected corsequence of some other response) is a multiplicative function of a 
disposition Mq, which refers to a whole set of objects and activities, and I- the 
relative value or preference for some element within this set. In our thinking, 
the Motive construct (Mç) refers to preferences between classes of objects and ac¬ 
tivities, and Incentive Value (Iq) refers to preference within a homogeneous set 

^ (ref. 2, chapters 20, 22). 3 
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We say this much about the general form of various conceptions of the Immediate 
determinants of the tendency to respond and the particular conception evolved In 
work dealing with effects of individual differences in general dispositions called 
motives, so that you can better appreciate the possible relevance of suggestions 
arising in this work for tae conceptualization of problems of more immediate inter¬ 

est to you. 

Now let us proceed to use more general terms: Tg to represent the final 
strength of a tendency to perform a response (the impetus to act); and A, B, C to 
represent any three determinants of this tendency which, we shall assume, combine 

multiplicatively. Thus: 

Tjj»AxBxC O) 

Each of us may now substitute his own favorite constructs for A, B, C, and even 

for T. 

Studies of achievement motivation have yielded encouraging results when we 
apply this kind of conception to prediction of differences in level of performance 
(speed, response output) and selectivity when several tendencies are simultaneously 
aroused and preference is observed. However, we have learned something new from 
recent studies of persistence in problem-solving activity, that isj in studies of 
the duration of the attempt to succeed at a certain task when there is no knowledge 
of results or when success has not, in fact, been attained. F.tench and Thomas (ref. 
10), for example, found that Air Force personnel who were strong in assessed strength 
of achievement motive persisted longer in the attempt to solve a complex problem 
than men who were weak in assessed strength of achievement motive. Atcinson and 
Litwin (ref. 3) found essentially the same thing when time spent working on a final 
examination before turning it in was measured. But Feather (refs. 8 and 9), in a 
recent test of some of the more subtle implications of the theory of achievement 
motivation [see Atkinson (ref. 1)], discovered that it was really impossible to 
derive a hypothesis concerning differential persistence of activity on an insoluble 
puzzle (Ri) that could be attributed to differential strength of TrJ, as we conceive 
it here, without a very explicit assumption about the strength of Tr2» the tendency 
to perform an alternative task to which the subject might turn whenever he decided 
to give up in the attempt to solve the initial puzzle. The general implications of 
this now fairly obvious point are worth very careful consideration. One expects Rj 
an activity in progress to persist as long as Trí>Trv where Tpx is the tendency to 
perform any other response as an alternative to continued performance of the initial 
activity. When TRx>Tk/, the initial activity will cease and Rx, whatever it is, 
will replace it. 

Having appreciated this much, it was but a small step to recognition of some¬ 
thing considerably more important. Whenever we attempt to measure the strength of 
a tendency to respond using the latency of response as our performance criterion, we 
present a stimulus and start a clock. We stop the clock 4nd take a reading when the 
response of interest occurs. We then tend to attribute differences in latency of 
the response, let us say Rj, to differences in strength of produced by experi¬ 
mental influences on A^f Bj# Cj, any variables which refer uniquely to strength of 
IR3. When we do this, we ignore completely the possibility that the subject of 
study is already doing something when the stimulus S3 for the response of interest, 

R3, is presented; jOA the ¿ame time meaiuAement i& calltd ptuiAttnce, when duAxition 
0^ an activity ¿n p\ogx<¿¿& ¿i the matte* oh centAat tnteAeòí and latency when the 
¿nlteation oh ¿orne new *e¿ponAe t6 the. matte* oh centeal tnte*e¿t. 
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We can no more attribute the latency of response in a single stimulus presentation 
solely to variables which influence the tendency to perform that response than we 
can, as Feather discovered, attribute persistence of an activity in progress solely 
to variables affecting the strength of the tendency to perform that response. The 
question arises: have we conventionally treated the subject as at rest (inactive) 
in studies employing latency (or reciprocal latency » speed) to measure the strength 
of the tendency to respond? The answer jould appear to be yes in that we have not 
formulated the principles of performance in a way that takes systematic account of 
the initial activity, that is, the activity already in progress at the time the 
stimulus of interest to the experimenter is first presented. We have recognized 
the problem to the extent that it is common experimental practice to establish a 
cooperative attitude in the human subject or to minimize extraneous influences in 
the animal experiment whenever latency of response or decision time is measured. 
But this is a defeatist strategy, evidence that we have conceptual schemes that 
always want to begin with the assumption of an organism at rest. Our first pro¬ 
posal is to consider activity in progress, the initial activity, systematically as 
a determinant of subsequent performance in our conceptual scheme and in experi¬ 

mentation. 

A commonplace example will make the point of criticism we intend in reference 
to conventional attempts at systematic principles of performance and decision¬ 
making. Consider the case of children playing in the living room with their toys 
when their mother calls from the kitchen, "Dinner is ready." Now imagine that 
there is a deaf psychologist in the living room studying the persistence of play 
and a blind psychologist in the kitchen studying latency of response to mother's 
call. The deaf psychologist in the living room will try to account for observed 
differences between children in their persistence at play in terms of variables 
which have to do with the tendency to play. The blind psychologist in the kitchen 
will attribute variations in latency of response to mother’s call to variables 
having to do with the tendency to eat. Why? Because the context of events em¬ 
braced in conventional conceptions of decision-making and performance, or at least 
our use of these schemes, tends to be restricted to the immediate effects of the 
environmental stimulus in which we, the experimenters, are interested and which 

we control. 

We need to accomplish a further transition in our thought about the factors 
to be considered systematically as immediate determinants of a particular response. 
The early conception that observed stimulus was the cause of the response was 
inadequate. It became necessary to broaden the context of factors to be given 
systematic consideration to embrace the idea that response to a stimulus is an 
incident in a larger unit, the goal-directed trend of the behavior at the time. 
This enlargement of the conception is evident when we now assert that expectancy of 
a consequence and value of the consequence are determinants of the tendency to res¬ 
pond; or when we assert that the magnitude of the anticipatory goal reaction must 
be represented in the equation for effective reaction potential. But this step did 
not require us to consider seriously the implication of what we now propose as a 
basic premise: a living organism is constantly active, doing something that we 
have to conceptualize as the overt expression of a tendency to respond, even, we 
would assert, when it is asleep. Hence the activity already in progress (specif¬ 
ically the tendency sustaining that activity) must appear in the principle of per¬ 
formance as a potent determinant of the performance of any subsequent response. 
Given this basic premise, the fundamental decision problem which deserve? careful 
experimental scrutiny is not that of a subject implicitly assumed to be at rest 
when stimuli for option A versus option B are presented. The fundamental decision 
problem is that presented by the option of continuing an activity already in 
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progress or performing, instead, some other activity when the appropriate stimulus 
for it has been presented. 

Having once made explicit the premise of a constantly active subject, it comes 
as no surprise that there should be so little correlation between particular en¬ 
vironmental stimuli and particular reactions that Skinner (ref. 19) should have 
found it useful to invent the category, operant behavior, to embrace responses 
which appear to be spontaneously emitted rather than elicited, as is a reflex, by 
an environmental stimulus. When Trj, the tendency sustaining an initial activity 
is very strong, the presentation of a stimulus which excites Tf>2 may never yield 
R2* the appropriate response to that stimulus. On the other hand, when Tpj# the 
tendency sustaining activity in progress is very weak, and S'? is presented, the 
excitation of Tß2 should be followed almost immediately by the occurrence of Rj?. 
The extreme variations in latency of a particular response to a stimulus should be 
amenable to systematic explanation if we begin our attempt at explanation with the 
premise that a living organism is already actively doing something when the stim¬ 
ulus of interest is presented. 

Let us consider the simplest case, where the subject is engaged in an activ¬ 
ity designated R,, which is sustained by Trj, when the appropriate stimulus S2 for 
R2 is presented. Our conception begins with the assertion: 

R2 0CCUA6 when Tr2>Trj (9) 

(We ask you to assume the existence of a more inclusive model which coordin¬ 
ates strength of tendencies with measurements of probability and latency of res¬ 
ponse according to which the probability and latency of R2 depend upon the rela¬ 
tive strengths of Tr2 and Trj. Our present intention is not to present such a 
finished model of action, but to present certain guiding ideas in reference to 
variables that have been neglected in the traditional conception of decision-making 
and performance.) 

We may substitute for Tr2 and Trj a general conception of the determinants of 
each of these tendencies: 

R2 OC.CJUAA when (A2 x B2 x CzMAj x 6j x Cj) (5) 

We may now state two sets of hypotheses about the latency or probability of 
R2. The first set of hypotheses refers to the effect on performance of R2 of var¬ 
iables which are ordinarily considered determinants of Tr2> viz. A2> ß2# C2. The 
second set of hypotheses is novel. It refers to the effect on performance of R2 
of variables which determine the strength of Trj, the activity already in progress, 
viz. Aj, 8], Cj. These two sets of hypotheses are, at the same time, hypotheses 
about the determinants of persistence of Rj, the activity in progress when the 
stimulus for R2 is presented. 

In research which explores the behavioral consequences of individual differ¬ 
ences in the strength of basic social motives, we might attempt to create a con¬ 
trollable experimental analog of the following type of life situation.* Consider 

*The writers, in collaboration with David Birch and Bernard Weiner, are now 
conducting such an experiment. 
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the case of a college professor at work at his desk on a difficult paper. Let us 
suppose he is motivated to achieve. Suddenly there is a call from a colleague and 
friend announcing that coffee is ready in the crffee room. Let us assume his past 
experiences in the coffee room have amounted to good fellowship in affiliation with 
friends. Let R? be the act of walking to the coffee room. (We certainly mean to 
take at least as many liberties with the concept of response as current practice 
appears to allow.) 

R2 occurs when TR2, a<|j>TR|(4UCC . 

* Er?,a({ * Iaí|(,>l'Wc x Fr|j4iícc x (6) 

In this example, the functional significance of the call from the friend,.the 
environmental stimulus, is mapped into the cognitive expectation that walking to 
the coffee room will have, as a consequence, affiliation with friends (£r2# e^l, 
and the incentive value of this goal (1^). The task at which the professor works 
is the stimulus situation sustaining an expectancy that work at the task will be 
followed^by success (Fg|( 6ucc x I¿ucc) . The expression "R;? occupa when Tp? aU> 
^R/, 6ucc" is mcant t0 imply that the professor will go to the coffee room as*soon 
as the tendency to affiliate dominates the tendency to achieve [TR, ¿ucc) 
whether this comes about as a consequence of random fluctuations in the strengths 
of tendencies about a mean value or, possibly, as a consequence of growth in 
strength of the tendency to affiliate over time. 

We may bring to the right side of the expression all those variables which are 
descriptive of the initial condition of the subject betfitte the stimulus of interest 
(the call to coffee hour) is presented: 

*2 0CCUAA wfien {ÈR2,aM x X £rj.4ucc x IAucc} 

- (7) 

When we do this, we begin to see clearly the kinds of systematic assertions we 
might make as to the kind of personality which will be slow to leave work and the 
kind of personality which will dash to the coffee room, for both the motive to 
achieve success !M¿UCC) and the motive to affiliate (Mw/) are assumed to be rel¬ 
atively general and stable characteristics of the person? In this situation, 
latency of R? should be proportionate to the strength of achievement motive (M¿UCJ 
and inversely proportionate to the strength of affiliative motive Just the 
reverse would be expected should we consider the matter of the professor coming 
back to work from the coffee room. 

If we were to adopt the Lewinian term ¿O/tce in reference to the directional 
influence attributed to the environmental stimulus when its effect is mapped into 
Expectancy x Incentive Value, we might ask: How much environmental force, or 
inducement, is required to move this person into the coffee room?* 

*It may be useful here to indicate briefly how the conceptions of the present 
paper relate to the treatment of similar problems of Lewin. First, we believe that 
statement (1) given above, although different in some details, is similar in 
approach to Lewin's basic assumptions. Thus, he says, "the force for a locomotion 
depends on the need or tension of the person; on those nonpsychologica 1 factors 
which affect the existence of the valence; and on the relative position of the per¬ 
son and the valence" (ref. 13, p. 107). These three determinants of force are an¬ 
alogous to the determinants of motivation: motive, incentive, and expectancy. 
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The force required is proportionate to the strength of motive sustaining the initial 

activity and inversely proportionate to the strength of motive which, so to speak, 

answers the call of the incentive signified by the environmental stimulus. 

We call your attention to this last assertion because it illustrates how our 

current thinking about this problem has been influenced by the striking analogy 

provided in the Newtonian principles of motion. In asserting that the environment¬ 

al force, or inducement, required to provoke Rf is proportionate to the strength 
of motive sustaining activity in progress, we have said, in effect, that the motive 

sustaining initial activity functions just like inertial mass, as resistance to 

change, in the second law of motion. When we study persistence of an activity, we 

are studying something comparable to the resistance of a piano or a chair to change. 

Both objects are caught up in the earth's gravitational attraction, but differen¬ 

tially because they differ in mass. 

In the assertion that the environmental force, or inducement, required to pro¬ 

voke Py is inversely proportionate to the strength of motive which answers the call 

of the incentive signified by the environmental stimulus, the analogy with the 

physical concept of gravitational mass is striking. In our conception of the 

determinants of the newly aroused tendency to walk to the coffee room, we assume 

that strength of motive, conceived like the mass of an object as a stable property 

of the person, combines multiplicative!y with the incentive value of the expected 

goal. Gravitational force, you may recall, is attributed to the product of the 

masses of two objects divided by the square of the distance between them times a 

constant. 

In Newtonian physics, there is only one kind of mass; so the ratio of inertial 

mass to gravitational mass always equals 1. An equivalent situation exists in 

psychology (given, of course, the assumptions of the present scheme) when both the 

initial activity Rj, and the tendency eücited by a stimulus while Rj is in 

progress, are both instrumental to the same kind of goal. In our example of the 

college professor, if the second tendency, were also an achievement-related ^ 

activity, the achievement motive IM4UCC,) would appear as both the "inertial motive 

in the numerator and as "gravitational motive" in the demoninator. The occurrence 

of R2 would then depend only on the relative strengths of the environmental in¬ 

fluences, the product of Expectancy x Incentive, for each of the two tendencies. 

That is: 

f?2 occuAA when (ER2fAacc x Uucc^>ÍERI»iacc x Uucc! 

This is the special case that was considered by Noraian Feather (refs. 8, 9) in the 

study that spurred the treatment of more general problems which are considered here. 

If we consider intuitively, for a moment, the case of the professor strongly 

motivated to achieve at his desk, interrupted by a friend’s call to the coffee 

hour, we can appreciate the need to take account of one iqore influence on the tend¬ 

ency to respond to a stimulus. If this professor is at all like most of us, he will 

probably continue to think about the problem he was working on even though he has 

left his desk to go for coffee. What is more, he will probably hasten back to his 

desk a lot sooner than he might have if he had not been interrupted at an important 

task. Specifically, we must ask: What do our contemporary conceptions say about 

the tendency to respond when the environmental stimulus responsible for elicitation 

of a habit or an expectancy is withdrawn? Does the tendency immediately drop to 

zero strength? Our conventional Aristotelian principles of performance, which 

demand the presence of a stimulus to elicit or cause the response tendency, 
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implicitly say yes. But both Freud, in his assertion that a wish persists until it 
is satisfied, and Lewin, in his treatment of the effect of interruption prior to 
goal-attainment on spontaneous recall and resumption of activities, have answered 
no, the tendency persists until it is satisfied or gradually dissipated. 

Here again we have found it very helpful to consider the analogous problem in 
physics. Aristotle held that an external force was needed to cause and sustain 
motion. But Galileo and later Newton appreciated that under idealized conditions 
the motion imparted to an object by an external influence would persist indefinitely. 
The principle of inertia became the first principle of motion. It was acknowledged 
that external force did not cause motion but change of motion in objects already 
having momentum attributable to •arlier, but not immediately present, external in¬ 
fluences. Of course, under natural conditions physical objects do slow down and 
stop eventually after the push that got them started is withdrawn because there are 
frictions, forces opposing the momentum that has been established. There are un¬ 
doubtedly similar frictions in the domain of behavior. But, if we were to assume 
that a goal-directed tendency, once aroused, persists until satisfied or dissipated, 
as we now propose, it would have several important implications. It would begin to 
yield a picture of an active organism for whom the immediate stimulus situation 
does not function to elicit certain response tendencies from a state of rest but 
rather selectively strengthens or enhances already active tendencies to respond in 
certain ways. It would also direct experimental interest to a number of problems 
that have been neglected, e.g., what factors account for the dissipation of a 
tendency; how do substitute activities get initiated, etc. 

In an effort to incorporate this idea into the principle of performance in 
studies of achievement motivation, we are guided by the conception of force as the 
cause of change in momentum in classical mechanics. That is: 

Fo/tce * (9) 

Wher« is final momentum and is initial momentum (the inertial tendency). 
In psychology, we focus interest on the final strength of a tendency, Tjj. In 
physics, the final momentum is equal to the initial momentum plus the force which 
produces acceleration to the final momentum. 

» FcAce ♦ do) 

If the initial momentum, is zero, that is, if the object is at rest, then the 
final momentum is proportionate to the force applied. This was essentially 
Aristotle's position and is, we think, essentially the conventional view of the 
effect of the immediate stimulus in the determination of a tendency to respond. 
Certainly it is implied when we assert (as on an early page) that the tendency to 
perform a response is a multiplicative function of Motive, an Expectancy OAoaied 
by immediate ¿iluationat cuei, and the Incentive Value of the expected goal. Now, 
however, given the assumption that a previously aroused and unsatisfied tendency 
to attain some goal persists, we would restate the conception of the immediate de¬ 
terminants of strength of motivation to perform a response this way: 

G • (Motive^ X Expédance g x Incentive VaCueg} * *TG (11) 

In this assertion, *Tç refers to the persistent unsatisfied motivation, or what 
might be called, the inertial tendency. In using the capital G as subscript we 
mean to imply this: when a person, like the professor in our example has had 
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motivation to achieve aroused in the performance of a particular task and then is 

interrupted before he has successfully completed the task, what persists is his 

general tendency to achieve, *Tg. We mean to imply that this persistent tendency 

will be added to any subsequently aroused tendency to perform any response which 

is expected to have, as a consequence, success. Thus, to take another example, 

sexual motivation aroused in reference to one particular activity and one particu¬ 

lar goal object, if unsatisfied, will persist and influence any other instance of 

sexual activity regardless of the activity or the goal object. It is, in other 

words, the persistence of a particular kind of motivation that we have sought to 

capture. How long a tendency once aroused by a stimulus will persist given the 

frictions in the nervous system, whatever they are, is an empirical question. Our 

intention is to call your attention to the fact that in the past we have implicitly 

assumed there is no inertial tendency. 

The experimental facts in research on achievement motivation which have seemed 

to require this kind of assumption about the persistence of motivation are those 

which show that experimental arousal of achievement motivation by achievement- 

oriented instructions and performance of tasks immediately prior to the writing of 

thematic apperceptive stories tends to increase by a con&tant amount the average 
frequency of achievement-related imaginative responses to particular pictures ob¬ 

tained in a control condition [see McClelland, Atkinson, Clark, and Lowell (ref. 

14, p, 204)]. We interpret this to mean that the tendency to achieve is aroused 

and specifically expressed in performance of preliminary tasks employed to induce 

motivation, but because there is no knowledge of results, no experience of success, 

the general tendency persists and immediately afterwards influences the strength 

of achievement-related response to each of several pictures used as eliciting 

stimuli, as stated in expression (11) above. Consistent with this view is the fact 

that when achievement motivation is aroused and subjects are given false norms to 

induce feelings of success in reference to tasks they have performed immediately 

before a thematic apperception test is administered to assess the strength of 

achievement motivation, the level of achievement-related response to the pictures 

is comparable to the control condition (ref. 14, p. 184). We mention these results 

merely to indicate that the suggested inclusion of inertial tendencies in formal 

conceptions of the determinants of decision and performance is not without some 

empirical foundation in recent research, as well as in the classic studies of the 

Zeigarnik effect.* 

*In pursuing the analogy between motivational tendencies and Newtonian conceptions 

of physical force, we follow a course that Lewin explicitly considered but reject¬ 

ed as unpromising. He wrote: "In physics, force is related to acceleration 

rather than to velocity...To correlate acceleration to force would imply that in 

psychology as well as in physics inertia exists; that means that locomotion would 

go on with the same velocity after the forces which initiated the locomotion 

would cease to exist...In my mind, such an assumption cannot be made in psychology. 

However, the proof of this negative statement is not as easy as it might seem.... 

It seems to me within the reach of present-day psychology to decide these questions 

(ref. 13, pp. 148-150). It should be noted, of course, that Lewin was greatly 

interested in persistence of motivation. In his scheme, the concept of tension 

accounts for persistence. In ours, the postulate of inertia in reference to moti¬ 

vation accomplishes the same objective. Only further conceptual analysis, together 

with empirical research, can decide between these two approaches. Of critical 

importance will be the treatment of the phenomena of "consumption," which Lewin 

coordinated to the release of tension. Unfortunately, the analysis of this problem 

in terms of the present conception, would take us too far afield for present purposes. 
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Let us return to the college professor at work at his desk when the friend 
calls him to coffee. We now introduce the concept of inertial motivation, or 
inertial tendency, in this example: 

h TM,ai<>TR|,4ucc • 

x * *Ta<i>TR,.i“CC ’ 

IEW x - ’TiU (12) 

What we have added to our earlier statement is the implication that, all other 
things equal, the external force, or inducement, required to get the professor 
away from his desk and to the coffee room will be less the greater the magnitude 
°f his Persistent unsatisfied tendency to affiliate. 

Perhaps a more general statement, to end with, will call attention to what we 
consider the neglected variables in contemporary formal conceptions of decision and 
performance. Let Rj and R2 refer, respectively, to the initial activity (activity 
in progress) and the response to a stimulus presented while Rj is occurring. Let 

refer to one class of goal objects or activities; IÄ to the incentive value of 
a particular goal of that class; Mg to another class of goal object or activities; 
and Ig to the incentive value of a particular goal of that class. 

Rjj acallé whin a « 

I«B*Er2(6xIM » *Tb>IMaxErI>(1xI(II » % ■ 

l£(U,b*Iil>íl“AxE^ocIa) » «Ta] - «Tg 
Hg 

This, to our way of thinking, represents a relatively simple instance of the 
fundamental decision problem--to continue in the initial activity or to initiate 
an alternative, where there is only one kind of rewarding consequence for each 
activity and hence only one kind of motive involved in the determination of each 
tendency. Traditionally, experimental psychology has focused primary interest 
upon the effect of the controlled environmental stimulus. This is what remains on 
the left when we bring to the right side of the expression all of the variables 
which constitute a description of the state of the subject before the stimulus of 
interest is presented. On the right side are represented the classes of variables 
that need to be given more articulate representation in our conception of decision 
and performance. The quantity C(M^ x Cri ^ x la) ♦ is one way of representing 
the determinants of the strength of the tendency sustaining activity in progress, 
it being assumed that the subject of study is always doing something. The possi¬ 
bility that the tendency we expect to arouse by the environmental stimulus may 
already be active is represented by what we h*ve called the inertial tendency. 
And in the denominator, Mg represents the latent attribute of personality which 
interacts with the subsequent environmental stimulus in the determination of 
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We call attention to two neglected variables In contemporary conceptions of 
the determinants of decision and performance: first, activity alXtAdy Xfl pfWg/ULòA 
when the stimulus of Interest Is presented; second, the possibility that the 
particular tendency to be aroused by a stimulus may already be active, which we 
have called the ¿ne/Uial tendency. Both of these suggestions are critical of the 
implicit assumption in most research that the subject ia at rest when we begin to 
study him. We all agree, do we not, that the subject we study is at least as 

active as a rolling ball? 
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DISCUSSION OF ATKINSON’S PAPER 

BERLYNE (Discussant). Those of us who have participated in today’s program are 
people who have not been working in the mainstream of current decisicr. theory, and 
I suppose that we were invited to participate in this symposium in order that we 
could point out what is wrong with current decision theory, and suggest ways of 
improvement. Appreciating very much the privilege of attending the symposium, we 
are, of course, aware of our responsibilities as guests. We feel an obligation 
to oppose, if only out of politeness, and we must be very careful not to express 
agreement too bluntly. Now from this point of view, I might say that Dr. Atkinson 
has been rather less tactful than I, since he has put forth a model which has a 
good deal in common with a prevalent kind of decision theoretic model, and which is 
reconcilable with it without too much difficulty. 

This kind of model, which depends on the concepts of expectation or subjective 
probability of outcome, on the one hand, and utility of outcome, on the other 
(perhaps more generally one could say motivational variables), has a long and 
respectable history. Its immediate forebearers are Tolman and Lewin, but it goes 
back to the philosophical psychology of previous centuries. It has various obvious 
virtues. First of all, it does make contact with normative models, because the 
variables to which it ascribes actual behavior are the very variables that people 
ought to take into account if they are to behave rationally. It also makes contact 
with several disciplines that are concerned with descriptive models, particularly 
economics and decision theory; and yet in these very virtues there may lie danger, 
because these other disciplines I mentioned are ones that concentrate on extremely 
complex forms of behavior in human beings. Now, in studying the most advanced 
forms of behavior of which the human organism is capable, we ought, as I suggested 
this morning, to bear in mind the relations between these of behavior and the 
simplest forms of behavior found in the human being and sub-human animals. But one 
mistake we can make, and some people do make, is to develop models that slur over 
these distinctions. This can occur in either of two ways. We can either base a 
model on obvious facts about complex behavior, and apply it to simple behavior, or 
do the opposite as some of the earlier and more naive forms of behaviorism and’ 
reflexology did. 

I am not suggesting that Dr. Atkinson is guilty of these mistakes. I am sug¬ 
gesting that having put forth a model like this, and having demonstrated its fruit¬ 
fulness in research, he is sooner or later going to come up against these dangers, 
and he is therefore going to face some problems which can be avoided if we are aware 
of the danger. 

Take this concept of expectancy. It is possible to define expectancy in various 
ways. At one extreme we can define expectancy in such a broad way that virtually any 
behavior is an illustration of it. This seems to be the line that Tolman took. 
At the other extreme, we can define expectancy so narrowly, that we would only 
recognize such a thing in a human being, who is aware of what is expected, that 
is to say, who is capable of stating what he is expecting, and how strongly perhaps, 
or in verbal or some other symbolic form can answer questions about expectancy. 
In between these are various compromises. We can recognize expectancy in lower 
animals, at least in animals like cats, dogs and rats, without stating that all 
of the behavior of which these animals are capable depends on expectancy. We 
might have to apply more stringent criteria, such as the possibility of being 
surprised when something turns out different from what is expected, or the presence 
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of preparatory and avoidant responses before what is expected is due. On this 
thought, I would like to suggest this compromise solution: that we reserve these 
intellectualistic sounding terms like "expectancy" and "probability" for forms of 
behavior, which, even though they may not represent the peak of intellectual 
achievement, are a bit more complex than a great deal of animal behavior, or, for 

that matter, a great deal of human behavior. 

Another question that Dr. Atkinson's paper raises, is the question of the role 
of variables that are measured principally hrough verbal operations. Intervening 
variables also always raise logical problems, which in human behavior we can short¬ 
cut very often; we can measure a thing like expectancy, for example, by asking the 
subject questions and recording his verbal answers. Certainly this has been done 
with utility, as we know from the vast literature on the problems of scaling 
utility; several writers have had a great deal of success, but they have achieved 
success through asking people verbally to indicate verbally which object they 
prefer of a certain set. The question still remains of the relation between utility, 
as expressed verbally, and reinforcement or reward value as it applies to instrumen¬ 
tal responses. I am aware that there are experimental results showing that what 
people say they like has something to do with how strongly theyÄrive to obtain it, 
but precisely how close the relation is between reinforcement value and expected 
utility, is a question that is by no means resolved definitively. We have lately 
been obtaining data on a rather different but, I think.analogous question. If you 
show people different figures and ask them which they prefer, which of course is an 
age-old technique for experimental esthetics, is the figure they prefer the figure 
they spend more time looking at spontaneously? Our data suggests that it is not; 
in fact, on the contrary, there seems to be a tendency for them to say that they 
prefer those figures they spend less time looking at. This, of course, is not 
quite the same as the problem of the relation between verbally expressed utility 
and reinforcement values, but it might, 1 suggest, strike a cautionary note. 

Dr. Atkinson has suggested some of the aspects that current decision theory 
neglects, and they overlap considerably with some of the points I was trying to make 
myself. Perhaps I could re-echo some of these points as they appear from his 
contribution. He has pointed out for example that decisions do not occur in a 
vacuum. A person isn't sitting still until he makes a decision: decision processes 
have antecedents. In most experimental work, or, for that matter, most theoretical 
work on decision making, either the subject is observed and considered from the 
point at which he already has a set of decisions and some information about outcomes, 
or, he is artificially given a set of decisions and information about outcomes by 
the experimenter. Dr. Atkinson's model enables us to study the question of whera 
people, in real life situations, get these sets of decisions and expectations 
regarding outcomes from. Then, he has pointed out, as I tried to point out myself, 
that when people are making decisions, they are not dispassionately contemplating 
a set of alternative possibilities; they are holding in readiness responses 
corresponding to all the possibilities that they have to recognize. These responses 
are in competition with each other, and this leads to stress and strain, and 
acfectivity. Finally, if there is response competition, or competition between 
tendencies corresponding to responses, there is very often a bias in favor of a 
particular response which must be overcome if that response is not the correct or 
optimal one, and if the subject is to arrive at the optimal response. There may 
be a bias in favor of what the subject has just been doing, or there may be biases 
arising from some other source. Whatever it is, they complicate the picture of 

decision making considerably. 
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ATKINSON. I might take just a minute to remark on what Dr. Berlyne said. I would 
agree with him, I think in his distrust of verbal reports as adequate means of 
measuring the strength of expectancies, or subjective probabilities, or of 
anticipated satisfaction in some consequence of action. I think the terms should 
be used in reference to observations that could be made of actions under much more 
controlled circumstances, given our general awareness of how complexly determined 
any statement about one's self is, I have in mind such things as inferring the 
strength of motive, or expectancy, or incentive from knowledge of antecedents or 
from actions, including imaginative actions, under fairly controlled circumstances. 

The term "expectancy" has that terrible history of being associated with the 
mental ism that psychology has grown out of. 1 would prefer to use the term 
expectancy in reference to habit, linking a particular response and its consequence. 
In the early papers of Hull in 1930 and 1931, he made a very plausible case for the 
notion that the stimulus returns from a response might be conditioned to a 
consequence. He called it a "goal response", such that on a future occasion there 
might be an anticipatory goal reaction, specifically favoring some particular 
response. I find it congenial to make this kind of translation, but I do like the 
term "expectancy" in reference to this associative link because classically now, I 
think it is fair to say, the term labels the association that Tolman called 
attention to, in contrast to the association between the environmental stimulus and 
the compulsion to act which has classically been called habit. 

I find no major disagreement with anything else that Dr. Berlyne has said. I 
do think that the kind of formulation that is evolving in our'studies of human 
motivation is congenial to the mathematical theories of decision that we have been 
talking about, but there are facts that have suggested that activity in progress 
and persistence of previously aroused activities need to be introduced somewhere 
in the principle that we would use to try to explain choice and performance. 

LANZETTA. I have three questions that I am curious about. First, I am wondering 
if your model is really, in many ways an SEU model (which you sort of suggested 
yourself), if you make the assumption that motivation times incentive value is 
really what people mean by utility? I think if anyone talked about the antecedents 
of utility they prolably would include both something about the desirability of the 
object, or outcome, and how much of it, that is some quantitative aspect of the 
outcome. This has been suggested very often: the utility for money being in part 
a function of the amount of money you have; the utility for a glass of water or for 
food, certainly being partly of a function of how much food there is, or what the 
food is, as well as the state of hunger of the organism at the moment. So that is 
one question; In what sense is this model an SEU model, and in what sense is it 
different? 

The second question has to do with the postulation of the notion of inertia for 
motivation. It seems to me that an alternative possibility (and in a way you 
almost imply this yourself) is to assume the stimuli are still there, but that 
they are symbolic. Mediating responses, are in fact, the stimuli which maintain 
continue to evoke, or elicit the motivational state. You implied this yourself ¿hen 
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you said tin his way to the coffee room he Is continuing 
or about the responses he was performing. In some sense 

\tlll reuresenred, and that allows us not to have to postulate the notion of 
inertla^but**more"than that, it suggests that to the extent that he does con i„ue 

to think, that these symbolic stimuli are still present, and to that -Xte 

motivation remains higher, 

TW i-Mrd Question: 1 am very unclear about the distinction between *Tq and 
Mr I think you said that you would see *Tg as essentially being represented y 
^ t ndency ^ perform the'responses which are goal directed that a- «levant to 

this class of motivations. 1 guess 1 would ask. how ^0ward 
In those terms, as a tendency to perform those responses which arc directed 

the goal? 

ATKINSON Let me take the second question first. It certainly is true that the 
ATKINSON. Let me taxe ene « H contemporary decision theory in handling 
stimulus-response model does better than contempor y Initiated 
maintained activities after the environmental stimuli that might have Initiated 

them are withdrawn, because stimulus-response theory has, from the outset 
rather articulate about the power of internal stimuli, drive stimuli, 
returns from responses, as well as environmental stimuli. ÜO one can develop 

useful picture of a set of mediating responses and this U done I 

the stimulus-response rotght elicit an anticipatory 
at all about think ng that the smell of g d h^ £ronl lt> uhlch 

has^been'condl” 1 oned to'it wouU susLln8it lor a while even after the smell of the 
hamburaer Is gone I might, in fact, then respond to another food with a shorte 

ufencfthan 1 woild havl otherwise. No problem. But 1 «'f^ 
who want to develop a mathematical conception, mapping and descri 8 . . , 
b aX, the trences of an organism, and the time h-1- /", '’68' 

preferences If we are to do the J^£ 8 d ^ ronSuion oï Ihi 
part of our descriptive machinery, references to cne nn th* 
subject: concepts like momentum and mass 1" P»?»1“. “n“PC8 "f"; “ 
one hand to the latent properties of the subject to respond to whatever tue call 
of the environmental stimulus is: that would be motive, analogous to ™88> t0 
wL of thinkinsr and concepts like momentum, to tell us that the person is not at 
"si with «splif to his striving to achieve, or affiliate or even to «t, but has 

attained a certain degree of motivation in that dl“Ctl°" 
of previous stimuli, and now, looking at him from the outside, he is teallymog 
fn Tvarlelv of directions. The Mediate environ stimulus enhances his tendency to 
lève î“ oneyor another of ihose directions. It adds to this motivational —um in 
fhp same wav that an external force adds to momentum in physics. We can do it either 
W.V- I thlñí {^physiologically oriented behavior theory should continue to try to 
construct a reasonable network of mediating stimulus-response connections to do the 
lâh ï-esHblv current Information about the activity of the brain can be 

ro^atÄ^onc^ 

IZ* Gallleo'proved tLfh"^^ ^ light objects are equally accelerated in free 
fall. If he had to tackle the problems ofmomentumandlnertla he might have 

invented some Internal push to take the place of the ^ ' 
That's essentially what stimulus-response theory does. In °"r C888,£ k lt ls 
igsoi tímate because we do know there is a nervous system. But I don t think it is 
ie«sl“y for â ^the^tlcal psychology that wants to he. in the Tolman sense, a 

pure behaviorism. 
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Now for the first question in reference to utility. I meant that we have 
been led to the conception that a relatively general latent disposition, called 
motive, interacts with the relative value of objects belonging to the same class 
in a multiplicative way to det rraine subjective attractiveness. We have some evi¬ 
dence in our work on achievement motivation that the subjective attractiveness of 
success of the particular activity, plotted in relation to increasing incentive 
value, shows a steeper slope for subjects who aie strong in achievement motive 
than the subjects who were weak. There comes from this the general suggestion that 
the slope of attractiveness, what Lewin would call valence, and 1 think what the 
decision theorist would call utility, might be a useful way of measuring the 
strength of motive, certainly more useful and hopefully more reliable. 

The last point, about the relationship of the general Inertial tendency *T(; 
and Mç, For me, M(j is like mass. It is a latent property of the person, and per 
forms two functions of importance. One, it does answer the call, to our way of 
thinking, of an environmental incentive in about the way the mass of this object 
answers the call of the earth's mass producing a tendency to approach the earth. 

Secondly, it does sustain activity in progress. Our research on persistence 
leads us to believe it is useful to think of the strength of motive as the general 
tendency to resist change, in the same sense that inertial mass is a general 
tendency to resist change. *Tq , the inertial tendency, has the sane degree of 
generality as motive. It refers to a class of instances, and my notion is, simply 
stated, that It should be added, as a constant, to any subsequent elicitations of 
the tendency to perform a particular response to get to a particular consequence 
or goal belonging to that class. My intuition here is essentially that the speci¬ 
fic tendency be thought of as force, and that general goal direction be thought of 
as momentum. I think this will become a useful vehicle for explaining why the 
person who has been aroused to be aggressive, for example, in some situation and 
has had to inhibit it, might show a disproportionate aggressive reaction 1° a very 
remotely related displaced object. This is the kind of intuition: the inertial 
tendency might attempt to formulate specifically what Freud proposes as the idea 
that the wish persists until satisfied. I would refer to it as the basis of the 
content of dreams. I would try to embrace what Lewin tried to handle by intro¬ 
ducing something essentially foreign to his system, a tension system. I try to 
embrace it in the fundamental principle that a tendency toward a goal, once aroused 
persists until it is changed, either satisfied by attainment of the goal or further 
enhanced by the action of the environmental incentive, or, given a reasonable 
assumption about natural conditions, until it is dissipated by the frictions that 
are inherent in the behavioral system in the same sense that frictions are inherent 
in the physical system. 

LANZETTA. Jack, I'm afraid I'm still a little bit unclear about *TQ. You say it 
refers to persistent unsatisfied motivation. I guess the question I would like 
to ask is: as Tq approaches zero, does Mq change, stay the same or what? 

ATKINSON. It would stay the same--my thought being that you can stop the momentum 
of the rolling ball without changing its mass. 

SHUFORD. I would like to comment that it strikes me that the part of decision 
theory relevant to your formulation here is that which deals with choice under 
conditions of certainty. In other words, there is no explicit reference to 
uncertain outcomes of choice. 
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ATKINSON. Do you mean, does expectancy allow degrees coordinate with subjective 
probability? I intended that it should. 

SHUFORD. Dr. Berlyne referred to the literature on the measure-aent of utility. I 
don't see that it is particularly dominated by verbal behavior. I guess I don't 
understand what the dangers are of verbal responses. Would you explain what this 
danger is? 

ATKINSON. Well, I'll comment quickly and throw the ball across the table. I think 
that we would all agree that there are better ways of inferring subjective proba¬ 
bilities than just asking the person how certain he feels that the event will occur. 
In fact, most decision research explicitly assumes this in trying to create condi¬ 
tions under which variations in subjective probability would produce certain prefer¬ 
ences rather than asking the person directly. 

SHUFORD. Does the difficulty here lie in that we are giving the subject an unspeci¬ 
fied test? For example, you might give the subject actual choices between phono¬ 
graph records, or something like that. We can have him do one of two things: reach 
out and grab a record, or he can say, "I prefer that record." I don't think you are 
going to maintain that there is any difference here; so, does it really have to do 
with verbal behavior, or is it just an incomplete specification of just what we want 
the subject to do? If that is so, that might apply just as well to "objective" 
behavior as it does to verbal behavior. 

ATKINSON» I don't object to verbal preferences. Maybe Dr. Berlyne has a different 
attitude on this matter. But I would not trust in my own research, as a measure of 
expectancy, asking the subject "How many times out of a hundred do you think you can 
hit this target?" I have done that, that is, obtained verbal reports. I consider 
it a rather crude way of getting at subjective probability, and it is useful in 
crude research. I certainly don't mean to include preferences of the sort that have 
come to be used in many decision studies in my criticism of verbal reports. I mean 
verbal reports about one's own state. I think this is to be seriously questioned. 

BERLYNE . First of all I would like to insist that the methods used by most of the 
people who have scaled utility are verbal methods in that they involve verbal 
behavior on the part of the experimenter, and verbal behavior on the part of the 
subject. It is true that whether the subject points to the object he preferred or 
names it, doesn't matter: pointing is just as good an example of verbal behavior, 
according to some definitions such as Skinner's, as is speaking. 

The danger of verbal behavior, which certainly is no reason for condemning 
verbal behavior or methods of measurement depending upon it, arises out of the fact 
that people don't always do what they say. There is not always a close relation¬ 
ship between what we say and what we do, though it has been established that there 
is sometimes a close relation. Dr. Atkinson's experiments and others have shown 
that. All I want to offer for consideration is the point that we have to establish 
this anew in each case. Even if there is a relation between what people indicate 
verbally and their non-verbal behavior, the nature of the relation is very often a 
complex one, and can't be worked out without specific research directed to this 
problem. 

SHUFORD. Maybe you could explain this for me. Suppose I use some technique of 
objective measurement. I do this again with the same subject and he behaves 
differently, and so there is not a very good relation between one objective situa- 
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ÍÍrVT1 íhe 0tï;er\ What ls the difference? Secondly, I might want to study ver¬ 
bal behavior: is this a legitimate concern? 

—7™* We are really i" agreement: there is no difference. That is really the 
point I am trying to make, that verbal behavior does have special properties but 

that the problem of making predictions from verbal behavior to som^ other kind of 

ehavior is, in principle, the same as making predictions from any kind of behavior 

to any other kind of behavior. What »e „ust be „ary of is thinking that verbaî 

behavior has something magical about it. It has something peculiar about it* it is 

obv ously unusual, and has special properties, but it doesn't give us amagical 

insight into intervening variables that some other kind of behavior doesn't. The 

only magical aspect of it, as Eriksen has pointed out very well, is its superior 
information transmitting capacity. P 

EDWARDS. Probably it's a matter of cohesiveness. Cohesiveness is really not so 

Tdel3 ihTrty °f beha^°^ as of intellectual tools, and I guess that means the 
models that we use to think about it. If several different ways of looking at what 

I thought were the same thing don't behave cohesively, 1 would interpret this as 

rn nVhat the way 1 was thinkinS wasn't right; but I don't think I would want to 
nk of any particular one of these ways as being either more or less valid than 

any other. I think maybe I'm agreeing with you. 

FLOOR (To Atkinson). It seems that the model that you and others have suggested 

thlt a"decrr fï tl7 U8e ;°"tinuous arithmetic processes. We neglect the fact 
evaL?„ 3 i flSure-8round. discontinuous, reversal property. For 
example after the person has made a decision, there Is a reorganization, suddenly, 

of itri d °£ Water;î°leS and °11 haS suddenly been supplanted by a matrix * 
1 holes and water. The systems have become somehow disconnected and there has 

been an abrupt change such as occurs when the hag becomes the young woman in the 

îtTth H rrSa: example; 1 think °ne °f the thln8s about decuon that make 

thorp VÍ f rí * T Profe9Sor Toda has su88ested, is that following a decision 
there is a restriction of openness to information other than the very particular 

information relevant to that decision. I wonder how the kind of model you suggested 
would handle this discontinuity of process? b 

AT^NSON Let me comment in general first. When a decision is made, certainly the 

action undertaken is coordinated with the strongest tendency. The issue then is 

what happens to the other tendencies that are involved in the decison. I'm merely 

accepting Freud s argument, and all the clinical evidence, that perhaps you would 

have some dreams for a while until there was dissipation. Furthermore I am, in 

another way trying to speak to the problem of post-decisional dissonance. After a 

tough decision is made, I think perhaps what Festinger has referred to as post- 

decis 1 onal. dissonante would be conceptualized here as the inertial tendency of the 

difference nC ^ ^ Satisfied* Something has to be done with them, and many 

tendencL/Z ednOW pr?p0SÍnV’ayS °f talking about what is do^ with these 
tion after C i < 7 * In reference to Dr. Toda ' s presenta¬ 
tion, after a decision is made we know one thing--that the strongest of the compet- 

itors won out; and my thought about this, it’s hardly a model, I won't dignify it by 

cailuig it that say my "refined intuition," is that if there is another environ¬ 

mental stimulus intruding after a decison has been made, it will have to be a rel¬ 

atively strong one, that is, its motivational significance would have to be relative¬ 

ly strong, for this whole process to become conscious. My conception is that the 

brain is constantly making decisons and weak possibilities are not intruding at all 

as conscious processes. I rather think that what we tend to focus on, when we talk 

about decision, is conscious, deliberative, thoughtful decision. The implication 
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in this kind of a conception, is that that would occur when the alternatives are so 
strong that there is a severe conflict, and this is what dominates consciousness. 
When activity is in progress, while the competing alternative has weak motivational 
significance, the brain would handle it without any conscious awareness. This is my 
intuition--that there is a constant decision going on, and a conscious decision, 
what we tend to think of as decision, occurs when there must be a delay of some sort 
before actions may occur. One of the assertions state that probability of R? 
is partly a function of the relative strength of two tendencies; if they are nearly 
equal in strength, then 1 would predict long decision time. I think the only diff¬ 
erence, and I asked Dr. Toda about this yesterday, is that this kind of fungus-eater 
wouldn't stop, there would be a decision process going on, and he wouldn't stop until 
the competing alternative was sufflently strong that it overcame the tendency in 
progress and then he would stop and there would be conscious deliberation of 
alternatives. 
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