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CHAPTER 1

MULTIDIMENSIONAL INCENTIVE CONTRACTS IN

DEVELOPMENT PROJECTS

Introduction

An Alir Force spokesman succinctly characterized the complexities of

government procurement when he stated:

“. . . we are supposed to buy at the lowest sound price, on a com-
petitive basis, but still make sure we support the operational
force as required, and on time, with quality parts, at the same
time giving consideration to small business and labor distressed
areas and without introducing too many nonstandard parts into the
inventory." [1]

One of the tools employed in the effort to achieve efficient development
of advanced systems ie the multiple incentive contract. Although the
Department of Defense (DOD) and the National Aeronautics and Space

Administration (" iSA) are not the sole users of contractual incentives,

the bulk of government procurement by dollar volume is performed by DOD .
and NASA, and these agencies have pioneered in the use of new contractual
forms designed to increase the effectiveness of the procurement dollar.
Consequentliy the examples and analysis in this paper will be most perti-
nent to the problems and practices of the defense and aerospace
industries.

The contract types that we will te concerned with are Cost-Plus-

Fixed-Fee (CPFF), Cost-Plus-Incentive-Fee (CPIF), Fixed-Price-Incentive

(FP1), Firm-Fixed-Price (FFP), and Cost-Plus-Award-Fee (CPAF). We




briefly define the distinguishing features of each contract type. In a
CPFF contract the government and contractor negotiate a fixed contractor
fee and a target cost. The go/ernment is obligated to reimburse the
contractor for all allowable costs incurred in executing the contract,
wvhatever the cost outcome. An FFP contract defines *he task to be
accomplished by the coniractor and the total price to be paid by the
government for this effort. Any cost variation from this negotiated
price is the sole responsibility of the contractor. In both CPIF and
FPI contracts a target cost, target fee, and sharing arrangement are
negotiated. At the completion of the project, contractor and government
together share cost variation according to the negotiated formula. For
example, if the sharing formula is 80/20 and the actual cost outcome is
$1 million less that target cost, the contractor would receive an addi-
tional $200,000, and the government would retain the remaining $800,000.
In the CPIF contract the government benefits from all cost underruns
below some floor, and is fully responsible for all overruns beyond some
ceiling. The FPI contract contains a ceiling beyond which the sharing
formula becomes O/lOO, and therefore the contractor assumes more risa
with an FPI contract than under a CPIF contract. This distinction is
more apparent than real since cost outcomes rarely penetrate FPI ceilings.
In recent FPI contracts the cost ceilings have been as low as 112-115%
of target cost.1 [4] Almost all contracts with multiple (performance and

development schedule) incentives have been CPIF contracts, and DOD policy

lFor a more detailed discussion of these contract types see

Scherer. [3, pp. 132-142)
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has not permitted performance or schedule incentives to be written without
cost incentives operating simultaneously.2

CPAF contracts are cost reimbursement contracts negotiated with a
basic minimum fee considerably lower than CPFF fees. Based on the
customer's evaluation of contractor performance an additional award fee
of ur to 10% can be earned.

Table 1 shows the trend of DOD procurement by contract type from
fiscal year 1952 through fiscal year 1964. [S] The increased use of

CPFF contracts in the mid-195C's coincided with the accelerated

Table 1
Fiscal Year EEEE CPIF/FPI
52 17.9% 12.0%
53 18.0% 26.2%
5k 27.0% 27.7%
55 22.7% 2k, 3%
56 28, L% 21.1%
57 31.2% 19.0%
58 36.4% 22.4%
59 37.7% 18.5%
60 39.4% 16.8%
61 38.9% 14.4%
62 35,1% 16.1%
63 2z.4% 27.5%
6l 12.0% 22.6%

2We know of one instance in which a completed contre.c¢ had included
the schedule incentive in an initial letter contract. (A letter contract
ie issued to provide temporary contractual coverage so that urgert work
can proceed while a definitive contract is being negotiated.) The
urgency of the requirement had Jjuctified the use of a letter contract and
the buying activity provided the contractor with early motivation neces-
sary to meet emergency programmed requirements. The letter contract
provided for both penalty and bonus points applied to target periods.
The contractor earned 90% of the incentive reward and the buying activity
secured a delivery schedule that had been refused by two other bidders
and eight other potential sources. [14]



development of advanced weapons systems and the initiation of major
space projects. Between 1955 and 1901 expenditures for development and
procurement of strategic aircraft, missiles, and air defense systems
averaged approximately $15 billion dollars annually, anu during this
period the proportion of CPFF awards increased from 22% to 38%. Peck
has reported that 12 major CPFF projects completed during this period
had an average cos’. overr n of 320% and an average schedule slippage of
36%. (7, p. 22] Procurement personnel in DOD state that CPFF contracts
at best tended to run funds out to the targeted amount, and the term
"horror cases" entered the lexicon of d¢ -nse procurement in reference
to some of the CPFF outcomes. (6]

By the end of 191 the rate of expenditure for the development of
new strategic systems stabilized at about $4 billion annually. DOD
attention shifted to improving the capabilities of conventional forces,
which required less technological development. This allowed the insti-
tution of a "Cost Reduction Program” emphasizing both management tech-
niques and contractual innovations. [8] The cost reduction program aimed
at conducting development and procurement in an incentive environment,
one major element of which was the use of contractual incentives rather
than cost reimbursement contracts Unfcrtunately, in the effort to
explain and Jjustify the evolution in contracting, CPFF contracts were
blamed for wasting resources, sapping industrial efficiency, dragging out
project schedules, and providing no incentive for outstanding performance
by the contractor. In fact, it is doubtful whether any contractor could
have been induced to accept management responsibility for uncertain,

expensive, and technologically advanced systems such as the Atlas missile



without govermnment assuming the financial risk. Large cost overruns were
in many cases due to customer uncertainty regarding requirements, rather
than poor initial cost estimates. [9] The much criticized time lag caused
by the lack of prior planning and system definition has now been remedied
oy explicitly defining the project objectives in a separate contractual
effort that may take up to six months. [101 The flexibility inherent in
the CPFF contract wes temporarily ignored in the rush to the incentive
contract.

A revision to the Armed Services Procurement Regulations in 1962
stated the preferential order of contract types to be FFP, FPI, CPIF, and
CPFF. [11] Table 1 indicates the resulting shift to incentives. This
has been explained as an attempt to provide the motivation normally
engendered by a commercial environment, in which competition rather than
1 cost outcome determines prices, and competition rather than cost

3

analyses insures that profit remains fair. As the complexity and expense
of weapons and space systems have increased, their useful life has
decreased. There 1s now little opportunity to retrofit or modify an
operational system. Consequently, early design attention in the areas

of raintainability, reliability, and standardization can achieve large
"downstream" savings. Systems are also now procured in smaller quantities,
and development funds constitute a larger fraction of total lifetime

costs. Thus while superior operational performance is desirable, it must

be balanced against development cost.

3Under conditions of price competition the government may award FFP
contracts to the lowest bidder without regard for profit. [12]
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The use of cost incentives was relatively straightforward, but

multiple incentives raised a host of questions regarding the definition
and measurement of performance elements, the determination of the relative
value of alternative outcomes, and the formulation of fee patterns to
motivate contractor decisions consistent with gove_ nment obJeotives.h

In the past year techniques have been proposed that lead to fee structures

more compatible with estimated government values. [15. 16] However, an
inherent weakness of contractual incentives is that the ranges and weights
assigned to performance variables, costs, and profits are negotiated early
in the development program, while the contractor capability and potential
operational value vary thrcughout the development effort.

Cost-Plus-Award-Fee contracts have obvious merit in advanced develop-
ment and have been used most extensively by NASA and t.ie Navy. They

r-tain the flexibility of CPFF contracts while providing even more

i
i

hOne of the first multiple incentive contracts went to TRW Space

Technology Laboratories. Ten nuclear detection satellites were to be
constructed at a basic cost of $1u million, and a basic fee of $1 million
A successful launch required that two satellites be orbited simultaneously
Incentives were paid depending on the number of attempts required to
achieve a successful launch.

First Success Award
at Launch Number Fee
: il $125,000
2 $ 98,000
3 0
N -$ 98,010
5 -$125,000

The expected lifetime in orbit was 2-4 months. Fo: every day short of two
months in orbit S5TL was penalized 31600, while for every day in »rbit from
four to six months, STL received an additional $1600 It would be diffi-
cult to objectively explain why these fees were chosen, except to note

i that the $250,000 launch fee swing is 25% of tl.e basic fee, and that the
maximum fee based on operational lifetime is approximately 3100,000 per
launch, or 10% of the basic fee. [13]



incentive than the possibility of increased profit. The very fact that
profit is based on evaluation of contractor performance causes the con-
tractor to perceive a relation between the current and potential future
contracts. This appeal to the incentive for organizational survival may
far outweigh any incremental profit.

An additional consideration in attempting to increase the effective-
ness of procurement policy is the increasing scope of mathematical
programming models. Zschau [17] has demonstrated that under reasonable
conditions a large development project can be decomposed into sub-
projects, and this decomposition used to obtain minimum cost surfaces
for every feasible schedule and performance outcome of the total project.
This suggests that a similar approach be used to periodically evaluate
the worth of alternative system performance as development progresses.
Before developing this idea further we will discuss the behavioral

assumptions and information required to use contractual incentives.

Contractor Motivation

Contractual incentives are based on the assumptions that the con-
tractor can exert a known degree of control over the product or system,
and that he will act to improve his perceived corporate position.
Economists completely characterize contractor behavior by stating that
program decisions are made to maximize utility, but this ‘s not an oper-
ationally useful statement in structuring an incentive fee.

iassical models of the firm assume that production and pricing
decisions are made to maximize some form of monetary profit, which may
be current profit, discounted future profit, or expected profit per

period. In a cost .ncentive development situation the firm "produces"

7



The use of cost incentives was relatively straightforward, but
multiple incentives raised a host of questions regarding the definition
and measurement of performance elements, the determination of the relative
value of alternative outcomes, and the formulation of fee patterns to
motivate contractor decisions consistent with government objentives.h
In the past year techniques have been proposel that lead to fee structures
more compatible with estimated government values. [15, 16] However, an
inherent weakness of contractual incentives is that the ranges and weights
assigned to performance variables, costs, and profits are negotiated early
in the development program, while the contractor capability and potential
operational value vary throughout the development effort.

Cost-Plus-Award-Fee contracts have obvious merit in advanced develop-
ment and have been used most extensively by NASA and tne Navy. They

retain the flexibility of CPFF contracts while providing even more

One of the first multiple incentive contracts went to TRW Space
Technology Laboratories. Ten nuclear detection satellites were to be
constructed at a basic cost of $1L million, and a basic fee of $] million
A successful launch required that two satellites be orbited simultaneously
Incentives were pald depending on the number of attempts required to
achieve a successful launch.

First Success Award
at Launch Number Fee
i $1°5,000
2 $ 98,000
3 $ 0
4 -$ 98,000
5 -$125,000

The expected lifetime in orbit was 2-4 months. For every day short of two
months ir orbit STL was penalized 31600, while for every day in orbit f'rom
four to six months, STL received an additional $1600 It would be diffi-
cult to objectively explain why these fees were chosen, exrept to note
thet the $250,000 launch fee swing is 25% of the basic fee, and that the
maximum fee based on operational ljfetime is approximately $lO0,000 per
launch, or 10% of the basic fee. [13])




incentive than the possibility of increased profit. The very fact that
profit is based on evaluation of contractor performance causes the con-
tractor to perceive a relation between the current ard potential future
contracts. This appeal to the incentive for organizational survival may
far outweigh any incremental profit.

An additional consideration in attempting to increase the effective-
ness of procurement policy is the increasing scope of mathematical
programming models. Zschau [17] has demorstrated that under reasonable
conditions a large development project can be decomposed into sub-
projects, and this decomposition used to obtain minimum cost surfaces
for every feasible schedule and p:rformance outcome of the total project.
This suggests that a similar approach be used to periodically evaluate
the worth of alternative system performance as development progresses.
Before developing this idea further we will discuss the behavioral

assumptions and information required to use contractual incentives.

Contractor Motivation

Contractual incentives are based or the assumptions that the con-
tractor can exert a known degree of control over the product or system,
and that he will act to improve his perceived corporate position.
Fconcmists completely characterize contractor behavior by stating that
program decisions are made to maximize utility, but this is not an oper-
ationally useful statement in structuring an incentive fee.

Classical models of the firm assume that production and pricing
decisions are made to maximize some form of monetary profit, which may
be current profit, discounted future profit, or expected profit per

period. In a cost incentive development situation the firm "produces"




Jinal cost. The fee is usually a constant plus some fraction of the
difference between initial target cost and final cost. If final cost is
controllable by the contractor, and he maximizes current fee, he will
choose the minimum possible final cost, regardless of the sharing pro-
portion. The fact that cost targetc are rarely underrun by large factors
suggests that cost reduction actions cause disutility. Scherer has
explained this with a user cost model which we describe briefly.

[3, p. LOT]

User cost is defined to be the future profit loss resulting from
current cost reduction actions. A contractor may initially effect cost
reductions by increasing efficiency and reducing unnecessary waste, but
beyond some point further cost reductions can be achieved only by such
actions as laying off personnel, breaking up design teams, or curtailing
effort in development. The contractor perceives this as producing a less
attractive system in the long run, thereby edversely affecting his likeli-
h>od of receiving future contracts. Assume that the user cost can be

represented as a quadratic function of the cost underrrun.

Let Ct = Target Cost
Ca = Actual Cost Outcome
X = Ct - Ca , Amou..t of Cost Underrun.
Then U(X) = a + bX + G , and we see that depending on the coefficients,

a, b, ¢, cost underruns may lead to high user costs. Assume that the
contractor maximizes the difference between accounting fee and user cost

through his choice of X.




x

Accounting Fee

a
M, = Target Fee
Q = Sharing Proportion

Then x_ =  +OX, and the condition that X* maximize = - U(X) 1is

4d a - b
aa z2e

[na - U(X)] = 0, or X* = Given «, and the user cost function,

an underrun will not always be optimal. The contractor's problem in
negotiation is to choose the @ that maximizes the final net profit,
A ax* - U(X*). Scherer shows that except in special cases, the
optimal Qa polarizes to O or 1, that is either CPFF or FFP coverage.
Since the average value of Q observed in Scherer's case studies was 0.2,
he tested the hypothesis that contractors maximize profit subject to a
constraint on maximum profit. This behavior would be explained by the
attempt to avoid unfavorable publicity and interest on the part of the
Renegotiation Board and the General Accounting Office The following
case described by the president of Giarnini Controls Corporation is an
instance of the operation of these factors.

Chart No. 2 (not shown) shows the cumulative margin earred in one
or our divisions on a series of contracts for heevy electronics
equipment. We started at a heavy loss in 1960 because all startup
costs and some developmental engineering applied against that first
contract, but as production increased we showed a satisfactory
trend. Obviously we made profit on every contract after the first
one, since the cunulative margin rises, bu that startup hole was
pretty deep and we didn't break even until early 19¢2. During this
time prices were reduced substantially, our quality reccrd was
excellent, and we were shipping equipment whead of schedule. In
every way we were rated an exemplary supplier. Looks pretty typical,
doesn't it? We invested heavily in an attractive program, covered
our first costs, brought the cumulative profits up to industry
average, and satisfied our customer completely. And then we ran
into the buzz saw. The prime agency audited a late 1962 contract
that had somehow earned an unusual profrit: over 20%. We had never
made close to that on any prior or subsequent contract, and the
order at issue was only iQO0,000 out of ,000,000 total business.
Our margin before that windfall was just over h%, and with the

9




"excessive profits" includea we barely reached ©.4%, but the contract
stood alone and none of this background carried any weight. The
result was exactly 11 months of transcontinental debate with the
agency demending a profit rebate. We wouldn't agree to refunding

a prior year's earnings, but we did accept a downward redetermination

of the current production price. That's why you see the margin

slipping off a quarter point in 1964--we're paying a penalty now for

conservative estimating on a single contract in 1962! [19]

If such occurrences were frequent the weight assigned to profit as a
motivator of contractor behavior would be low. Feck concluded, however,
that risk aversion rather than concern over renegotiation motivates the
low sharing proportions observed, and Scherer also stated:

Much more frequently, contractor representatives mentioned risk

aversion as the principal reason for their efforts to negotiate low

values of @&. They stated explicitly that in many instances, given
the uncertainties which pervaded advanced weapons system and sub-
system production programs, they were willing and eager to sacrifice
the higher average profit expectations associated with firm fixed
price contractual coverage for the greater security against an
occasional short run loss afforded by CPFF and incentive contreacts.

(18, p. 275]

Baumol suggests that many large commercial firms make pricing,
advertising, and marketing decisions with the objective of maximizing
total sales revenue, subject to a constraint on the minimum profit that
will satisfy stockholders. [20] This hypothesis is only partially
applicable to the large defense contractors, whose sales are measured by
the dollar volume of research, development, and production contracts
held. Too rapid an expansion of this type effort results in a dilution
of product quality, leading to a poor corporate reputation. Consequently,
defense contractors prefer to expand gradually, keeping key research and
design teams intact and productively employed.

There are less quantifiable motivators pertinent in predicting
corporate behavior. These include organizational survival, security of

employment, sales, and profit, freedom from harassment, the desire for

10




public approbation, the desire to enhance national security, and the
desire to advance science and technology. [3, p. 7] The research oriented
contractor is especially interested in retaining his key scientists and
maintaining the continuity of his research effort. Thus while contractor
negotiators may act as if they intend to maximize current accounting
profit, there is evidence that program decisions are based on the longer
range factors. [3, p. 159] In some cases the advantages accruing from
ploneering in a new technical area may be sufficiently strong to motivate
a cost-plus-no-fee contract, and in all cases the profit motivation must
be related to both the project uncertainties and the intangible contractor
rewards. In the current atmosphere of limited and selective development,
sharing proportions are more often O.4 or 0.5 than 0.2, and the revised
profit policy of DOD emphasizes profit as a stimulant to contractor
effort. Fewer projects are being carried into engineering development,
and projects in research, exploratory, and advanced development are
sutject to immediate cancellation if more promising concepts appear.

[23, 24] Under these conditions co..cern for organizational survival is
very real, and there is less of a requirement for extensive contractual
safeguards and stimulants.

Scherer's user cost model is descriptive in explaining contractor
behavior in cost reimbursement and cost incentive contracts. We would
proceed one level deeper in an effort to understand the cost-time-
performance choices made by the contractor. We hypothesize that the
defense contractor acts to maximize the probability of program continu-
ation subject to a minimum profit constraint. A single very large loss,

or a succession of unprofitable projects will drive down the market
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price of the firm's securities, adversely affect the firm's image among
the agencies awarding contracts, and raise doubt as to the capability of
the firm's management. Hence the program manager is constrained in the
short run arainst outright loss, and in the long run to some minimum
profit. Turing any given development contract, we feel that the program
manager and other corporate personnel have a perception of the customer

p)

valuation of the different parameters of the system. Adjustments to
these perceived values are obtained from the in-plant agency representa-
tives, visiting service personnel, liaison personnel in Washington and
other headquafters, and from knowledge of the progress of potentially
competitive projects. The program manager can therefore judge the rela-
tive desirability of alternative schedule, performance, and cost outcomes
from the buyer's point of view. His initial system choices are deter-
mined by the acceptable time-performance outcomes defined by the
development contract, modified by the current view of the buying agency,
and constrained by the cost-time-performance surface. If the cost

resulting from a desirable outcome is less than targe’ cost, the manager

decides whether to take the cost underrun as a saving for the buyer, or

Our survey of aerospace contractors revealed one development project
incorporating an incentive for the successful firing of a missile by a
certain date. Failure to successfully fire by that target date would
result in successively reduced incentive payments, until at the end of
six months a substantial penalty would be levied against the contractor.
The buying agency was aware that pressure existed to halt program funds
and realized that an early successful firing was necessary. The con-
tractor also recognized that failure to demonstrate the system success-
fully would increase the likelihood of profram cancellation, and there-
fore put forth a "crash" effort. It is our opinion that the pressure
for program continuation was more important than the contractual reward
at stake.

12




to utilize it to increase performance in profitable areas. The latter
decision enhances system attractiveness relative to potential competitors.
If, however, the characteristics considered essential by the customer

are cnly attainable at a cost above target, the program manager must
decide whether performance or monetary considerations are more important
in influencing progra. continuation.

At any program decision point the contractor behavior is then
conceptually described by a nonlinear programming problem in which the
firm chooses performance variables, schedule outcomes, and development
cost to maximize the probability of program continuation subject to a
constraint on minimum profit and contractual constreints on the values
of performance, schedule, and development cost.

Tet

(o]
il

cost outcome aimed at by the contractor,
t = schedule outcome aimed at by the contractor,

p = vector of performance outcomes aimed at by the contractor,

P=(pyy vy p)y

ol
"

current cost ceiling desired by the buyer, as perceived by
the contractor,
T = current development schedule desired by the buyer, as

perceived by the contractor,
5 = vector of performance outcomes desired by the buyer, as

perceived by the contractor, p = (Bl, oo pn).

Let V¥(c,p,t) = O represent the minimum cost attainable at every
time and performance outcome, and let @(c,p,t) denote the contractor
fee at any outcome. Assume that the probability of program continuation

approaches one as the projected project outcome approaches the outcome

13




view_

desired by the customer. Assume further that the program manager esti-

mates the weights Bi’ and that minimizing

n

1§1 B,(p-p,) + B , (c=c) +B_ (t-t)

approximates maximizing the probability of program continuation. The

contractor problem is then
Minimize z:n B (p,-p,) +B8 (c-c) +B  (t-t)
c,p,t IS s & n+1 n+2
y s

such that

v(e,p,t) <O

and

@(C,p,t) - W(C)p)t) >0

In view of the informa*ion and decision variables entering the contractor
decisions under this hypothesis, we conclude that expected fee alone is

a weak and uncertain motivator. Even if the cost-time-performance
tradeoff surface were stationary and available to the buying agency, and
if a set of multiple incentives could be structured consistent with true
government values at every outcome and assuring maximum contractor fee

at that outcome desired by the government, there is no assurance _hat



this outcome would be chosen by the contractor. Contractual incentives
can be analyzed for consistency, but not for motivation.t

We conclude that in research and exploratory and advanced develop-
ment, the primary contractor motivation is to mai: “ain the firm's capa-
bility to compete for and retain projecis. There is incireasing
realization that only a few svstems will proceed into engineering
development, and fewer still intdo production. A greater amount of effort
will be directed into research and exploratory development, and profit
will be based on the cost of the research effort as well as results.
These conditions create incentives for efficiency, and the margiral valuc
yielded by the superposition of contractual incentives may not be worth

the effort required cf the contractor and procurement personnel.

Government Objectives in Development

Regardless of the source of the requirement for a new weapons or
space system, a preliminary study of projected system utilization is
necessary to specify initial performance characteristics and operating
conditions. In structuring an incentive contract the government must
have a ranking of the possible development outcomes, and even in a CPFF
contract where decisions on speci:'ic details may be made later in the

program, recommendations should be based on some consistent evaluation of

6This model of contractor behavior is consistent with Peck's

observation that firms are more prone to take risks if their projects
depend on it. [7, p. 540] For example, if the purchasing agericy is
debating program continuation and has suspended funds, the contractor
may supply corporation funds to continue criticel development of pro-
duction until a final decision is reached. Not to do so might affect
the final decision unfavorably, while in the event of program termi-
nation some of the expended funds may be recovered.
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system worth. Yet this task of determining operational value is extremely
difficult and controversial. The Holifield Report criticizing Defense
management of satellite communications is quoted as stating:

"The unfortunate experience (of DOD analysis of alternative satellite

communications systems) suggests to us," the report continues, "that

considerations of economy from a Defense Departmen‘ budget stand-
point are not sufficient criteria for making decisions in fields
which involve government-wide policy, politics, and international

diplomacy." [25]

Sidestepping the question of whether a particular system should have
been brought to the development stage, the buyer may select various
objectives in the development effort. The more obvious are

(1) maximizing some measure of effectiveness subject to a cost
constraint, and

(i1) minimizing the lifetime cost of the system subject tc the

attainment of some fixed level or effectiveness.
There may be other valid objectives such as minimizing the number of
military personnel required to achieve a given level of effectiveness,
or obtaining a system flexible enough to operate in a number of possible
environments. In any event development objectives and government negoti-
ation objectives are not identical. The former are determined by evalu-
ation boards, cost-effectiveness analysts, and military personnel, while
the contract negotiations are performed by procurement specialists beset
by a welter of regulations, guidelines, and hindsight. Hence the Director
for Procurement Policy, OSD, testified:

A requirement (for a weapons system) having been established, and

feasibility determined, what is our objective? It is to procure

the development, production, and delivery of the weapons system

into inventory in the shortest possible time and at the minimum
cost. [27, p. 106]



But Scherer's case studies indicated that actual government procurement
practice has been a compromise between maximizing the incentive for
contractor et'ficiency, minimizing contract outlay, and minimizing the
risk that unnecessary and excessive profits will be paid.7 (3, p. 147]
There is an effort in current procurement policy to consider total
system costs and not be hesitant about spending funds in development to
achieve operational savings, but at the initiation of development the
potential value of a new system is extremely uncertain. The cost-
effectiveness analyst assumes that development will be successful and
tries to foresee the implications of the successful system in the relevant
time frame. The essentiality of specific characteristics will vary with
developments in associated systems, in opposing systems, and in the
operational environment.8 Preliminary models of the system attempt to
determine the key parameters, and the variation in performance as a
function of these parameters. After preliminary studies have shown a
concept to nave merit, the Project Definition Phase (PDP) may begin.

PDP is a formal step in which the cost-effectiveness model is refined

7Minimizing contract outlay is especially shortsighted in view of
the operating and maintenance expenses of modern weapon systems. In an
expository example Hitch and McKean point out that a hypothetical air
transport fleet obtained under the minimum contract outlay would cost
over $1 billion more than the least cost fleet on a lifetime basis.
(26, p. 140]

An appropriate approach in this situation would seem to be a
sequential decision process, with specification de.ails supplied to the
contractor as late as possible to take advantage of available information.
According to one theory Defense programs may not be managed in this
manner because the members of development staffs recognize the transitory
nature of their assignments and hesitate to leave vital decisions to
their unknown successors. Hence the system is "cast in concrete" at an
early point. [28]

17




further, and the total system costs and development schedule estimates
are determined. It would be desirable to have government personnel
determine the relative value of the possible outcomes, bvt normally two
or more contractors will conduct PDP, competing for the follow-on work.
During PDP these contractors will determine the "optimum balance between
total cost, schedule and operational effectiveness for the system." [29]
Following PDP a development contract may be awarded on an FFP or FPI
basis, using the tradeoffs generated in PDP as a basis for the incentive
siructure.

Consistent incentives require the capability to compare performance
increments to cost increments. Therefore the analyst must find some
method of ultimately comparing different aspects of performance in dollar
terms. This may be straightfo.-ward in some cases. For exampl: the value
of early delivery of a military satellite communications system might be
indexed by the current dollar usage rate of commercial facilities. The
problem is more usually akin to determining the worth of additional "rate
of climb" in an anti-submarine aircraft. Quantitative statements about
the worth of acce_erated development undoubtedly include consideration
of possible system obsolesence due to oncoming competitive systems, or
the need of the agency to demonstrate a successful prototype to obtain
further development funds. Development programs are basically either
urgent, and rapid development receives priority, or else the purchasing
agency 1is interested in showing cost efficiencies, and only enougl is
spent to keep the schedule from making uneconomic use of resources.
Scherer concludes that the fee allotted to schedule incentive would be

better saved for cost reduction incentive, and in fact OSD procurement
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personnel state that the early emrhasis on schedule incentives appears
to be diminishing. [14]

Several approaches have been used in quantifying the worth of
additional reliability and maintainability. Van Tijn developed a model
which measures variation in support costs as a function of subsystem
reliability and maintainability. [31] The model accumulates support
costs based on the maintenance effort predicted by reliability models of
the system. Douglas Missiles and Space Systems Division performed a
reliability sensitivity analysis prior to suggesting a reliability
incentive for a missile system. [32] Data derived .rom their study is

shown in Table 2.

Table 2
Missile Reliability .84 .97 .99 .999
Operational Reliability 67 NS .80 .80
Cost/Missile (105) 230 275 311 355
Number Required 148 128 125 125
Total Missile Cost (106) 35.2 35.2 39.0 44,3
Total Operational Cost (¢o6) 37.0 35,2 28.8 LL.1

This allowed Douglas to determine the optimal reliability around which
the ircentive would apply. A report by the Management Systems
Corporation contains an example in which incentives were desired for both
accuracy and reliability in a tactical ground-to-ground missile.

(16, p. 22] In this case the overall erfectiveness criterion was the
ability to inflict a specified amount ¢f damage on a given target with a
specified level of confidence. Thus the number of missiles procured

would depend on the number required to achieve the fixed level of damage,
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and accuracy and reliability could be directly related to the damage
expected per missile launched. Variations in accuracy and reliability
could then be evaluated by the cost savings in misslile procurement, and
the incentive fee related to the cost saviag incurred. when it is not
possible to relate the performance variation directly to a cost saving,
the Management Systems Corporation study advises:

. » it is necessary to estimate the relative dollar worth of

effectiveness over the range of project outcomes. This judgement
might be expressed as follows:

A Value ($) M

A Effectiveness

The dollar valur of effectivenecrs defines a tradeoff between total

cost and effectiveness which the government wishes the contractor

to use when making decisions wnich could affect both quantities.

[16, p. 77]

Fven comprehensive analysis prior to development contract negotiation
leaves many unanswerable questions. 1In the next section we will consider
how the ability to decompose a large prcject into smaller activities
can aid in obtaining an accurate cost-time-performance tradeoff surface,
but this capability does not aid appreciably in resolving the basic
uncertainties that exist in estimating system effectiy .ness. Toc decide
between all potentially important alternatives at the very initiation of

a program is at best a guided guess, and at worst the cause of an inade-

quate system or costly development redirection.

Cost, Time, Performance Tradeoffs

The Incentive Contract Guide confidently states:

« » . one method for making this determination (of tradeoff functions)
is to request the contractor to provide forecast performances for
several combinations of cost and schedule, (with analysis by the
government as to reasonableness). This of course will be standard
practice under Project Definition Phase. {L, Ch. VIII, p. 7]
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The difficulty in obtaining such a performance forecast is that there

are many equal cost methods of achieving very different final sets of
specifications. A sp cified missile range may be attainable with alter-
native thrust capability, fuel capacity, and vehicle weight. Given only
the cost and uchedule the contractor usually will have wide latitude in
the systems he can produce. However, the derivation of a realistic cost-
time-performance surface is desirable in any development project. It is
especially necessary to formulate a consistent incentive contract. And
it may make possible submission of several FrP development bids with
different specifi-zations by the same contractor.

There are quantitative tools available and under development which
yield estimates of the cost-time and cost-time-performance surfaces. A
PERT network, for example, is established by defining a set of activitles,
an order or precedence relation, and a spread of activity completion
times for some fixed funding. Methods have been available for some time
to derive the expected completion time for the total project. The
distribution of project completion time can be computed, analytically if
the activity completion times are exponentialiy distributed, and by
simulation in the case of more complex distributions. [30] If cost is a
convex function of completion time for every activity, the minimum cost

required to complete the project _n a specified time may be derived.9 [33]

9Roderick W. Clark points out that time-cost data {s not readily
available because management accounting systems are not structured to
provide ex ante estimates of costs as functions of completion times for
various activities. This Is due to the fact that accounting systems
are designed to facilitate rapid reimbursement for incurred costs with
only secondary emphasis on internal control. [34]
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Thus, theorectically, the PERT network coula be reformulated for several
representative sets of performance specifications, and the general nature
of the tradeoff surface approximated. However, even a system with a
relatively small number of performance characteristics may have thousands
of separate activities. Each time the key variables are assigned new
values, the contractor must find the subsystems and sub-sub-syst=ms that
achieve the required performance levels with minimum cost for some fixed
schedule. The requirement to reformulate in detail the entire PERT net-
work would requ’re an inordinate amount of administrative time, and would
interfere with +~he normal work of the development personnel.

There are thus two separate problems. First the minimum cost sub-
systems that achieve desired performance in fixed time must be determined.
Then the minimum cost schedule to develop specified subsystems must be
found. Edward Zschau has formulated a procedure called "Project
Modelling" which considers technical interrelationships among design
specifications, precedence relationships among development activities,
and determines the minimum cost of developing within an allotted time a
system with specified performance characteristics. [17] The model assumes
that cost in each activity can be expressed as a convex function of
improving performance or decreasing development time, and that the total
project cust can be expressed as the sum of the activity costs. Rather
than attempting to solve the entire problem simultaneous.y, the procedure
uses the tradeoff surfaces generated at activity levels as inputs to
hicher level optimization models and iteratively determines the minimum
cost activity specifications for fixed time. For this set of activity

specifications the minimum cost schedule is derived, and the specification




model is then re-entered with the new schedule. Zschau has shown that
this iterative procedure converges to a solution optimal in the following
sense.

When the project demands (e.g., the desired project duration and

system performance characteristics) together with the activity cost

functions are fed into the project model, it outputs the minimum
project cost, the optimal engineering specifications, and the optimal
project schedule for these demands and cost functions. By comparing
the optimal projJect costs with the alternative sets of project
demands that give rise to them, the optimal tradeoff functions

relating time, cost, and verformance can be generated. [17, p. 23]

Decentralized project management offers further advantages. Less
information flow 1s required, decisions are made closer to sources of
data, and it may be possible for the buying agency to decompose a large
development project into subprojects for several contractors. This would
allow each contractor to compete for each subsystem, and yet allow the
buyer to insure the proper meshing between subsystems. Furthermore the
contractor could furnish tradeoff surfaces without divulging either
activity costs or proprietary process information.

The feasibility of project modelling depends on the accuracy with
which development personnel will predict costs. Some incentive for
accurate estimation rather than protective estimation may be required.
The project modelling approach should be tested in a tractable develop-
ment program to determine its further applicability.

One additional consideration in besing decisions on cost-time-
performance surfaces is the uncertain nature of contractor control. For
example, top level program management may intend that a limited number
of development hours be devoted to reliability consideraticnas, but

engineers at the working level may be motivated by professional or personal

interest to spend more thar the allotted number of lrours on this area.
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The time may be charged to an appropriate task, but the individual may
still be thinking about ways to improve reliability. Overall project

tradeoffs should be viewed as estimates to be systematically improved.

Profit
If system value and development cost were known as functions of
availability date an. performance characteristics, a consistent fee
f .action could be defined by ap»lying a profit rate to the difference
between value and cost at any outcome. We have indicated that this would
in general not motivate the contractor to aim at the outcome which
maximizes monetary profit. However, the actual profit attainable at any
outcome can be a strong leterminant of contractor behavicr if profit
rapidly decreases as characteristics drop below those desired by the
buyer. Our hypotheses about contractor behavior imply that contractors
will be motivated away from areas of potential monetary loss, bu* are
relatively indifferent between small positive profit increments. In
August, 1963 the Weighted Guidelines revision to ASPR %-308 was issued
to ald contrac*ing officers in determining appropriate profit rates. [11]
Prior to this, contracting personnel were provided with a wealth of
suggested factors and considerations, but were required ultimately to
base their profit proposals on experience and judgement. 1In a report on
actual contracting practices, Sumner Marcus states:
Many contracting officers choose the expedient solution to thelir
quandry (of conflicting and aiverse decision elements). Through
experience they arrive at a profit or fee rate that is well below
the maximum permitted, but high enough so that the contractor will
accept it, and they use these few rates over a long period for all
contracts they negotiate, regardless of contractor situation. As

time goes on they tend to lower the rate slightly to establish
themselves as good bargainers. [ 35]




The Weighted Guidelines procedure establishes categories such as Con-
tractor's Input to Total Performance, Contract Cost Risk, Past Perform-
ance,lo and Special Profit Considerations. Contracting officers use
avallable information to assign eg.lowable weights to appropriate cate-
gories, and then rely on Jjudgement in assigning weights to risk and
special factors.

Based on interviews conducted prior to September, 1964, the most
frequent criticism of Weighted Guidelines was that most government
activities used the t:chnique to establish a rationale for the final
negotiated profit rate, rather than establishing an initial profit
objective. Table 3 shows eleven FFP procurement actions negotiated at

one buying activity using weighted guidelines.

Table 3

Weighted

Guideline Profit Historical Profit

Objective Proposed Rate Negotiated
1200 1.7 105 11.7
11.45 11.11 RS 11.11
11.45 Iy mlpk 11.0 11.11
11.87 6.0 6.0 6.0
11.98 11.1 11.1 11.1
14,0 11.1 151 11.1
12.02 6.0 10.0 6.9
12.1 10.0 10.0 10.0
4.0 11.1 11.1 11.1
15.0 21.0 ---- 15.0
Il 3nie 1550 11.0 11.0

10

Collection and retention of contractor performance data is formally
required by the Contractor Performance Evaluation program. Contractor
success in meeting cost, performance, and schedule requirements will be
recorded, and source selcction boards will be required to review this
information prior to making coatract awards. [36]
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This particular set of data confirms that contracting officers use high
initial profit objectives to avoid later explanation of failure to
negotiate at a point below or near a valid initial objective.

The contractor cannot press tor too high a profit rate or target

cost for fear cf later unfavorable attention or the label of "profiteering.”

Or » governmer *©. procurement officer discussed the environment in “thich the

4

contractor's negotiator must operate.

It is quite evident that the lead negotliator's performance is staged
in a "fislbowl" visible alike to corporate and division, but the
end product of his negotiation is also subject to much scrutiny.

In a government negotiation he can't afford to extract a profit too
high even if the opportunity arises. Two of the interviewed
companiecs recently had instances where they felt the profit was too
high and the contract was not executed. In the only corporation
interviewed that hired negotiators from outside th2 Government/
Aerospace complex, it was stated that the most difficult point to
ins* 11l in their *hinking was not to always seek the maximum profit
as is customary in normal comrercial bartering. [37]

When target costs are negotiated a good deal higher than projected cost
outcomes, the contractor rarely ~isks taking a windfall profit, but
instead voluntarily rebates profit, or commits additional funds for
performance improvement, schedule acceleration, or related research.
This behavior is explained not only by the existence of the GAO and
Renegotiation Board, but by the low incremental cost of supporting addi-

1]

tional research in this way.”

lThe Renegotiation Board annually reviews profits of contractors
with more than ®1 million in sales in crder to recover excessive profits.
The Board attempts to take the individual contract types into conegidera-
tion, but it is difficult to determine those contracts in which profits
are due to contractor efficiency as opposed to skill during negotiation,
and the board's judgement has been questioned. (3, p. 261]




Recent DOD profit policy has aimed at negotiating higher profit
rates in return for the contractor assuming more of the cost risk. The
number of cost incentives negotiated in the SO/SO to 70/30 range has
increased substantially, and there are currently very few low risk sharing
arrangements concludel. [4, 6] This indicates the awareness at procure-
ment policy 'evels that a number of factors motivate the contractor, and
that by using higher profit at the desired outcome, and lower profit at
less desirable outcores, the government can motivate contractor behavior

trat 1is mcre consistent with government values.

Formulation of Contractual Incentives

A well structured incentive arrangement has two objectives. It will
create a “inancial motive for the contracto~ to achieve superior per-
formance in all variables. If this is impossible, the fee attainable
at every possible outcome will reflect the government's ranking of that
outcome, thereby guiding the co tractor's choices.

The initial use of incentives was restricted to cost incentives,
and the fees were almost always linear in the development cost. Justifi-
cation for linear fees in such contracts is their simplicity of negoti-
ation and ease of interpretation. The previously referred to Management
Systems Corporation study Justifies linear fees in terms of their
flexibility. A contra~r .° can always be motivated to aim at a certain
outcome (if he is a fee maximizer) by means of a linear fee. But the

example they present 1s mislcading.

Let CD = Development Cost,
C0 = Operating cost during lifetime,
= "0 = + .
CT Total Cost CD Co
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Assume that C0 1s dependent on CD in the following way:

—CDE
prlC, = &lcp] = Cpe

Then E[CO] = l/CD, where E denotes the expectation operator. Hence

E[CT] = CD + l/CD. Now assume that the buying agency desires to find

oC

that CD which minimizes CT. Then EEE = 0, which implies that
D

CD =1

Let f denote the contract “2e as a function of development cost,
ar . assume that the contractor maximizes expected fee. In order to
motivate the contractor to set the development cost, CD’ at 1, we must

D

CT’ we have f = O - BCT, for some Qa, B, and E[f]) = a - BE[C

E[f] = a - B[CD + l/CD]. This is maximized at C

have %2— =0 for C, = 1. If the fee is linear in the total cost,
CD
T] or

D= 1 for an;’ choice

of a, B. If however, the fee is linear in the development cost, CD’

(e.g., £ =0 - BCD), then the development cost chosen by the contractor
is indeterminate without further assumptions.12 Using linear fees, we
must be careful about the variable the fee is based on, for the fee in
the above example is certainly nonlinear in development cost.

When CPIF contracts were extended to include multiple incentives,
the fees were generally independent, linear, and additive. For example,
development cost might be weighted hO%, schedule 20%, and performance Lok,

Individual performarce elements such as thrust, or range, were then

assigned portions of the Lok perfcrmance weight. This approach had

l2Recall that we were required to postulate the existence of a user

cost function or disutility resulting from cost reduction to explain the
contractor's behavior in this case.
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several defects. It required the subjective ranking of the separate
performance, schedule, and cost elements. Any set of weights valid in
expressing government value at one point were not in general representa-
tive of value over the poss:ble performance spectrum of the system. And
in such a fee arrangement it was possible for the contractor to earn
target fee while sutmitting poor performance in several variables. Con-
sider the following example which illustrates this fault of compart-

mentalized incentives.

v 2
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If the contractor delivered an 1150-mph aircraft three months after

target at a cost of $130 million he would receive target fee, and

if he delivered the same high performance aircraft six months late

at a cost of $160 million he would still earn target fee. (2, p. L3]
The linearity of the fee structure oversimplifies the guidance to the
contractor. When the performance level of some element is close to
minimum acceptable, the value of an increment in that variable's per-
formance 1is worth much more than an increment in performance in some
variable already close to the maximum desired. Linear incentives do not
reflect this. One partisl solution to compartmentalization is to extend
the range of the cost incentive to retain some control over cost overrun.
This is termed "overlap.” And the partial solution to the independence
of the fees is to define the acceptable outcomes in terms of several
variables. For example, acceptable minimum range might be 4000 miles,
and acceptable minimum speed 1600-mph, but no more than minimum fee would
be paid unless range plus speed exceeded 6000. This is simply taking

care to bound the region within which a linear fee will be acceptable to

the government.
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Two methods have been proposed to define a fee surface which more
accurately reflects government values than do linear fees. The Logistic
Management Institute proposed a "Tabular Model" which uses a set of

multipliers to alter the fee structure in regions of contractor nerform-

]

ance defined as "outstanding" or "poor." [15] After the government and
contractor negotiate the regions deservi.g special attention, fees are
structured independentl:. for eech variable, ind total fee is the sum of
the individual fees. The fee for the outcomes in the specially designated
regions are multiplied by suitable constants, greater than one for
superior performance, and less than one for below standard performance.

This corresponds to modifying & planar fee surface by steeper planes in

these designated regions as shown in Figure 1.

Fee Fee

A A

Performance / Performance

=4

Cost Cost
Figure 1

The name "Tabular" arises since the buying agency must define grades of
performance (tables) for the designated variables, and then must deter-
mine appropriate multipliers for each grade. Fo» example, assume the

basic fee for control of development cost is linear, and the buyer desires
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to reward exceptionally low development cost and penalize a combination
of high development cost and low performance. The buyer therefore might
divide the range of expected development cost outcomes into ten grades.
The lowest two of these grades could be assigned the multipliers 1.4,
and 1.2, while the combination of high development cost and low perform-
ance could be assigned the multiplier 0.5. The use of multipliers is an
explicit method of requiring the procuring agency to determine its own
utility function, and then introduce any significant nonlinearities into
the incentive fee. Using multipliers for combinations of variables
requires a method of ranking the relative desirability of outcomes.
Without a model of system effectiveness, determining the relative value
of the outcome of three parame*ers, each having ten grades, could be
tedious.

We have seen that a basic problem in incentive fee formulation is
that the effectiveness of a system is not additive, but is a complex
function of the variables characterizing the system. The Management
Systems Corporation study recognizes this and suggests that effectiveness
be measured by a cost-effectiveness model, and that the incentive fee be
a monotonically increasing function of government value. The fee struc-

ture they prop.se 1s:

f=f + u(av - 4C) ,

where f = final fee,
ft = target or initial fee,
a = sharing proportion,
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incremental increase in effectiveness value over target

effectiveness value,

OC

incremental increase in cost over target cost.

We discussed the problem of trans ating system effectiveness into dollar
terms. Even when it is difficult to make such comparisons they will be
implicitly used in any case, and the use o0“ cost-effectiveness techniques
requires that they be made formally. One of the criticisms heard against
government contract management is that the buying agency is vague about
its requirements and choices among performance capabilities. This
objection could be met by furnishing the contractor with the cost-
effectiveness model, or data derived from it. The contractor would then
have a more objective basis for tradeoff decisions, and the government
would have a more objective methcd of deciding whether the contractor
did, in fact, act in the government's best interest.

A combination of Zschau's approach to decentralized project manage-
ment, the periodic updating and use of systen effecriveness models, and
use of an award fee appear to offer substantial efficiencies in develop-
ment contracting. An initial cost-effectiveness model may allow an
incentive structure that reflects government desires. But as development
progresses and both the cost-time-performance surface and the external
envircnment change, the most desirable system will also change. By using
projJect models and system models capable of being updated, the contractor
and buying agency could respond to the operating environment adaptively.
If tradeoffs are to be evaluated in detail, decentralization would be as
desirable in th: user's cost-effectiveness model as in the development

pi1oject model. Decentralization allows more detailed and accurate
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estimates of effectiveness value but requires a higher level model to
avoid suboptimization. Use of an award fee is a step closer to the
"After-The-Fact-Evaluation" contracting method proposed by Scherer.15
The award fee al’ows the tuying agency to take account of outstanding
innovation or management, and to compensate for unforeseen requirement
changes or technical problems that mav have precluded the contractor {‘rom
earning a fair profit in an otherwise satisfactory program.
Implementation of such changes would have to be gradual. The defense
and aerospace contractors are just becoming familiar with the multiple
incentive contracts initiated in 196.. After an initially lukewarm
reception, industry reaction now appears favorable. [13] A Douglas
Missiles and Space System Division report states:
An incentive program usually stimulates the development of efficient
techniques resulting in higher reliability and more contract
dollars. [32]
Contracting officials at two aerospace corporations commented that the
magnitude of the incentive “ees did not seem to be very important. The
knowledge that the project was "on incentive" was sufficient to induce
higher performance and better planning. Some corporate executives felt
that performance incentives were superfluous. Other writers argue that

reliability and maintainability incentives are required with cost

incentives to prevent corner cutting in quality. W. C. Frederick states:

13Under Scherer's proposal the government would maintain data
describing contractor efficiency in cost control, reliability, oper-
ational performance, and adherence to schedule, which would be used in
determining profit rates, and awarding contracts. In addition, Scherer
proposes that the growth, long term profits, and direction of activity
of the contractor be planned by a Performance Evaluation Board. This
would place emphasis on the long range incentives of survival and
growth. {3, p. 327]
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The risk to the purchaser (in a firm-fixed-price contract) is a bit
more subtle, but no less real. Under the FFP type of contract the
contractor's profit varies inversely with the cost of the system;
therefore he has a tremendous incentive to cut costs, perhaps to the
point where the quality of the systen is degraded. Thus unless the
specifinration or work statement 1is extraordinarily precise and
complete, the purchaser may be forced to accept a product of a
quality lower than he had expected. [39, p. 7]

And again in arguing against single dimensional (cost) incentive

}
%
'

contracts,

The provisions of one incentive contract of which the author is

aware were such that the contractor's fee would be greatest if his

cost were exectly $l,OO0,000. It was the stated intent of the

program manager to accumulate costs of $l,OO0,000, and since costs

were in danger of exceeding that amount, the planned reliability

program was curtailed accordingly--desp.te the fact that the relia- -
bility objective was conceded to be extr mely important to the |
customer and difficult to meet. [39, p. 8] -

-

Scherer, however, repeatedly claims that weapons system contractors have

an extremely high aversion to cutting quality or reliability to gain

short run profit. The incentives toward high quality--corporate repu-
tation, the reluctance of the purchasing agency to authorize design
changes that impair quality, and the possible effect of low quality on
future awards--do not appear applicable to commercial firms, while
Frederick's comments, directed at defense contractors, do appear to be
more applicable to non-defense firms with severa. markets. The utility
of current profit is aigher for these firms, and the renegotiation
constraint is rot present.

Government procurement personnel are pleased with the results of
contractual incentives. The Incentive Contract Guide states:

The success of the program (expanded use of performance incentives)

seems clearly revealed in performance levels achieved at target

or high than target in the majority of cases and cost being

controlled in almost every instance within 10% of negotiated target
costs. [4, Ch. VIII, p. 2]
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It is not clear whether these result. have been obtained because of the
existence 0 incentive fees, or because of the detailed system analysis
and capability estimation that precedes contract negotiation. A set of
experiments in which contractors submit proposals for FFP, CPIF, and

CPAF awards would illuminate the preferences for risk and contract type

within individual firms, and between firms.

Summarx

We have indicated the important trends in contracting for the
development and procurement of complex weapons and space systems. The
first is the greater selectivity and limited production instituted by
Secretary of Defense McNamara, which creates a competitive atmosphere
among cc' .ractors, and places the government in a more powerful
bargaining position. Thus the government is able to institute management
controls and practices which it considers conducive to the more efficient
use of procurement resources and development personnel. The second
operative factor is the growing bank of data recording contractor per-
formance. Over a period of time chance performance variations will be
averaged out, and the long term management competence which a given
contractor brings to his projects will be gquantitatively demonstrable in
terms of development costs versus estimates, and fiela performance versus
projected performance. The final factor is the growing arsenal of
management techn.ques and tools for control and analysis of alternatives
in project definition and development. Adaptive project modelling by
the contractor and a similar government effort could operate together

to allow sequential decision making during the development process. This
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would be more efficient than fixing the ranges of system performance
far in advance of any firm information regarding desirability, feasi-
bility, and cost.

These three factors interact to allow government initiation of the
project modelling technique, by crcating general system models and pro-
Ject models of various space and weapons systems. Contractor performance
data would provide initial model data which could be continually updated
by completcd projects. Similarly the system models could be refined by
operational testing. As government and industry gain familiarity with
the formulation, use, and properties of system models, the government
eoald ask for development program bids which would have tradeoff deci-
sions made by the government, sequentially, with the profit award being
negotiated after project completion with final cost, performance, risks,
and special factors available for consideration. We feel that this
approach to program management promises a more responsive contractor
effort in research and development than do the more rigid contractual

incentives.
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CHAPTER 11

UNCONSTRAINED CONTINIENT PRICING MODELS

Introduction

In reviewing the use of incentives in development we observed that
performance incentives were intended to motivate superior technological
progress in the design and development of new products. Once high per-
formance features are designed into equipment, production inefficiencies
can degrade operation, but even outstanding production practices cannot
improve uninspired design. We also noted that the difficult problems
in designing contra tual incentives were encountered in the advanced
system area. It is useful to point out that relatively few contractors
are involved in large advanced system development. The majority of pro-
ducers supply standard or slightly modified equipment, and generally do
not sell on an incentive basis. Government practice is to procure
noncomplex products (shoes, medical supplies, hand tools, ammunition) in
large lots and to specify the Acceptable Quality Level (AQL), or percent
defective allowable in the lot.l The acceptability of complex items such

as communicatic.. equipment or vehicles is determined by defects-per-unit,

1Sampling of incoming lots is conducted in accordance with approved
sampling vrocedures. A fixed price is paid for accepted lots. Items
which cannot be desigrated defective or nondefective (such as capacitors
with a range of capaci‘ance, or ammunition propellants with variable
muzzle energy) are classified by conformance to specification, and lot
disposition 1s determined by the percent of the lot estimated to fall
outside tolerance limits. [L41]
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demerits-per-unit, or reliability tests such ar the AGREE procedures.
(22]

In production, as opposed to development, there is less cost un-
certainty and little cause for changes in product specifications. Con-
formance to these specifications can be more accurately determined than
in developmen®t, and it appears that fixed-price-quality-incentives, or
"contingent pricing contracts’" are applicable to these production situ-
ations. A contingent pricing contract would provide for variable payment
based on the degree of product coniormance to design specification as
measured by an agreed on testing or sampling method. Such adherence to
specifications is commonly termed '"quality" and contingent pricing is
therefore mpre of a quality related concept than are performance incen-
tives in general. Note thet in discussing performance incentives we
implicitly assumed that at the completion of product development the
performance parameters were precisely known. In fact these parameters
(MTBF, range) can only be estimated or predicted from the observation of
other variables. Hence there is sampling uncertainty in the payment
received by the contractor or producer. Contingent pricing policies are
designed to handle this sampling uncertainty directly. The concepts
involved in analyzing the quality situations are also appiicable to
structuring performance incentives based on measured performance
variables.

When the buying agency samples an incoming lot or tests an incoming
equipment and finds that it does not conform to specification, it may
either waive the nonconformance or reject the lot or item. When items

cannot be rejected due to delivery or urgency considerations a single
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unit price is not an effective tool to motivate superior production
performance. The item marginally acceptable may be impioved later by
supplier effort, but the extra time and possible government expense
involved should detract from the unit price in some way. Contingent
pricing provides a method of rewarding contractor excellence in production
and penalizing vocr contractor gquality control.

There have only been three models that explain contractor response
to performance incentives, and of these only two attempt to design
ircentive poricies optimal in some sense. In this chapter we briefly
discuss these models, state the assumptions in them which we feel prevent
the der.vation of realistic policies, and then in the next chapter

develop a method for generating more realistic incentive pricing

policies.

Hill Model

The forerunner of the contingent pricing models is the effort by
Hill [42] in 1960 to explain the incentive effect of both payment and
acceptance sampling plans. Hill suggested that the primary purpose of
acceptance sampling was to motivate higher production quality rather than
simply detect and reject deficient batches. He assumed as axioms:

(1) the distribution of the batch percent defective submitted to
the purchaser 1s entirely dependent upon the actions of 'ne
manufacturer; and

(11) the manufacturer will take those actions which maximize
expected profit.
From these axioms we see that if the lot quality (percent defective)

submitted is to improve, the manufacturer must take action, and that he
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will do so only if it is economically advantageous to him. A further
implication is that it should be to the manufacturer's economic advantage
to offer good quality and to his disadvantage to offer poor quality.

The sampling and payment schedules to which Hill restricts his discussion
rrovide for a fixed payment if the lot is accepted and no payment other-
wise. In situations of this type, higher quality should be rewarded by
greater frequency of lot acceptance. While all uperating characteristics
produce this result, it is standard practice to shift sampling plans &s
the sampling results provide information on the average percent defective
submitted in incoming lots. Consider the following case which illus-
trates how certain features of the Dodge-Romig sampling tables operate

against good quality. [U3]

Let LTPD = 4.0
Consumer's Risk = 0.10
Batch Size = 500.

OC curves for four different plans are shown in Figure 1, and each
curve 1s to be used for a particular rang:. of process average. In Hill's
example producer A submits lots with an average 0.4% defective, B sub-
mits O.S% defective, and C submits l.}% defective. Yet A will have 80.2%
of his lots accepted, B will have 92.5% accepted, and C 86.7% accepted.

The lack of incentive to good production is obvious.
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Figure 1

Hill outlined a basic eccnoinic theory of sampling inspection to account
for the incentive features. He assumed
1. the distribution of defectives in submitted lots is binomial
with parameter p, and
2. the unit cost of manufacture as a function of outgoing quality,
nh(p), can be represented by K/Vp.
Let x = number of defectives observed in the rample,
N = batch or lot size,
LN = price paid per accepted batch,
T = average profit to the producer per batch,
n = sample size,
a = acceptance number,
P = proportion of accepted batches.
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a
Since x 1is binomial, P = ) (:) p (1-p)""*. Under the assumption
x=0

that a rejected batch is a total loss to the manufacturer,

T = NLP - Nh(p), or

Given K, L, and a, the manufacturer aims to adjust p to maximize T.

We can derive the relationsnip the optimal p must satisfy. First

aP d 2 n X n-x -n. a n-a-1
3 - Ip ng (;) p (1-p) = aTlm-a1) P (1-p) . Then

ar _ KN[_I_..d_P , L ] - 62 o 1,[ n! pa(l_p)n-a-l] o1
dp K dp 5 p5 K |a!(n-a-1)" o 7p5

Figure 2 indicates the variations in producer profit, T, with siubmitted
quality under a sampling plan in which n = 150, and a = 11l. The plan
is a MIL-STD-105A plan for an AQL of 4%.

Hill notes that the variation of the optimal p 1is relatively
insensitive to changes in the price-cost ratio. Furthermore the sampling
plan used causes the producer's optimal choice of p to be in the
neighborhood of h%, the quality the plan is designed for. Hill d4id not
extend his remarks beyond this example, but his essential points are
clear for the purchasing agency. If the producer attempts to maximize
expected profit through choice of quality level, both the sampling plan

used and the price paid per lot will determine this choice.

2To insure that T 1is actually maximized the producer would in fact
have to test the end points and all interior points at which dT/dp = 0.
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Johns-Lieberman Model

In 1961 Vernon M. Johns and Gerald J. Lieberman of Stanford
University formulated the contingent pricing problem in a more general
setting. [44] They described a situation in which the buyer agrees to
purchase batches of items, for a price to be determined in a prescribed
way according to the results of a sample of items from the lot. The
basic assumptions in the Johns-Lieberman model were that

1. the producer is capable of controlling the quality of his

product to a known extent and at a cost known to both producer
and purchaser, and

2. glven any sampling plan and pricing policy the producer will

choose the quality to maximize expected profit.
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They further assumed that the cost of sampling is charged to the buyer
and that the buyer chooses the sample size in advance. Johns and
Lieterman note,

The situation is then formally that of a two person non-zero-sum
game in which the strategy of one player (i.e., the pricing policy
of the consumer) is revealed to the other player (the producer) in
advance of his choice of a strategy. This type of game has a well
defined notion of a soirution. The consumer knows the producer will
adopt a strategy (quality level) which will net him (the producer)
the maximum expected return under the pricing policy chosen by the
consumer. The consumer must therefore select the pricing policy
which will net him the greatest return under the producer's
corresponding optimal strategy.

The following example illustrates the model and certain problems that

arise in this formulation.

Let N = number of items in a batch,
p = probability each item produced is defective,
h(p) = unit cost of producing items at an average quality

level p, where h(p) includes a normal loading for
unit profit,

n = sample size,

x = number of defectives observed in the sample,

¢ = sampling cost per item,

NP(x) = price paid for the lot when x defectives are
observed,
’I‘c = expected consumer profit,

T = expected producer profit,

expected value of ®{(x), given n and p. (If x is

0]

—

te

~r
I

a binomial random variable

g(p) = L0 o(x)(}) pX(1-p)""".)
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For simplicity in exposition let the value to the consumer be one per
non-defective item, and zero per defective item. Denote the expected

unit value by V(p). In this case V(p) = (l-p). The expected net

returns to consumer and producer are then

(2.1) Tc = N(1-p) - Ng(p) - nc, and

(2.2) Lo Ng(p) - Nn(p)

Since a unit profit is included in the h(p) function, we assume that
the producer will agree to a contract if Tp.f O for some p. For fixed
n Tc will be maximized when Ng(p) 1is minimized, and from this we

see that in an optimal policy we -rould like

(2.3) Ng(p) = Nh(p) for some p.
At that p,
(2.4) T, = N(1-p) - Nh(p) - nc .

For any n, (2.4) will be maximized by the p* for which ’1-p) - h(p)
is a maximum. In this case p* satisfies h'(p*) = -1. The situation
is shown in figure 3. Contsumer profit, Tc’ will be maximized by using

the smallest sample size, n, at which the producer can be motivated to

produce at p*.
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Proportion Defective, p

Consider the case n = 1.

attain its maximum at p*, or

(2.5) 15 [Ne(p) -

Figure 3

To motivate production at p* Tp must

Mn(p)] =0, p=p*.

I{ x 1is & binomial random variable, we have from the definition of

g(p),

(2.6) g(p) = ®(0)-(1-p) + 9(1)'p ,

and from (2.5) -9(0) + ¢(1) =

o(0)(1-p*) + ¢(1) p* = h(p*).

the pricing schedule,

(2.7) o(0)

(2.8) ®(1) =

S — — = - o

h'(p*), while from (2.3)

Solving for ¢(0) and @(1) we obtain

= h(p*) + p* , and

h(p*) + p* - 1.
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A sample of one produces an optimal policy. Consider the following
numerical example based on the preceding development and illustrated in

Figure 4. Let the value to the customer, V(p), be (1l-p) as before.

Let h(p) = 022 . , unit production cost, and
/p
c = .05 , sampling cost,
N = 100 , lot size.

We determine optimal quality, p* = .049, and h(p*) = 0.495. Therefore

®(0)

0.544 , and

"

o(1) = -.456

.51 I

Expected Payment

Proportion Defective, p

Figure 4

This policy yields an expected consumer gain, Tc’ of 49.55 and no
producer gain beyond the unit profit included in the h(p) function.
That is, g(p*) = h(p*).

Note that if the sample of size one is defective the producer incurs
an actual net loss of (.495) x 100 + (.456) X 100 = 95.1, while if the
sample is non-defcctive his actual gain is only 4.9. This is based on

an investment of close to 49.5, and while tne expected profit and actual
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profit are acceptab’2 at p*, we feel that it is unlikely that a producer
would agree to this type of policy.

One c¢.i the elements we feel is iutuitively unsatisfying is the
magnitude of the penalty levied against the producer when a defective is
discovered. We will discuss the implications of bounding the minimum
payment in a later section, but to illustrate that lower bounds do not
provide the sslution, consider the producer to have no fixed costs, so

thet his unit production cost, h(p), is DO , and restrict the pay-

P
ments, ¢(x), to be non-negative. The optimal p* 1is still 0.049, but
n(.049) = .1. Let a sample of nine items be drawn and the price schedule

be as follows:

®(x) = 0.175 , x =0

p(x) =0.0 , x>0.

The producer is still motivated to produce at p¥%, (Tp is maximized

at p*), and expected producer profit at p* 1is 1.10. One defective
observation in this case is not as disastrous for the producer as in the
previous case since he loses only his investment and is not penalized
additionally. However Figure 5 indicates that g(p) is very close to
h(p) in the vicinity of p*, and therefore the producer is not severely
,enalized for quality poorer than p¥*. For example, 1f the producer
choose. to produce at p = 0.10 rather than p = 0.049 his expected
net loss is only .175. He will obtain an actual gain of 10.5 39% of the

time, and will lecse 7.0 61% of the time.
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Proportion Defective, p

Figure 5

A producer prone to corner cutting or gambling might find this policy

attractive, and we suspect that a buyer would want tighter discriminatory

ability.

Flehinger-Miller Model

The last numerical example used a sample size of nine and a single
payment of 0.17% if no defectives were observed. This was not arbitrary,
but was an optimal policy in a way that will now be described. In 1964
Betty J. Flehinger and James Miller reported a "product improvement" model
very similar to the Johns-Lieberman model. [u45]

They assume that a producer is already manufacturing at some verified
quality level and is presumably receiving an acceptable fee. The pro-
ducer can spend additional funds to improve the product quality. If this
improvement benefits the consumer more than it costs the producer, such

improvement will be advantageous to both parties. An acceptance test

50




will be performed to verify that the product improvement has been
5

achieved. The fact that product improvement is advantageous to both

parties promnts Flehinger and Miller to seex only admissible policies--
those that maximize Joint profit.
The important assumptions in this formulation not included in the
previous models are:
1. If the producer makes no attempt to improve his quality it will
be cnaracterized by the basic quality at which he if currently

producing, Py

2. A strategy or policy, (n, Py Pys oo mn)h, or (n, @) 1is
defined to be admissible if it yields a positive expected profit
to both consumer and producer, and if no other policy yields a
greater expected profit to both sides.
Assume tl.e expected value to the consumer is V(p) = 1 - p/po.
The expected profits can then be written as in (2.1), (2.2) as functions

of p,  and the sample size, n:

(2.9) T.(p,®n) = W(p) - Ng(p) - nc, and

3Flehinger and Miller feel that this test is motivational rather
than informative, since the test is the mechanism by which the producer
is motivated to a particular quality. Actually the test is informative
to the consumer. While the producer is assumed to have perfect control
and can set the quality precisely where he chooses to, the consumer has
no protection other than the assumed rationality (i.e., profit maximiza-
tion behavior) of the producer. Hence the acceptance test bothL motivates
the producer, and gives the consumer some indication of the quality
actually attained.

bWe will denote the unit prices both by ®(x) and P, -
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(2'10) TP(P’¢;n) = Ng(p) - Nh(P) .

Given any policy (n,9) the producer will choose p to maximize
(2.10). Denote this p by p*. We may express p* as p*(p,n), and

express the consumer and producer profits at p* as

T: = Tc(p*,w,n) » and
T; = TP(P*:¢’n) .

Each (n,p) 1is thus mapped intoc a point (T:,T;) and by Assumption 2
a policy is admissible if it maps into a point (T:,T;) such that

T* >0, 'I‘; >0 and no other policy maps into a point (Té,TI')) that
dominates (T:,T;). This implies that an admiseible strategy maps into
a point (T:,T;) such that T: + T; is maximum over all policies
leading to the same value of T;.

Since T¥ + T; = N[V(p) - h(p)] - nc, we see that by seeking
admissible strategies, we arrive formally at the relation (2.4) which
says simply that if a quantity is to be divided with a fixed amount going
to one party, the other party maximizes gain by finding the point at
which the initial quantity is greatest.

Flehinger and Miller derive the following procedure to find the set
of all admissible strategies:

a. Find the p* which maximizes V(p) - h(p),

b. Out of the class of all policies, (n,¢y), select those for

which Tp is maximum at p*.

c. Of these policies select those for which T:_z 0, and T;_z 0.
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d. Classify the policie: telected by the value of T;, and out
of all policies ylelding the same value of T;, choose those
for which the sampling cost is minimum. These remaining
policies are admissible.

We present an example to illustrate the method.

Let p = the probability that each item produced is defective,

(p<p,)
N = lot size,

n = sample size,

N%(x) = price paid for the batch,
NV(p) = N[1 - p/pO], expected batch value,
h(p) = hlln(po/p) the unit cost of improving quality to p,

¢ = unit cost of sampling,
q=l-po

To obtain the p that maximizes V(p) - h(p) in this example we set

< - 1 __1
5 (V(p) - b(p)] =0 or - b = —= and hence,
(2.11) p*=ph

To find the policies (n,9p) which maximize Tp at p¥*, set

é% [(Ng(p) - Mi(p)] = 0O for p = p*, which is

o d ,n n-x hl
xgoq)"dp(")p(lp) +=5=0 for p=p* or
m -h
-l - -
(2.12) Y wx(z) P "X llx - np] = —pl for p = p* .

x=0
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This is a condition that @(x) must satisfy for every n in order that
Tp will be maximum at p*e(O,l).s
Consider all policies of the form @(O) = L, a constant to be

determined, and ¢(x) = 0, x > 0. (2.12) then reduces to

h
@(0) =

* -
T il or since p pohl’

(2.13) L= — ,
p ng*"*
(o]

*
and g(p) 1s then given by ';%r. We thus obtain
o)

(2.14) T: = NV(p*) - Nq*/np0 - nc, and
(2.15) T¥ = Ng*/np_ - Nn(p*) .

For this special class of policies we now choose sample sizes, n, that
yield T:'Z 0, and T;.? O. Since L 1is a function of n, we first

determine the minimum n such that T:.f O. Denote this by n This

1’
is given by

(2.16) LS W(p) 2 \/(mm)e g
C

l- 2¢ 2 poc

SWe remark again that every policy, (n,®), must be tested at the
endpoints, p =0, p =1, and at every interior point for which the
derivative = 0. If any policy yields more than one point at which the
derivative = O, an additional constraint can be used to find a policy
vhich does maximize Tp at p*.

54



Denoting by né the largest n such that T;‘z 0, we obtain
(2.17) n} < q*/p_h(p*) .
The requirement that for a fixed value of T; we choose those policies i

(n, L) such that n°c is minimum implies that the forward difference

of T: with respect to n must be non-negative. Therefore n2 may

not be given by (2.17) but rather by JOa[NV(p*) - Nq*/npo - nc] >0, or

(2.18) nj(nj+1) < Nq*/ep_ .

Hence n, is given by min(né,ng). This is shown in Figure 6.

Expected Profit

Sample Size

Figure 6

To summarize, all admissible policies of the special form ¢(0) = L,

®(x) =0 (x >0) are given by

(2.13) L= l/ponq‘*n'l

95



for n in an interval (nl,ne) where n. 1is given by (2.16), and n

1 2
satisfies both (2.17) and (2.18). This special class of policies will be
proven admissible, and except for one special case exhausts the class of
admissible policies!

The special case arises in the following way. The assumption 1 and
the cost function, h(p), imply that even *f no improvement effort is
made by the producer, quality will remain at level Py and at that level
there is a positive probability, (l-po)n, that zero defectives will be
observed in & sample of size n. We have observed that Tp(p*,L,n)
decreases in n, and eventually becomes negative. However, Tp(po,L,n)
never becomes negative, which indicates that in some cases there may
exist a sample size, say ;, at which the producer will choose to forego
product improvement. This situation is illustrated in Figure 7 and

Figure 8.

t,ﬂf' h(p) n< E
Tp(p*) > Tp(po)

g(p)

Expected Payment

Proportion Defective, ©p

Figure 7
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Flehinger and Miller constrain this situation from occurring by having
the upper bound on sample sizes for the policies (n,L) also satisfy
the condition that Tp(p*,@,n).g Tp(po,w,n), and if necessary, add an
extra payment @(1) at sample sizes above ;, that "remotivate" the
producer to p¥.

The following numerical example illustrates the results Jjust derived.

Let N =100
P, = 0.1

h(p) = .1 1n .1/p
c = 0.4

From (2.11) the optimal quality, p*, is 0.0l, and the unit production
cost, h(0.01) = 0.23. From (2.13) L = 1o/n(.99)“'1. (2.16) yields the
minimum sample size, n,, of 1l. (2.17) ylelds n, = 43, and (2.18)
yields n, = 49, Several of the admissible policies are listed in

Table 1, and the situation is displayed in Figure 9.
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Table 1

Probability of

T: * T: Producer
n L TE 4100 Sl §L;90A receiving payment
10 1.099 16 -4.00 72.00 .904
11 1.005 67 4.60 71.60 .895
15 .766 43 27.00 70.00 .86
20 602 26.50 41.50 €8.00 .82
25 .508 16.50 49.50 66.00 .78
30 Ll 10.00 54,00 64,00 .73
35 Lo 5.30 56.70 62.00 .70
40 .368 1.80 58.20 60.00 .67
43 . 354 0.00 58.80 58.80 .65
44 .351 -0.50 58.90 58.40 .64
8o}
o

s 60F

gt -

- Lot
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Figure 9

We now prove that the special class of policies given by ¢(0) = L,

®(x) = 0, x > 0, is admissible.

admissible policy,

(n,p), must maximize Tp at p*.
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any policy, (n',9'), not of the type given by (2.12), (2.16), (2.17),
(2.18) that maximizes Tp at p*, and assume that (n',p') maps into
(Té:TI'J) such that Tc(P*)CP')n') + Tp(P*:cP':n') > Tc(P*’L9n) e Tp(P*.’L)n)-
This is V(p*) - h(p*) - ¢°n' > V(p*) - h(p*) - c°n and hence, n' < n.
Since n

was chosen such that T: increases in n for n, <n< n,,

2
we have Tc(p*,L,n') < Tc(p*,L,n). By definition

1

' n' ' Vi
Tc(p*’L’wl’”"q)n’n') = NV(P*) - c°n' - q)(O)Q*n = Z‘P(X)(: )P*xq*n = ’
x=1

n|
and since the last term, ) ®(x) pr(x|n',p*], 1s positive,
x=1

Tc(p*’L’qu’q)Q’ oo "(pn' yni) < TC(P*’L’U' ) .
Therefore
TC(P*’L;qu) v "(pn' ’n') < TC(P*’L;n)

which proves trhat (n,p) satisfying (2.13), (2.16)-(2.18) is
admissible.

Are there admissible strategies other than this class of policies
that might yield a larger Tc? To answer this denote the special class
by (n*,¢*) and assume first that n

2
by T; = 0, as in the numerical example. Then if there existed an

» the maximum sample size, is given

admissible policy (n',9') such that Tr'w 20 and T} >‘I': ve would

have Té + Té >'T: + T; contradicting the admissibility of (n*,q*).
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Alternatively assume that N, is given by Ach_g 0. Then if there
were an admissible policy (n',9') such that T\ 2T* and T, >T¥, ve
would have Té & Té > T; + T: implying Té < T: vhich again is a
contradiction.

Since n is a discrete variable, n, may be given by (2.17) with
T; > 0. In this case an additional positive payment, (1), at the

sample size n, + 1, might motivate the producer to p*, yet increase

2
the consumer's profit. This would depend on the cost of sampling. The
paper reporting the Flehinger-Miller model uses an example in which the
"sample size" is really a test length. Hence the test length may be
varied continuously to drive the T; exactly to zero.

We are left with two somewhat unsatisfying results. The Johns-
Lieberman formulation implies that the consumer can both maximize his own
profit and satisfy the producer with a sample size of one, and the
Flehinger-Miller model derives optimal policies which are sampling plans
with an acceptance number of one, except in special cases. | J

To understand these results consider the magnitudes of the actual
prices and the confidence with which the results of these plans would be
viewed. Consider first the implications of a lower bound on the prices ; \
in the Johns-Lieberman formulation. Let @(x) >m for all x, and let
n=1. From the conditions that both Tc and Tp be maximized at p*,
or (1l-p*) P+ PP, = h(p*), and 9, *t 9 = h'(p*) we derived the
solutions @ = h(p*) + p*, and 9, = h(p*) + p* - 1. 1If

h(p*) + p* - 1 < m, we must choose ¢, = m, and hence
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* + n¥* = q%* *
a*p, + p¥p, = q*@_ + p*K

> q*[h(p*) + p*] + p*[n(p*) + p* - 1]

= h(p*) .

Thus the existence of a lower bound on the prices shows that in general
n =1 1is not optimal, and the greater the lower bound, the greater will

be the sample size necessary to allow the equations

h( p*) ’

h' (p*)

g(p*)

g'(p*)

i}

to be satisfied simultaneously. The numerical results on page 58 are
an instance in which m = 0, and n = 43 is the first sample size at
which both (.99)n(pO = ,23 and -n(.99)n-ltpo = =10 can be satisfied.

Now bound the prices above by M, and again let n = 1. Then since we

must have -@_ + @, h'(p*), and ¢, 1s bounded below by m, the

minimum @O is mo m - h'(p*). For large m or large negative

h'(p*) it may occur that m - h'(p*) > M. Again a larger sample size

may be required so that wo's M.6

6Let = (2) o (1-p)"* and dx = d/dp(nx). Then since
n n
Y dx = 0, d el Y dx. Now for n > 1, and @(x) = m, (x >0),
x=0 x=1]
g'(p*) = h'(p*) becomes -n@oq*n_l + m[nq*n-l] = h'(p*), or

® =m- h'(p*)/nq*n-l. For p* < 1/n+l, An[nq*n-l] > 0, and since

h'(p*) < 0O, ¢, decreases in n.
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Therefore the unbounded prices in the Johns-Lieberman model account
for the optimality of small sample sizes. However the numerical results
in Table 1 were certainly obtained with prices reasonably bounded relative
to costs and values. Yet the sample size of 43 implies that the pro-
ducer will receive a payment approximately twice in every three submitted

batches, even if submitted quality is constant at 1% defective. In the

terminology of acceptance sampling the producer is accepting a producer's
risk of 35%! Also apparent is the fact that the consumer cannot specify
an arbitrary degree of protection against quality poorer than p*. A
less arbitrary objection is that the sample size in the Flehinger-Miller
model is determined only by the selected profit division. If, for
instance, the producer were content to accept a 30% share of

V(p*) - h(p*) there would exist a unique n yielding an expected pro-
ducer profit closest to this agreed on share.

The heart of the difficulty is that by using a policy with only a
single payment when no defectives are observed in a sample of n, the
sample size is a lever to force producer profit down,7 rather than an
instrument to assure both parties that the payment received and quality
claimed by the producer are in fact correct. We feel that a contingent
pricing policy should include both flexibility in the determination of
bounded prices, and controllable protection for producer and consumer,
and we develop and explore the implications and applications of such a

model..

7It is in this sense that Flehinger and Miller state that their
sampling is non-informative but rather motivational.
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CHAPTER III

CONSTRATNED CONTINGENT PRICING MODELS

Introduction

In Chapter II we noted that existing contingent pricing models
yield unrealistic policies due to the lack of bounds on the prices and
the lack of protection against sampling variation. We observed in
Chapter I that maximum expected profit and minimum total product cost
are not the sole concerns of producer and purchaser. Both consider risk,
and we distinguish here between two types of risk. When the firm accepts
a quality-contingent or fixed price contract it gambles on its cost
est imates. This is risk based on uncertainty in the production environ-
ment and is the risk generally discussed in economic theory. Risk of
this type is balanced by the minimum profit the producer considers
appropriate for the product. In a contingent pricing contract the pro-
ducer may actually achieve a specified quality but not receive the proper
payment due to variation in the number of defectives in randomly drawn
samples. This is statistical risk analgous to "producer's risk" in
acceptance sampling. The possibility of overpayment for poor lots
corresponds to "consumer's risk" in acceptance sampling. The existence
of statistical risk might cause the producer to negutiate for more profit,
but risk of this type is usually treated by designing plans that reduce

consumer and producer risk below acceptable limits.
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Guthrie and Johns [46] developed an elegant model to determine
the optimal sample size and acceptance number in single sampling plans
without explicit consideration of consumer or producer risk, but they
assumed the existence and knowledge of an underlying distribution of the
random variable p. While the assumption that users can readily state
their AQL, producer's risk, LTPD, and consumer's risk is an over-
simplification, it would also be unusual to find a consumer confident in
his estimate of the underlying prior distribution of the quality of an
incoming product--especially a new product. The prior distribution is
likely to be nonstationary, and the sampling plan ought to adapt as the
distribution changes. But we have noted that the producer's attempts to
change the distribution are themselver a function of the sampling plan.

We will formulate a model using the concept of consumer and producer

risk.

General Assumptions

We postulate the existence of a production and procurement situation

with the following characteristics.

1. A single type of item 1is produced. Each item has a constant
probability, p, of being defective. Batches of N are formed
in such a way that the number of defectives, X, in each batch
is a binomial random variable. Thus p 18 also the expected
fraction defective per batch.

2. The production process is controlled by the producer who

chooses p at a unit production cost, h(p), which we assume

6l




strictly convex and decreasing for p 1in some interval of
interest.l

3. After delivery of the items the consumer draws a sample of
n (n < N) 1in such a way that the number of defecti .: in the
sample, x, is a binomial random variable. The consumer pays
Nep(x) for the batch of N.

4., Sampling costs are pa_i1 by the consumer at ¢ per unit
inspected.

5. The consumer can tolerate some defective items in incoming lots
and can state the expected value, NV(p), of batches of N
items containing X defectives where X 1is a random variable
whose distribution is given by the binomial probability law with
parameters N and p. We assume V(p) concave.

6. The consumer desires to maximize expected net gain by concluding
& contract promising quality which maximizes the difference
between expected product worth and expected total procurement
cost.

7. The consumer desires protection against overpayment when
quality is poor. He can state the quality, Py» he considers
poor, and the maximum amount, Nv, he is willing to pay for

quality as poor as Py Since any batch may yield a sample with

Lthe basic unit production cost, say h(p), is known to the pro-
ducer. During negotation the producer adds a unit profit, say zh(p),
and thus the existence of an h(p) = (1+z) h(p) becomes known to the
consumer. The strict convexity ie used in obtaining sufficient conditions
for the existence of solutions.
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10.

11.

12,

13.

very few defectives, the consumer can state the relative
frequency, B, with which overpayment will be permissible.

The consumer will not agree to pay more than some amount, M.
Given a sample size, n, and payment schedule, (x), the
producer chooses p to maximize expected profit. Denote this
P by p'.

The producer requires that the minimum price paid (or maximum
penalty levied) be bounded below by m.

The producer requires that prices be monotonically decreasing
in the number of defectives observed.

Since h(p) includes unit profit, the producer will agree to a
contract only if at p' the expected payment is at least equal
to h(p').

The producer desires protection against underpayment. He can
state a minimum price, Nw, which the contiigent pricing policy
should assure him of receiving when quality is no worse than
p'. Given that p < p', payment less than Nw is permissible

with frequency less than 0.2

Notation

N batch or lot size

X number of deTectives in the batch

=
L]

sample size

x = number of defectives in the sample

°We later relax these assumptions to discuss cases in which h(p)
contains a random component, the producer's control over p 1is not
precise, and the producer must replace all defectives discovered during
inspection with nondefective items.
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Nv

Nw

unit sampling cost

probability each item produced is defective

(1-p)

expected value of a batch of N items when batches are
formed according to Assumption 1

price paid for the batch of N when x defectives are
observed

unit production cost to attain quelity level p, including
unit profit

quality level considered poor

maximum payment desirable when p > Py,

permissible frequency that N®(x) may be greater than Nv
when p > Py,

quality at which expected producer profit is maximized given
n and o(x)

minimum payment desirable when p < p'

permissible frequency that N@(x) may be less than Nw
when p < p'

expected value of m(x) given p for fixed n

lower bound on possible payments, @(x)

upper bound on possible payments, @(x)

consumer expected profit

producer expected profit

quality which maximizes V(p) - h(p)
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Basic Model

The consumer and producer expected net gains are respectively

(3.1) T, = W(p) - Ng(p) - nc, and

(3.2) T, = Ng(p) - Nn(p) .

Assumptions 1-13 imply that no contract is acceptable to both parties

unless (3.3)-(3.6) ere satisfied.

(3.3) pr(Ne(x) > Nw[p < p'] >1 -«
(3.4) pr(Np(x) < Nv[p >p ] >1 -8
(3.5) M2>0(0) > >0(n) 2m
(3.t) Ng(p') - Nu(z') >0

The consumer seeks to maximize (3.1) by choosing n,9(0), ... , cP(n)h

which satisfy (3.3)-(3.6) knowing that the producer will choose p to

maximize (5.2).5

SIf 1t is necessary to stipulate the (n,p) at which n, and a
are defined we write nx(n,p) and dx(n,p).

hWe also refer to o(0), ... , 9o(n) as Py +++ » @ and to
n, Q’o) see Wn as (n,<p).

5In contrast to the Flehinger-Miller model, with this formulation
of the problem, admissible policies are optimal for the consumer only if
(3.6) holds with equality at p = Py for some n, and there is no
smaller n Yylelding a higher consumer profit.
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Theorem 1

For fixed n and p, say (n,po) where O < Py <1, it is neces-
sary that a set of prices, P, » maximizing (3.1) while simultaneously
maximizing (3.2) at p, and satisfying (3.3)-(3-6) be solutions to the

following linear programming program.

(3.1') Minimize 2:2 nx(n,po) Py
P

(3.2') T a(n,p,) o = h(p)

(3151 >w

(3.47) P, <v
kB -—
(3.5") M29, 220, 2m
(3.6") Y on(np) e >hlp)
2roof':

By (3.1) maximizing T, at (n,po) is equivalent to minimizing
g(po) by choosing @_, ... , @, and hence (3.1) is written as

(3.1'). A condition necessary for Tp to be maximized at poe(O, 1)

6ka, kB are described in the proof.
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is 77 (&(p) - n(p)]l =0 at p=p,, or xgo a (n,p) ® =h'(p),

which is (3.2').7 The constraints (3.5) and (3.6) are already linear

in ¢x.

The constraint (3.3) requires specifically

(3.7) pr(Np(x) >Nwfp=p]l>1-0a,

which is equivalent to

n

(3.8) 2 prlo(k) > ) prix
k=0

k,p=p0]_>l'ao

Let k" be the larges. integer for which ¢(k) > w. From (3.8)

k"
we must have 2: n (n,p) >1 -0Q, Let ka denote the smallest integer
k=0 X o/ -
Kk,
such that ) “x(n’po)'z 1 -a, In order for (3.8) to be satisfied,
k=0

it is necessary that k" > ky» and by the monotonicity of o/ x), we see
that m(hz) cannot be less than w.

Thus (3.3) implies (3.3'). By similar reasoning (3.4) implies
(3.4'). Note also that (3.3') with k, defined above implies (3.7).

We now show that (3.7) implies (3.3), and that (3.4') implies (3.4).

7That p(x) satisfies (3.2') is not sufficient to insure that
o(x) satisfies (3.2). However, as will be seen from the remainder of
the proof, if a test of the points O, 1, and all points for which
g'(p) = h'(p) shows that Tp is maximized at p_, then an optimal

solution to (3.1')-(3.6') is also an optimal solution to (3.1)-(3.6).
If 'I‘p 1s maximized at p, £ P,» We can add the constraint

Tp(po) > Tp(pe) and determine a new set of prices.
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J n-J l < 0. Hence p < P,

k
Qa
implies Zo ﬂx(n,p) _>Zoa ﬂx(n,po). Thus if (3.7) is satisfied, then

(3.3) is satisfied.

Let kB be the largest integer for which

(3.9) o n(np)>1-8,

i

and require < v. We then have

¢%B S
pr(Ne(x) < Nv|p = p ] = Zg pr(, < v] pr{x = k|p,)
ZZQB prlg, <v] prlx = k|p ] >1-8 .
By reasoning as in the previous case we verify that (3.4') holding for
kB determined by (3.9) satisfies (3.4) for p > r,- This completes the

proof that solutions to (3.1)-(3.6) for fixed (n,p) are solutions to

(3.1')-(3.6").

Variable Transformation

Before demonstrating a computational simplification in (3.1')-(3.6')

we indicate the cifect that (3.3), (3.4) have on the final prices and

sample size. lLet a = .10, P = .15, SIS «05,;

v = .20, and n = 9. Then ch) ﬂx(9,.05)

pb = 030, v = 350’

.928 > .9, and

Zz nx(9,.5) = .9 > .85. Thus k, =1, kg = 1 and (343"), (3:47)
require tpl > .5 and fpl < .2, a contradiction. Therefore n = 9 per-

mits no feasible prices for P, = 05. At n = 10, ka =1, ‘B = 2,

[t
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and there may cxist a feasible set of prices. If 5o, they will be
constrained by cpl 2.5, tp2 <.2, indicating that both the minimum sample

size and the form of the pricing policy are affected by (3.3) and (3.4).

The transformation
y‘j = q)J - wJ"'l ) J = O’ l, e 0. » n-l
(3.10)

Yo = % -

yields a linear programming problem equivalent to (3.1')-(3.6') and

n

containing ouly 5 constraints. By (3.10), cpJ =m + Z Yy and choosing
i=J

¢, to minimize (3.1') is equivalent to choosing y, to minimize

n bl
m + z z Y. r
i=0 x=0

A 1 i
Let P_ = » : nx(n,po), and D_ = % p dx(n,po). The transformed

problem follows.

n
(3.1") Minimize Y Ply,
Y4 1=0
& i
(3.2") 15% Dy, = h'(p,)
n
(3.3") y y,2v-m
ISk
n
(3.4") Y y,Sv-m
1=kg

T2



n
(3.5") Ly <M-m
=0

n
" i
(3.6") &Pgigm%)-m

Since this problem need have Yy £ 0 for at most five Yy there
need be at most six distinct price levels, wx, one of which may be m.
If any of the constraints (3.3")-(3.5") are redundant the number of
different price levels will be correspondingly reduced. If, for example,
a=1, =1, M=L, and m = -L, where L 1is positive and very large,
we obtain the price schedulecs characterized in Chapter II, since the
constraint (3.5") will not be active if M - m is very large, and the
constraints (3.3") and (3.4") can be satisfied by considering only Y,
and y . We can select y , y  to satisfy (3.2")-(3.4"), and (3.6"),

setting all other Uy = O. The price schedule is then
= + +
oY m*y, vy,

q)=m+yn, (x=l,noo,n)n

The number of active constraints, and thus the number of distinct price

levels, @ , depend on the parameters, Q, B, M, m, w, and v.

Policies Optimal at 198

Every point (n,p') 1is either infeasible for (Z%.2')-(3.6') or
yields a value of (3.1') and a set of ¢, With the property that (n,®)
induces the manufacturer to select p'. Let R denote the set of

(n,p) for which ¢, exist satisfying (3.1')-(3.6'), and let G(n,p)

[P,

e S A
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denote the value of (3.1') for (n,p)eR. We consider conditions on
M, m, w, and v under which there exists a policy (n,9) maximizing
Tp at p_, and yielding G(n,po) = h(po). Assume V(p), hn(p), a, B8,
and Py, fixed. There are twelve possible cases, determined by the
relations w ; v, and the order relations among [np], k,» and kB.

The most restrictive cases are those for which w > v. We will consider

one case with w > v and one with w<v.

Proposition 1

b b
let D = » a dx(n,po)

b b
Pa = Z\: o “x(n)po) » and

s = [np] .

Case I:

Assume w<v and ka<s<k[3' if

h'(po)
(3.11) (M-m) > » and
(o]
h‘(po) .
(3.12) m= [n(p ) - w] + ——— [v - (M-m) P ]
(M-m) D,

then G(n,po) = h(PO)-

Proof:
Note first that w < v implies that @, satisfying (3.3) and

(3.4) can be found for all n > 1. For Z::anx(n,po)_g 1 - @ can always
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“

with kB = 0. In this event we have v > cpo 3 cpn 2> w  which does not

be satisfied by k, = n and I xx(n,pb)_g 1 - B can be satisfied

violate (3.5).

Therefore, for any n we have max Z a d,.¢, = w Z g =0 for
o o 11 o 1
. satisfying (3.3)-(3.5). Also, min} . a,¢, = MD° + mD_ . = (M-m) D°.
i ’ ) 4 o o 1i'i o s+l o

By (3.11) (M-m) >n'(p)/D., hence (M-m) D> < h'(p_), and we obtain

(3.13) min Zdicp1 <h'(p ) < max ZdiCpi 8

® P

Therefore there exist @  satisfying (3.2)-(3.5). Assume that

min Zdicpi < h'(po). Then for 0 <\ < 1,

P
' - - 5 - n - r s
h (po) = A(M-m) D+ (1-)) D A (M-m) D, and
h*(p,)
(5.1’4) X =__—§ .
(M-m) D,
We now show that ® =M+ (1-A) w, 0<x<s
x -— -—
¢x=km+(l-x)w,s§x5n

yield equality in (3.6). By (3.12)

h'(p,) s
m=h(p ) - w+ (w = (M=m) P’] , or by (3.14)
© (M-m) Dg °
m=h(p,) = v +Mw - (M-m) Pz], which yields

h(p,) = (\M + (1-1) w) Pz + (am + (1)) W) P:+l = G(n,p_)"

8The strict inequality holds by the original assumption that h(p)
is strictly convex and decreasing.
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Case II:
Assume w > v, ku <s < kB, and assume that for some ng <N,

ky(Psn) < kg(py,n). Then if

h'(p,)
(3.15) we-v< ]
D (n_,p.)
h'(p,)
(3.16) M-m 2—8————
DO( O)PO)
h(p,) - m = (M-m) P h'(p,) - (M-m) D
(3.17) ko1 o1
(v-v) B°  + (v-m) - (M-m) p (w-v) D" - (M-m) ng
Then G(n_,p_ ) = h(p,).
5] = o=
Proof: At n=n_, max Z:diwi = wD_ + kaB = (w-v) D,
@
-1 !
By (3.15) (w-v) D° >h'(p ), and hence m;x 2a,® >h'(p). At
8 n 8 S '
n=n, m;;n Zditpi =MD_ +mD_, ., = (M-m) D°. By (3.16) (M-m) D° < h'(p), |
and hence min z:diwi < h'(po). Thus there exist @, satisfying (3.2)- |
P

(3.5). In the most general case

kg1 .
h'(p,) = M(w-v) D" ]+ (1-2)[(M-m) D]

h'(p,) - (M-m) D

)
(w-v) D, - (M-m) Dg

yielding A=
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By (3.17)
h(p,) - m - (M-m) Pz h'(p

ka1
(w-v) £l

+ (v-m) = (M-m) P; (w-v) D, - (Mem) Dg

From which

-1 -1
h(po) = x[wP:B + v(l-P:B )] + (1-x)[MP§ + M(l-P:)]

kB-l

n s n
h(po) = )‘["Po + kaB] + (l-k)[MPo + mps+l ,
and (3.6) holds with equality.

When either of these sets of conditions is satisfied, we need only

compute p_, n_, and generate the optimal prices, o(x), by solving

(%.1')-(3.6').

Admissible Policies

Recall that in Chapter II we required of an admissible policy that
it maximize Joirt profit, W¥(n,p) = NV(p) - Nh(p) - nc. Under our
assumptions V¥(n,p) 1is concave in n and p, and hence if the set R
is convex in n for fixed p and convex in p for fixed n, we may
determine (no,po) by any one of several algorithms or search methods.
We will later describe the Fibonacci search generalized to two variables
and under the above assumptions this method wiil determine (no,po).
To see this, assume as proven that the Fibonacci search procedure will

determine po(n) to maximize V¥(n,p) for fixed n. We will show that

7
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\U(n,po(n)) is concave in n. By the concavity of ¥(n,p) and the
definition of po(n),
wny,p (1)) + (1-1) ¥ln,,p_(n,)

< ¥(hn, + (1-2) ny, rp (n)) + (1-2) p_(n,))

< ¥(dn + (1-2) ny, p (An, + (1-}) n,))

Thus the convexity of R allows efficient determination of the unique
(no)Po)-

Let

minimum n for which p

0 satisfies (3.3), (3.4).

7 = minimum n for which p p, satisfies (3.3), (3.4).

If R 1is convex in p for fixed n but not in n for fixed p, we

must evaluate w(n,po(n)) for every ne[n, n] to determine (no,po).

There is no feasible n < n, and for n >n ,r(-r;,po) > w(n,po) > w(n,po(n)).
We state as a proposition the conditions under which R 1is convex

in p for fixed n. The proof is similar to the proof of proposition 1.

Proposition 2

Let p(n) = the greatest p for which ﬂx(n,p) >1-Qa where

ka-l
215
kB is the greatest integer for which Zﬁaﬂx(n,pb) >1-B. Let P,
be that p at which h'(p) = L, where L is a specified constant.
Let p, be the minimum p at which V(p) = h(p). Let p = max (pl’pE)'
Let the maximum E:diwi satisfying (4.3')-(4.5') be minimized at p',
and the minimum Zd,chi be maximized at p", where p', p' are in

the interval |[p, p(n)].
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Assume Bgﬁ(n), w >v, and [np] < ky < kB Then if

(5.18) (vem) < f;f.f(“” ,
b~ (p')
) h'(p(n)) D:?l(p')
(3.19) (M-m) > — | ') - ) , and
DO(p) DO (pl)
-1

(3.20) h(p) SX[VPO (p') + vP;‘S (p')]

Kk
& (l-X)[MPz(P")+ is?l(p")+ mP:u"’l(p” )]

are satisfied where X 1is given by (3.21) then R 1is convex in p for

fixed n, for all pe[p,p(n)].

Proof:
Abbreviate p(n) by p. By definition of p, p, (3.3) and (3.4)
hold for pe(p,p].

Since h"(p) >0, max h'(p) = h'(p), and min h'(p) = h'(p).
p P
& ; %,
Max Zdicpi = (w=v) D, (p), and min Zdicpi = (M-m) Do(p) + (w-m)D8+l(p).
) Q
-1
Therefore by (3.18) max }:dicp1 > (w-v) D~ (p)2> n'(p). By (3.19)
)

k

h'(3) D_,,(p")

-1
D:E (p')

D:(p")(M-m)+ < h'(p), and by (3.18)

79



R BRI NI S

1

i

e s
B AT e T I T 1 P ek 2 5

DZ(p")(M-m)+(w-m) D:?l(p")s h'(p), or m;.)n y d,9, < h'(p). Hence for

for all pelp, p] there exist ¢, satisfying (3.2)-(3.5). For some

pel[p, p] let

-1
h'(p) = X[(w-v) D:B (p')] - (1-X)[(M-m) D2(§") + (w-m) D§+1(p")]

yielding
s Ko
h'(p) - (M-m) D_(p")+ (w-m) D_,(p")
(3.21) A= = z
(w-v) D" () - (M-m) DE(p") - (v-m) D7 (p")

By (3.20), (3.6) is satisfied, and therefore R 1is convex in p for
fixed n for pelp, pl.

Conditions (3.18)-(3.20) are not restrictive and frequently equality
holds in (3.20). When this is so we may determine po(n) by a search
procedure. Convexity in n for fixed p 1s obtained only in small
intervals [nl, n2]. Heuristically this is due to the changes in ka
and kg as n increases. For fixed (nl’pl)’ k, can be less than
kB’ while at ny +1 ka may increase while RB remains constant,

producing infeasibility at (nl+l,p). At n, + 2 kB may increase,

1
again creating a feasible point, (nl+2,p). Thus (3.3) and (3.4) can
cause nonconvexity in n for fixed p.

R will be convex in n for fixed p and ne[nl, n2] when either
w<v, or Fx(kB(n) -1) > 1 - . We have shown in proposition 1 that
for w<v any (n,p) satisfies (3.3') and (3.4') with ky =n and

kg = 0. For w>v, Fx(kB(n) -1) >1-0a is easily satisfied for
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large @ or large p, . For if ir some interval [nl, n2] kB(n) is
constant then as n increases Fx(ka) decreases, but for large Q
Fx(ka) >1-0a can hold, and for large p,, Fx(kB-l) >1-a can hold.
Of course, if as n increases, kB(n) increases, then
- > - Q .

Fx(kB(n) 1) >1 can hold

In the constrained maximization of ¥(n,p) it will generally be
possible to use a search or programming algorithm to determine po(n),

but a search method will not always determine Ny In the latter case

W(n,po(n)) must be evaluated at every ne(n, nl.

Maximization of Tc(n,p)

Assume that by search or iteration we have determined W(no,po).
This is an upper bound on Tc(n,p) since g(p) > h(p) implies

G(n,p) > h(p), or

T.(n,p) = W(p) - NG(n,p) - nc < NV(p) - Nu(p) - nc = ¥(n,p) .

The upper bound can be attained when equality holds in (3.20) at (no,po).
In maximizing Tc(n,p) any (n,p) yielding W(no,po) is a global
optimum. The conditions stated in Proposition 2 and the assumption that
the interval of interest is convex in n insure only that G(n,p) is
detined on some regular region. Without further restrictions on G(n,p)
we cannot insure that Tc(n*,p*) determined by any search or nonlinear
programming method is globally optimal. We briefly summarize the struc-
ture of R and then investigate the behavior of G(n,p) in n and p.
Assume that the conditions of Proposition 2 aie satisfied and that

we need only remark on constraints (3.3) and (3.4). There is a minimum
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n, mn, in R, such that for n>n p

0 satisfies (3.3) and (3.4), and
for each neR there is a maximum p, p(n) satisfying (3.3), (3.4).
Although this p(n) 1is not generally monotonically increasing in n,
there may be intervals [nl, n2] in which R 1is convex in n and p.
Proposition 3 states conditions under which G(n,p) decreases in n on

such intervals.

_I._emmal

k
It k> [np] and ky(n+1) = ky(n), &af %4 <O

Proof':
k -(n+l-k_) (n-k,)
On) ch A —q_kq‘ ﬂka(ml,p) + o ﬂka(n,p)
n. (n,p)
= -EELE—- [(np-ha? + (p-1)]

n, (n,p)
(-1) iq—— [(ky-np) + (1-p)] <O .

Proposition 3

Let Pl = Z:a nx(n,p) D, = Zo dx(n,p)
P2 = Z};a ﬂx(n+l,p) D2 = Z:a dx(n+l,p)

Assume that for (n,p), (n+l,p), we have

ky(n) 0
(5-22) G(n,p) = Ll Zo nx(n,P) + Jl Zku('ﬂ)+lﬂx(n’p) ’
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ky(n+1)

o

n+1

(3.23) G(n+l,p) - L2 Z ka(n+l)+l "x

7 (m1,0) + 3, I (n+1,5) .

Pl P2
Let ka(n/ = k,(n+1), ky > [np], and e = h'(p) -5 ¢
1 2

Then if J, <J, + ¢, G(n+l,p) < G(n,p).

i

Proof':

By (3.2') LD + Jl(-Dl) = h'(p) or (Ll-Jl) = %‘ﬂ , and

1l
]
similarly (L.-J.) = E—LE). Therefore by lLemma 1 (L.-J.) < (L,-J.).
2 2 D2 e 2/ - 171
Since 0 < P, <P, we have (L2-J2) P, < (Ll-Jl) Pl or
Pl P2 Pl P2
h'(p)]= - ==| > 0. By hypothesis, J. <J, + h'(p)]= - =] and we

obtain J, + (L,-J,) P, <J, + (L,=J)) Py, which by (3.22), (3.23) is

G(n+1l,p) < G(n,p).

Behavior of G(n,p) in p

The behavior of G(n,p) in p depends on the changes in

ZJ n (n,p)

o X
L34 (n,p)

Py» G(n,po) = h(po) and for p < p h"(p) > > 0, then as p decreases

relative to changes in %4%%7 as p varies. If at some

h'(p) becomes negative rapidly. If in the same interval Z:g dx(n,p)
becomes more negative less rapidly so that @x(xfgj) increases in order
that }:dimi = h'(p), then Z:“1@1 will increase and may yield

z:ﬂi@i > h(p) for p< P,» In Proposition 4 we indicate conditions for

which G(rn,p) - h(p) increases as p decreases.
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Lemma 2

If k, > [(np), and ka(p) is constant in some interval I, then

Kk
d v a

3520 dx(n,p)SO for pel.
Proof':

Let Py» pgeI, 5 Py and koz(pl) = ka(pe). Then

k ka n-ka-l (n-k )

a -n! Q
Zo d,(n,p) = (ka)!(g-ka-l)l P a q

n (n;p) .
ka

Since dx(n,p) >0 for x > [np!, T (n,p2) >, (n,pl). Therefore
a a

ﬂk (n’pa) nk (n)pl)

-(n-k_) -(n-k_)
2 S| —n and ——2- e (n.pg) € —-8 T (n,pl) or
42 4 95 a 4 a

k k
a a
Z o dx(n’pe) S Z o dx(n)pl) .

Proposition 4

Let I be an interval in which the conclusions of Lemma 2 are valid

k
d a
and ap Zo dx(n:P) < 0. For p < p, let G(n,p) be given by

k
(3.24) Gn,p) = L T = (n,p) + 3
ka
(3‘25) G(n’pe) = L2 ZO “x(n)pe) 7 J2
k k
Let Pl = Z oa “X(n’pl) Dl = Z Oa dx(n’pl)
Qa ka
P2 = zo nx(n,pg) D2 - Zo dx(n’p2)

e i st R LT




. .
]

Then if Jl-E J2 and >
[ 1

G(n,p;) - h(p;) >G(n,p,) - h(p,).

Proof:

= ' - [
By hypothesis D2h(p2) P h (p2) < Dlh(pl) Plh (pl), and by

Lemma 2 D2 < Dl or -D2 > -Dl. Therefore

Ih(p,) - Ph'(p,)  Dyh(py) - Ph'(p,)

>
D, D
P P
h'(p,) h'(p,)
] - &5 - -
By (3.2') 5— =L, - J,, and = L, - J,. Thus
2 1
(L2-J2) BN h(p2) < (Ll-Jl) B h(pl). By hypothesis J, >J, and

therefore G(n,p,) - h(p,) < G(n,p,) - h(p,) completing the proof.
2 2 ik 1

Renegotiating Parameters

We have been concerned +ith stating the conditions under which
(n,p) can be found to maximize the consumer profit, Tc(n,p). Beyond
stating conditions that yield G(n,p) = h(p) in some region, there is
little we can say about G(n,p) that aids in negotiation of the param-
eters M, m, w, v, @ B. Of course as the corstraints (3.3)-(3.6)
are relaxed the set of points on which G(n,p)<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>