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Su.aary 

A la~e and laportant claaa or variational problema have 

the tollowlne to~. Oiven a vector equation ot the torm 

dx/dt • &(x,y), x(O) • c, 

where x ia an N-dtmenaional vector, we wiah to determine an 

~~naional vector 7 eo aa to minimize a &iven criterion 

tunctional 

J(y) ·L'T h(x,y)dt, 
0 

where h(x,r) ia a &iven acalar tunction. 

Aa haa been ahown in some recent publications, a variety 

ot proble .. or thia nature aria1n& 1n economic and enaineering 

aontrol proceaaea may be solved coaputationally by combinin& 

the theory or dynaaic procrammtn& with modern digital computera. 

In recent yeara, problema or leas explicit nature have 

beca.e 110re trequent. 'nlua, ror example. what ia called the 

•ban&-bana• control problelll requirea that y be chosen ao 

that the ayate111 tenda to a apecit1ed equilibrium atate aa 

rapidly aa poaaible. 

'nle upper U.att or integration ia thua not predetermined, 

but rather a tunction ot the choice or the vector y. In place 

ot a torwulation 1n preciH analytic tenu, we encounter an 

t.plicit criterion ot the rollowina type: 

•Vhen x aat1atiea a aet or condition• c1,c2, ••• ,cp 
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tor the first time, we want a given scalar function of x to 

be as small as possible.• 

A particular example of a problem of t his nature, equiva­

lent to one we shall discuss in more detail, 1s one 1n which 

we require th•t a preassigned function be a minimum for the 

tirst value or T tor which x1(T) • a1 , a given value. 
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ON THE  APPLICATION  0?  D'i7iAMIC   PPOGRAMMINO 
TO A  CLASS  OP   IMPLICIT VARIATIONAL   PROBLEMS 

Richard  Bellmaji# 

John  M.   Rlchardoon^ 

1.     Introduction 

A   large and  Important  clasa of  varlatlonal problems  have 

the  following form.     Olven  a  vector equation  of the  forro 

dx 
(1) ^-g(x,y),     x(O) ', 

where     x     Is an N—dimensional  vector,  we  wish  to determine an 

m—dlmendlona]   vector    y     so as  to minimize  a given  criterion 

functional 

(2) J(y)  - /T h(x,y)dt, 
0 

where  h(x,y) Is a given scalar function. 

The vector y may be subject to constraints of the form 

(5)      r^x.y) < 0,  1 - 1,2,...,q. 

In problems Involving "terminal control," we meet the 

problem of minimizing a function only of the final state 

m      Ky) - k{x(T)). 

A problem of this nature occurs when we wish to have the 
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•y•tem in •o.e specified •tate x0(T) at time T. without 

carins how the sy•tem gets there. Thi• is usually an ideal~ 

zation. in the sen•e that a more reali•tic problem will 

involve a coabination or a criterion or the type appearing in 

(2) tocether with some .. a•ure or the valu• or the final 

•tate. 

Aa ha• been •hown in •o.e recent publication•. ¢f. [1] 

where turther reference• MY be round. a variety or problema 

ot thi• nature &rising in economic and engineering control 

proce••es may be solved computationally by combining the 

theor, or dynamic progr...tng with modern digital computers. 

In recent 7eara. prooleu or le•s explicit nature have 

becOM .ore frequent. Thu•. tor exaaple • what is called the 

•bans-bang• control problem require• that y be cho•en •o 

that the system tend to a specified equilibriua •tate a• 

rapidlJ as pos•ible; cr. [2] • 

The upper lt.it or integration 1e thus not predetena1ned. 

but rather a function or the choice or the vector y. In 

place or a tor.ulation in preci•e analytic ter.a or the type 

appearing in (2) or (•). we encounter an 1aplicit criterion or 

the following type: 

•When x •atiatie• a set or condition• c1.c2 ••••• cp 

tor the tirat time. we want a given acalar function or x to 

be as aaal aa possible.• 

A particular example or a problem or thia nature. equiva­

lent to one we •hall d1acusa in more detail below. i• one in 

whi ch we require that a preas•igned function be a min~ tor 
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the  first value of    T    for which    x,(T)   -ä,,    a given  value. 

A number of quite  Interesting existence and uniqueness 

questions arise  In  conjunction with problem statements of  the 

foregoing kind.     These will be discussed  at some  time  in  the 

future.    Here we are  Interested In  describing a technique 

which  can be used  to  obtain computational  solutions  via  the 

functional equation  path of dynamic  programming. 

TVie problem becomes of even more  Interesting nature  If we 

Insert  some stochastic   Influences  Into   the process.     Let   the 

governing equation  be 

(5) flf - g(x,y,r),     x(0)  -  c, 

where     r    Is a random vector.    We now wish  to minimize  am 

expected deviation,   or  say the probability  that  the  deviation 

exceeds a given  critical  value. 

Once again,   let  us point out  that  the  rigorous groundwork 

for the-^e questions   remains  to be  laid.     However,   as we  shall 

see  below,  we have   a  simple method for postponing  this   type  of 

Investigation. 

As  Is  to be  expected,   certain  simplifications are 

possible  If the underlying equations  are  linear,  I.e.  of  the 

form 

(6) W  "  ^n   ^n   ^  V     X0 *  C' 

and   the   criteria quadratic.     We  shall   discuss  these  cases   In 

some  detail  since  they  are  of some  Importance  In  connection 



with  the  application of  the  method  of cuccesslve  approxlma4"   -»n». 

Throughout,  our aim will  be  to  Illustrate  the  applicability 

of  the  functional  equation  technique  of dyna-nlc  programming  to 

the  computational  solution of questions of this  kind which 

appear In many ways  to be  outside  the  domain of  the  classical 

calculus of variations. 

2.     Preliminaries 

Since,   as  mentioned above,   we  are  primarily  interested  In 

a  computational  solution of  Implicit  varlatlonal  problems  of 

the  type described  In  the foregoing section,  we  shall  pose our 

problem In  discrete  terms.     TYie   recurrence  relations  we  derive 

will  then be  ready  for use  In  a  digital  computer. 

In place  of  the differential   relation of  (1.4),   consider 

the  difference  equation 

^ xn-»-l   " g^xn'yn'rn^'     x0 "  C'     n  ' 0/1'---'N- 

One  of  the advantages of formulating  problems  In   this  fashion 

Is  that  there  are now no conceptual  difficulties   concerning 

the  meaning  of   random functions  or the  existence  of minimizing 

functions.     In   return,   sometime  or other we must   show   that   the 

limit of  the  discrete  process  exists,   and,  preferably,   yields 

the  continuous   process.     For a  start   In  this  direction,   see 

a- 
In order  to  Illustrate  the  method  In  simple  fashion,  we 

shall  consider a  two-dimensional   process. 
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(2)      x1(n-fl) - x1(n) - y^n)  - r^n),  x1(0) - c1, 

x2(n-»-l) - g2(x1(n),x2(n),y2(n),r2(n)),  x2(0) - Cg. 

TYit  aim of the proceas la to choose y1(n) and y^Cn),  aub- 

ject to conatralnta of the form 

(5) 0 < *! < y1(
n) < a2'   0 < bi < y?^) < b2 

so aa to minimize the expected value of (xp(m) — x^)  where 

m la the •time" at which x,(m) - 0.  The r1(n)  are Inde- 

pendent random varlablea with given dlatrlbutlona. 

lt»e expected value Is over the random variables  r.  and 

r2, where  r,  can depend upon the choice of y,  and y^, 

but. In any caae la aubject to the condition that 

(4) y1(n) + r1(n) > a^ > 0. 

It follows that  x,(n)  Is steadily decreasing as  n  Increases. 

TYie recurrence relation In (l) Is valid until  x1(n) - 0. 

Properly, we should write 

(5) x1(n>l) - Max 0, x^n) - y^n) - r^n)!« 

Ttie process  ends  as  soon  as     x,     assumes   the  value  zero. 

^.     Functional   Equations 

It  Is  clear  that  the minimum of  the  expected  value  of 

(x2(n) - XQ)
L

     depends  upon     c,     amd     c^    and only  upon   these 

variables  assuming  all  other functions  and distributions  known 
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and fixed.     Let  us  then  write 

(1) fic^fCg)  - Mln  Exp   (x2{n) - x0)' 
yl 

We have 

(2) f(0,cj  -  (c0 - xn)   , 

amd the  principle ot   optlmallty,   see   [l] ,  yields  the 

functional  equation 

(3) (c^c^) Mln 
yl'y2 

Exp      f(c1 - y1 - r1,g(cllc2,y2,r2) 
rrr2 

There   la no difficulty  In  treating  the  case   In  which  the 

distribution  of  random effect»  depends  upon  the   decisions  that 

are made. 

4.     Probability  of Deviation 

In  place  of mean—square  deviation,   let  us  consider tne 

problem of  determining    y,     and    y-    so as   to minimize  the 

probability   that     \x„ - x0l   >  d. 

As  above,   let 

(1) f(c1,c2)  - Mln   Prob x2 ~ xo'   ^ ^ 

Then 

(2) f(0,c2)   -  1,     !c2 - x0l   >  d, 

- 0,     |c_ - x   !   < d, 



While t(c1,c2) aatiatiee the .... functional equation ae in 

(,.,). 
5. D1ecuaeion ot eaeeutational Solution 

In order to determ.ne the tunction t(c1,c2) ueing a 

dl&ital ca.puter, .. e~lOJ a diecrete grid in (c1,c2)-epace. 

Let c1 aeeu.e onlJ the eequence ot value• 0,&,2&, ••• , and 

c2 a ... uence ot valuee 0,6,2 ~, •••• Since c1 ie .ono­

tonicallJ decreaein& ae the proeeee continuee, we can uee it 

ae a •tt.e• variable. Write 

!t\en (3.3) MJ be written 

( 2) t k ( c 2) • IUn r &zp t p ( g ( k& 'c 2' )' 2' r 2 »] ' 
11'12 L~l' r2 

where p ie deter.ined bJ the ~ondition 

the areateet integer contained in (c1 - Y1 - r 1 )/&. 

ltnce &(k&,c2,,2,r2) in aeneral will not be an integral 

.ultiple ot 6, we can either take ae ita value the neareet 

1nteaer .ultiple ot b, ae we did 1n ( 3), or we can u.e inte~ 

polation, it .ore accurate reeulte are deeired. 

!he value or r0(e2) ie determined by the relation 



Conaequently (2) rurniahea a recurrence relation which enablea 

ua to ca.pute the function rk(c2) in term. or rn(c2) tor 

n • 0,1, ••. ,~1. Ve thua have a teaaible computational 

ach-. 

6. Deter.iniatic Proceaa 

Returning to a purely detenminiatic proceaa, aa speci­

fied by (1.1) , we may wiah to determine y ao that x i l 1r. 

aa.e deaired atate at aa.e aubaequent ti... One way or 

attacking thia problea il to treat the problea or ain~&in& 

(x2(T)- x0 )2 where T ia the tirat t~ at which x1(T) 

haa ita desired value. !he functional e4uation1 are •• above, 

without the •••racing over the randoa behavior. 

7. Linear !qua tiona and Quadratic Criteria 

In general, the application or a atra1ghttorward 

functional equation approach ia llaited by di .. naionality 

ditticultt es in the aenae that tunctiona or three or .,re 

variables cannot be readily atored in a taat atemor,. Conae­

quently, the technique• deacribed above auat be aided and 

abetted by aucceaaive approxtmationa or var1oua type , a 

aubject which haa been discuaaed elaewhere. It, however, the 

pid1ng equations are linear, and the criteria fWJction quad­

ratic, then the aequence or tunctiona trn(c)j will conaiat 

ot a sequence or quadratic functions 1n c. Theae tunc tiona 

are deterained once the coefficient• are dete~ined. Aa we 

ahall aee, reaaonably at.ple recurrence relatione exiat con-
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nectlDC the coerricientl or rn(c) with thoae or rn-l(c). 

Oonaider, to be&1D with, the problem or chooatnc the yi 

ao aa to ~t.i&e the expected .. an-equare deviation 

(1) J'l'(7) • ~[(x('l') ·- a,x('l') - a) + i (yk,Byk)l 

Here ~ aaau.ea the waluea 0,1,2, ••• , B ia a poaltive 

der1nite .. tri~, a ia a apeciri d state vector, x and y 

are related by •an• or the linear relatione 

Where {ri } il a aet or independent, random vector• with 

identical dlatrlbutiona. 

!he proceaa 11 aaau.ed to proceed 1n the tollowln& 

raahlon. Ve obaerwe c, the 1n1tlal state and on thia baaia 

and the toreaolnC intol'll&tlon, chooae , 0 , the initial control 

vector. !hen a randoa etrect r 0 occura, yleld1n& by way or 

(2) a new atate wector Ac + Yo + r0 • The proceaa then con­

tlnuea 1n thia way, atq~y~taae, a •reedback control• 

proceaa. 

Althouch thia problea can be, and haa been, treated by 

atra1&httorward varlatlonal techni41uea, we ahall treat it by 

functional ecauation .. thode. 'lbere 11 10M •ri t in doing 

thla ewen 1n thia caae, and 1n addition we ahall prepare the 

way tor the tollowine .. ction devoted to a proceaa or randoa 

duration. 



Define the new sequence or functions {t T( c >} by means 

or the relation 

'!hen 

(4) r 0 (c) • (c - a,c -a}, 

and the principle ot optimality yields the recurrence relation 

tor n • 1,2, •••• 

Let ua now show inductively t hat each tn(c) may be 

written in the torm 

The result is obviously so for n • 0. 

Substituting in (5), we have 

Taking expected values and using the result that 
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wheneYer C ta poaitiYe det1nite, we aee that tn(c) haa the 

tora atated 1D (6). Carr,tnc through t he calculation•, we 

obtain recurrence relation• connect1n& "n• bn and dn with 

~1, b.-1 and ~1 • 

8. Linear Proceaa ot Randoa Duration 

Conaider now a a7at .. apecitied by the equationa 

where u.,. and rln are acalara, "n, Yn and r n vectora. 

!he proceaa enda whenever u_.. beca.ea zero or neaative. 

!he quantit7 r1n ia a unitoraly poaiti•e random vari­

able, ao that the proceaa ia alwaya tinite. !he control 

•ectora 7n are to be choaen ao aa to aint.ize the expected 

•alue ot 

• (2) 1(7) • (x(a) - a,x(a) -a) + ~ (yk,B.yk), 
ke() 

where • ia itaelt a randoa •ariable dete~ed by the 

conditioa that it ia the tirat 1nteaer tor which ". ia 

aecati•e or zero. 

Write 

(') t(c0,c) • R1D lap 1(7). 
7 r 

!hen 



(4) r(O,c) • (c - a,c -a), 

and 
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Assume, as previously, that c0 can assume only a 

dlacrete set or value• with a similar condition on r 10• Let, 

suitably normalized, c0 take the valuea 0,1, ••• , and 

(6) t(k,c) a rk(c}, k. 0,1,2, ••• , 

where 

(8) pi • the probability that r 10 • i. 

1he function rk(c) is identically zero for k ~ 0. 

Once again, 1t ia easy to aee that each element or the 

aequence rk(c ~ ia a quadratic function or c, of the tor. 

The recurrence relatione connecti.ng '\• bk, ~ wlth ""-l, 

bk-l' ~l can be obtained from (7) 1n the way indicated 

abo••· 
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