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PREFACE

This is a draft of a rerort which is being circulated for information
and comment. We hope to make it a chapter of a book titled Mili tary

Planning In An Upcertain World, and would appreciate any coments, criticisa,

ideas, and examples that readers may have. This draft began as a trans-
cript of an informal talk and, despite some rewriting, it probably still
suffers (like many such talks) from being "fashionable." We are avare
that 1t has a mumber of other weaknesses and assume there are still others
of which we are not aware, We hope to give it a thoughtful andileisuroly
review but are deferring this until we get some outside criticisa,

A table of contents is given on the next page to show the relation of
this chapter to the rest of the book, The chapter may not be quite self-
contained as a paper, aa it occasionally refers to other chapters; but we
trust this will b» understood or overlookesd,

A more complete introduction and 1ist of acknowledgements are given

1n RH'1829°10
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CAME THLORY

Game Theory is not only the study of pames, per se, but is more generally
the study of any conflict simat‘.on.l The ordinary parlor game or athletioc
contest {5 a simnle and clear-cut example of a situation where people have
confliets of interesty much of the terminolosy {s drawn from these two fields.
In vrincinle, hoJever, we will be talkiny about any situation where there are
two or more narticirants who do not have identical objectives. Thus, gane
situations are to be di fferentiated from what ec nomists call the HKobinson
Crusoe Economy whare a sinple rnerson or monolithic proun has control of all
of the dacisions. Charter 7 on econ-mics indicated some of the relevant
considieratinons in this case, One of the major resylts of Gamo Tiieory is
that {t shows, clearly nd conrlusively, *that such simrle coansiderations are
not sufficient tn handle eonflict situations--<havine more than one o-*inlzing
player introduces now concepts,

In Game T.cory, even more than in most of th? other subje-ts A4lscussed
in Part Two, the interest is not s> mich in the nimerical resilts that can
be obtained bty studying sne-ific games, but in the intellectual corntent of

the subjeet. The subject matter o Game Theory is usually a hirhly ideal!zed

abstraction of real 1life. Therefore, most of the pames that have been studied
2

do not have (nim:rically) imnortant normative or nredictive asnects.

~

Actually we are ~ine to >mit much of the formal treory and spaend most of
our time discuasing some tyvical ecames, T ere already exists a dalightful little
bosk called "The Com-leat Seratosyst" by John Williams, «nich olves an entertaine-
ineg mi nlaenentary account of some of the ‘ormal ‘leorv with many examnples,

2This statement 13 noY meant W leny that there are {mmortant nimerical
arolications, but only imnlies tha* they o not ncvi-y 1 ceatral role, On the
whole tha annlircations o redl rames are dwarled Ly the many insiehts that the
theory rrovidas,
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We can, however, gain insirht into the nature of conflict situations by
1ooking ¢ some o the theorems and then {llustratine these theorems in
examples, ‘iorefully, the understanding thus ,ained will guide our intuition
even whare the known theorems do not directly apply. It will also be as
interesting to s~ke what cannot now be dore by mathematics as what can, so
that our tnhitions will be curbed, We hope that the insipght and undere
standing that we obta'n will train our ‘udgment and improve our vocabularyj

generally it will no* rive rrecise rules for spec! ic realistic situations,

The technical vocabulary of Game Theory in itself is valuable, It is
rich and suerrestive without being ambiguous, It tierefore provides a very

useful tool, where it can be used, it tends to me superior to the competing

vocabulary o the social Scientist, In the lJocial Sciences, partly because
' there is no mathematical discioline, and even more because no one feels
compelled to use the results and terminology of anybody else's parers, the
meaning of the terms is often not juite clear or generally acr:ept.ed.3 One
of the major tasks which we hope to accomplish in this section is to explialn

and use this vocabulary.

TSor'\e o our nastier friends in social ocience have told us one of the
reasons for *thiis is that, unlike the mathematics field, there is no reason
to refer to anyone rlse's parer, This {s nrobably too harsh a way to say it.
, Most sorcial sciernce narers have to be axrository, or at least semi -ex-ository
‘ (with a resultant inordinate increa<e {n the total volume of words). This
makes {t almost ~hysicilly im ossitle *c¢ read them all seriously, In the
’ natrematics {1 21d one do 3 not v 1blish :arers unless he has results ( theorems)
which he thinks are im:ortant and new, Kicert for review articl s, the
papers 1re al- ost bare »f penaral ex-ositinn, Sirce Mitare :aners of others
usually shonld use and always -ust refer t> these theorems, the authors have
to reat the »arers ind are automatically introduced to the vo-abulary, It
i{s amazing and {nilcative how »~"ton *he definitions (and even the notation)
of rineering ~arers are used by mnst la‘er writers even when the rioneering
naners wWere <ornewhat nedestrian,
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Matching Pennies

Abnut the simrlest game one can thirk of is the ordinary matching pame
where I,1 chnose between heads and tails and my opronent makes a similar
c-ho].ca.h If we make *the same choice, Ih wing 4f not, Ih lose, One can
describe a pame like this by showing two arrays of nurbers which are called

the nay-off ma‘*rices, There a:e two such matrices--one for me ani one for

my ornonent as shown below,

A A
'-{n ‘r,,
N N CA
o "J.{ o .O‘r
TOPNE, H T Y H T
\\":N N

H +1 -1 H -1 +1

T -1 +1 T +1 -1

My Payoff Matrix His Payoff Matrix
Crary 1

The payofl' matrices srow everythine that can hapren, If, {or examnle,
I choose heads and he chnnses heads, I pet a dollar, and he loses nne, If
I chonse heads and he chons s talls, [ lose a d4->11ar ind he rets one, and so

on, This is an examrle of th- so-cnlled 2ero-sum two-rerson pame., It is

clear that in this case it is not necessary to show a payoff matrix for both
me and my opponent since one matrix is the negative of the other; everything
I win he loses and vice versa. Whenever a game has this last property it is
known as a "sero-sum" game because of the obvious property that the sum of

the winnings of all the nlayers is zero,

LOne of the authors finds this game dull.hA
!
“80ne of the authors finds the other author dull.




P-1166
7-30-57

In the future when only one matrix is shown it should be understoad
that the matrix of the other player is the negative of the displayed matrix,
The nlayer whose payoff matrix is shown will be called the maximizing player
and his choices will always be used to label the ross. The nlayer who gets
the negative of the amount shown is knows as the minimizing player and his
choices label the colunns,

The zero-sum two-person game is esrecially simmle to treat, The other
situation, where there are more than two ~articinants, or where the game is
not zero-sum so thit the matrices of the two opnonents are essentially
different, is much harder, There are, in fact, often real unanswered
questions in the simrlest examonles of these other cases, We shall discuss
some examples of these more comrlicated games in the second half of this
charter,

Let us ro back to the game of Leads and tails. We will call a decision
to choose heads or tails a strategy (more accurately a rure strategy)., This
may seem a slightly curious use of the word, but in fact any complete and
consistent set of choices that is available to a player will be called a
strategy. Now, if I were eroing to rlay this matching game, it i3 clear that
I wouldin't want my orronent to know whether I was going to prick heads or tails,
The usual way to do this is just not to let him know which I have done until
after he has alsn male his choice. If, however, I have to pnlay the game very
often, I may fall into a pattern and telegraoh my chcice, narticularly if my
ornonent is a skilled psycholoplist, For examrle, if one nlays this game with
a child, one can rredict ~retty well, at least in some cases, many of the
child's choices. In order to avrid any possibility of this, I may not actually
nake the choice myself, but use a random device to chooss equally between

heads and talls. The simnlest such randcm device is to toss a coin in the air.
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Another way to acromnlish the same thing is to draw random numbers from a
table. Every time the rindom numher is less than half, one mirht pick heads,
and every time it is greater, one would nick tails,

It 18 irrelevant what the random device is. The only thing of impor-
tance 1s that the probability assigned to each choice be 1/2. This nixing
of choices with nrobability 1/2-1/2 (or with any probability) i3 also called

a strategy (more accurately a mixed strategy). The reader will notice that

we don't care if our op-onent knows the mechanism by which we make our choice

or the probabilities we use,

we have imnlicitly assumed in our & scussion that WG.ShOV]d use a 1/2-1/2
mixed stratepy., Why is this so? In the next chart we have shown two hcads-
tails pames, one nlayed with the usual 1/2-1/2 rrobability and one nlayed
with nrobabilities 1/4-3/L, where we rut down the nrobabilities we have

assigned to each strategy, and have ~ut juestion marks for my o~:onent's

probablilities.
of'~
>
A ] ; ‘
Ab:"‘ ﬂ)" cﬂ'b 2 - ;{G Q‘ﬁ 8 2 °
W, I':‘{C‘ . 9 ’ \Qi"
"'*”a:ﬂ gt T ‘%%{ . | H Iy
<2 9 Fo
1/2 | H +1 -1 1/} H +1 -1
11/2| T -1 +1 3N T -1 +1
ax: ected value
B?ﬁected;ﬁfiue 5 0 lof = = [ 1/2 1 +1/2

Chart 2
On the bottom we have ut the exected ralue of my winnirecs tor each of the
partieular choiees available to my orronent. (The reader shou)d know by now
how the expected values are calculated, One simrly ~nulti-lies every ~ayoff

by its rrobanility ani adis them un,)
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when I use the classical 1/2-1/2 mixture, the expected values of both
columns are zero and it does not make any difference which column my opoonent
nicks, By playing the 1/2-1/2 strategy 1 have left no loorholes where my
ovronent cin get an advantage, So long as I am vlaying this strategy, he
can nlay anythinp he wants and I will not lose. Also, no matter how stunid
he is, I will not get any advantage from his sturidity. None of these remarks
are true if I use the 1/4-3/li strategy. In that case, he can pick heads and
win 50 cents a play on the average,

e contrast is typical. Wwhen I nicked the 1/2-1/2 mixed strategy, 1
orobably imrlicitly assumed that the enemy was bright and would take advan-
tage of any mistakes I inade. By trying to prevent him from taking advantage
of any mistakes I might make, I have lost any ability I mieht have had to
take advantage of his mistakes, In more general cases the situation is often
not this drasticy that is, if we try to nrotect ourselwves against the possi-
bility that the enemy is smart we ordinarily lose some in our ability to take

advantage of his stupidity; we don't tynically lose the ability completely.

Modified Matching Game

Ordinary natching is a oretty dull game., Let us change it a little,
Let us in“roduce the rule that if we match him with two heads he has to give
us 32,00 while if we match him with two tails we break even., However, as
before if we fail to match, <e nay $l.CO. What would harpen now if we tried

our 1/2-1/2 strategy. well, Chart 3 shows it.
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N 2,
\Q"o o r— >
oy,
1/2 | H 2 -l
/21T <1 0
Pt *.50 -.E[
Chart 3

The aexrected value tc us, if the enemy nlays the first column is +50 cents
and the exvected value if he vlays the second colim is =50 cen%s., It would
not take very long, i we ~layed this game and used the 1/2-1/2 strategy, for
the eneny to catch on %o what was hapoening and always play the second column,
Or 4f he wanted to be a little deceptive he would at least vlay column two
much more frequently than colwmnn ons, In effect, he has found a loon hole
in our system and will probably “ake advantage of it., In order to rrevent
this, we must change our s*rategy. It is fairly clear tow we must chanpge it,

Chart L ~hows a granh of what ha pens as a lunction »of our probabilities,

Our . : —>
Average -
Income =i

Given 1 Sre——— ol
Opponent 's 1a1? ol
Play 'M/Y s
0 .
T s Tay,
‘0-\\‘-
.1/ "
0 1 1 3

Probability We Will Play Heads
Chart L
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The hcavy bent line shows the worst that the opponent can do to us., It
is the line of minimum income, If we nlay heads less than 1/ of the time
and he knows it, then he will also play heads, If we nlay heads more than
1/4 of the time and he knows it, he will switch to tails., If we play heads
exactly 1/ of the time, then We don't care what the opponent does and we

don't care if he knows it. This 1/4 noint is the highest point on the 'eavy

line so it is the best point for us in the sense that this is the highest
average income we can puarantee oursclves, It is called the maximum of the
minimuns (abbreviated max-min)., If ~e play this point then no mat.er how the
enemy plays, one column or the other, he will get, on the average, 25 cents
and no more.

We are not deliric:s about this, After all, we are losing, on the
average, 25 cents every play of the game. However, this is the most we will
lose. We no longer have a loophole, so to sveak, through which the enemy
can get more than that amount,

It is clear from the chart that there is no way of claying this game
against a good op-onent which will lose us on the average less than 25 cents,
what about a bad or~onent? well, if we play our "optimum® strategy as before,
it makes no difference how badly our ormronent rlays, Howewvar, if our omionent
~lays fo0lishly, we might switch our strategy to take advantage of it, For
example, 2ssume tha* he thinks that we will rlay the 1/2-1/2 strategy and
therefore de~ides in turm to nlay the second column, He then thinks that he
will win, on the average, 50 cents, Actually we could then lay the second
row, and he would not win anything. In other words, he should also mix his
strategy b tween the two columns s» that we canno! rredict what he will do.

He must oick the correct mixture too (as we shall see it happens to be the

same as ours, 1/ and 3/4). If he haprens to play the old 1/2-1/2 strategy,
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the result is as follows,

1/2 | 1/2
H I
2 H 2 -1 +50
? P -1 0 «50
Chart S

By playing the first row we can win 50 cents instead of losing 25 cents, But
if we nlay the optimal 1/h<3/L, we still lose 25 cents because we are no
longer in a vosition to take advantage of our opnonent's mistale. If we are
both foolish and both play the 1/2-1/2 strategy, then the pame comes out even
instead of being 25 cents against us. In these circumstances, it might be
wise to continue vlaying the 1/2-1/2 strategy. If we try to be clever and
play a strategy in which heads are more frejuent than tails, we may tip the
onmonent off to the fact that he should start looking around for a better
strategy. If he does, he may find the optimal 1/L=3/L strategy and start to
win,

Chart 6 shows how our ooronent will look at the situation if he thinks
we are pood nlayers, The bent line shows the nest that we can do against
any mixed strategy of his, It is the line of our maximums, If he thinks
we are cood nlayers, he will assume that we will always try to play the
strategy that correspvonds to this line, He will, therefore, pick a strategy
that muts us on the minimum point of this line of maximums, This corresnonds

o his -laying a 1/4-3/L mixture of heads and tails.
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P = — — "Ry nyy,
a1 = = = o
0 1/ 1/2 3N 1

Probabili ty He Play:s Heads
Chart 6

In other words, if our opnonent plays heads less than 1/, then we
should play tails; if he nlays heads more than 1/, of the time, we should
also play heads, If he plays the 1/L=3/L roint, he doesn't care what we
rlay. This roint is the minimum of the maximums (abbreviated min-max). At
this ~oint we agiin lose an average of 25 cents per nlay., While it is a
coincidence that our nrevious strategy associated with our max-min noint is

the same 313 his strategy associated wi th his min-max point, it is no coineti-

dence that the average payoffs are the same. If we use mixed strategies in

a two-rerson gzero-3um game then the payofr associated with max-min always

aquals the ~ayoff associatad with min-max, The fact that there exists sueh
an optimal s-rategy in this sense for both rnlayers is the fundamental theorem
f ta r -3
Such a strategy for sach player is usually unique, though it is easy teo
construct examples where it is not. In any cas», however, uniqueness holds

for the exvected values of the outcome (payoff),
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An ontimal strategy 2130 has the ulvantape that it need not be kept

secret (1llowing that the ornonent is able and williny to commite his own
ortimil strategy), A narticular choice, how:'ver, -ust be secret. I a
rlayer's clioica is known to the on onent, the o:uonent can pain an advantare
by having *his knowledpe, In ract, the different rame in which I must choose
and make known my choice before he makes his choice is called the minorant
game, In that pame, I will simply win the maximum of the row minirmms, In

the majorant pame, still another pame, where he —ust choose ’irst, I can pain

the rdnimum of the colum niximums, Chart 7(a) illustrates that this amount
is more than the return from the —inorant pramse.

Using a pure s‘rategy is 1 narticular mixed stratesy, but in the orieinal
game, a pure strategy cannot ‘e o; timal. Using the optimal mixed strategy, it
doesn't matter who knows the recipe !or the mix, Wer are at a roint called a

saddleroint, where the nayoff increases if the minimizing nlayer deviates

and -lecreases if the maxdmizing nlayer does, Sometimes a saddleroint occurs
at an element of the matrix, simoly whenever the ninimum of a row is also
the maxirmum of 1 column. This harnens when the game is modified as in
Chart 7(b)., I will 1lways ick reai- and my on-~on:nt tails, e rame costs
one dollar each time I rlay, and we cshould -robably arranpge for an anmity

to my o~nonent instead,
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%y Coi H T d o4, °4 H T ﬂ
‘o Z,
o O )
1 B
H 2 -1 -1 H L -] -l
T -1 0 -1 T -1 -2 -2
p—
column column -
maxd mum E 0 maximm L 1
Using mure strateries Using oure strategles
max-min = <] max-min e ]
min-max = O min-max = <l
Q- + ebe
A Gams Without a Saddleroint A Game With a Saddlepoint
Chart 7

A Game of Ruin

we have not finished with this matcling game. Let us chanpge the situa-
tion a little and say that I don't want to nlay to win the most I can per
play, but rather that I wish to ruin my oononent, Assume he has some fixed
fortune, siy #2.79, and that I likewise have #2,00. We are poing to play
until one or the other oI us i3 bankrupt, At {irst sight the choice of
gams might seem somewhat unfortunate from my roint of view, After all, what
4e "reviously called "optimum" -lay is somewhat against me, Actually, this
game is + disaster; I have no chance at all of bankrunting a smart onronent,

L:t us see why %this is so.
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Chart 8

If we both play the old optimum 1/L-3/L strategy I will find that, on
the average, the enemy would bankrurt me slightly more than four times out
of five and I would barkrupt him slightly less than one time out of 1'1\/0.5
While this is noor it is not comrletely ievastating, however, in this gane
of bankruptcy, the enemy has a much better strategy. He can simply nlay
the second column most of th2 time, As long as he is rlaying this column,

I can never force him to lose any money. If I »lay tle first row, I will
lose a dollar, If I rlay the second row, I will break even, Therefore, if
I lnow he is going to rlay the second column most of the time, I should play

the second row most of the time, As lonp as we are both doing this we will

break even, The trouble is that once in a great while, he will suddenly
shift his strategy and ~lay the first column, Now if I happen to shift my

strategy at the same time, I will win 2,00, but 4f I don't, I will lose a

SThers is a orobability 1/1¢ of gaining 2, 9/16 of breaking even, and
6/16 of losing 1, It is then easy to verify that the vrovabilities of going
barkrupt with fortunes (1,3), (2,2), and (3,1) are ,96, .62, and ,70
resnectively,
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dollar., Furthermore, if I harren to make a mistake and shift when he does
not shiftg that is, 1f I nlay row one when he is still playing column two,
I will also lose a dollar, In other words, I can't afford to shift unless
I know the e emy i3 shifting and I can't afford not to shift if the enemy
does shift, This i3 a completely intolerable situation for me and he will
undoubtedly succeed in bankrunrting me, Thus, the game which was somewhat
unfair when nlayed in a ‘riendly s irit is catastronhic when tie ohjective
i1s no longer to maximize the winnings rer nlay but to maximize a longer tem
objective, the nrobability of bankrurting the or-onent.

In 111 the games which follow we will assume that our object is to

naxirdze the iverage amount we can win ver vlay and not to bhankrupt our

o~tonent, or some other otlective, This is an imrortant caveat in practice.6

(’Tt 1s ros<ible to make some (ap  roximate) general statements about how
to Y.y guies of ratn 1s ~rrcee? Yo pames in which one is trying to maxdrmise
tha averice winnings rer play.

The olloving {s well knoan in matheratical literature, Consider a
randon wilk <here one wishes tc calculate the nrobability of reaching a
Pounfary 2t 2 -aint 7 bhofore resching a boundary at a nroint A (A ecorresponds
‘o ri'n, 7 %o success), Tre -ro “hility of doing this is determined by the
following L t:gr 1 e ustiong

0
Slx) e fﬁk(x.ylf“yl‘?y' Lk\'xw)d! (1)
A

where (x) ‘= the -ro'abil ty -ne wishe: % kmow and kix,y) is the nrobability
of Jumping ittt x O Y
The e u+*’Hn ~im~ly states that the probability of eventually getting
to a s tlon goecor than B from any toirt x is ejual to the ~robability
0" rulne thaere ' veiiately -lus the ~robability of going to some other vnoint

biteeen A ! o oun! then get.ing groater than E everntually., One can expand
Puy) in tte 7 4 "ntacrand in a Taylor series

- B (oK ] # 1 " / 2

Ply) = Pix) ¢ Prx)(y=x) ¢ 5P*(x){y=x)" ¢ . . & (2)
arouni the <1t » ani 17ter 1ai-ing sone ‘urth-r reasonable avroximations

obtair the 4if7are-tial ejuations
{footnote ¢ontinued on next page)
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1 4P P P(A) = 0
PFZ TR T 0w 1
®
where nx) e L(y-x)k(x,y)dy
, LR
qx) = L\y-X) k(xy¥ )1y (3)

ani we are -ssuminy that

- ] . .

. 1 it x3 kB
k(x,y)ly =

‘£ i 0 1°xe A

if m and q hapoan % be constant the solu‘ion of = mation (2) is
2w/q _ g=2mA/q
i(x) o S =t 1)
<nB/g _ 4-emA/q :

The imroriant thing to notice is that “he rrotatility o7 success ie, ands
only on the parameter m/q, This imrlizs that if we are vlaying a game .ith
an o~monent and ~ish to ruin hii, then

1, 4f the game is in Hur favor (has a nosi*ive m) we wish to

make m/q as large 1s rassit’s, while

2, 4if the game is against us (:.4as & negati e m) we wisy to

make this quotient as close to 0 as possible,

Thies 1s intu. ‘ivaly rlausibla, It says that if the gac is lor us we
wish to make th~ Tlu~tuati~ns small, and i{f the ganse 15 apainst us, we «ish
to make the “Lur' :ctions laree., The above rule makes 4iic ivdous j:a”ltae
tive statemen® can i-ativeg 4t “ells us (rourhly) how to %rale an rnerarse
or decrcase in luctua‘ion “or an increase or le~.case in ‘he average
winnings or loss-s rer -lay., The rule i3, 5[ course, juite a -roximite,

It {s easy to obtain better Lu. less intuitive oras,

It ¢ worth noting that ¢k~ rule has c-nse,uences vhict are rnot widely
known, ©or axale, I -ne wated to naxiidize his nro'avilily ol winning a
fixed amount, say f C,000 at Las Tegas when starting rom a 2maller anount
say #1,°00, an! ha! o choose betsean nlaying dle: ?averag-'z 1os5 about 1,58
~er olay) or r-ulette (averape lose about 5, 7 -~r rlay) the crolce of game
Aemnends not on the averige Yogs it on the m/3. .or Ly ical Las Vacas
betting limits (F770 and F7C resrectivsly) contrary to the -~rular (and
sometimes erncrt) hellef, “oth ranes giv~ about the sarwe " robability of
success, 'n ‘art Une wve mail~ the remark o, 7?) that in isrfare (vhere
rresunably the aim is to ' inkmunt th~ orpon=n:, the —ooror contander
sanerilly wants to ‘n~rease ths variance ( "luctuztisn). while *he richer -ne
tries to decrense {t, h 8 rule may szem tu te in contradi-ti-a to Lhe rule
implied in _Guitton {!) which is not deven’en* on ralativ. rzsources.

(footncte eontinued on next rage)
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Noisy Duel
Let us consider now a different kind of game, a dusl game. Assume that

you and your opponent are going to conduct a duel in which you start out

scme long distance apart and then will walk toward each other. You each

have one bullet in your gun and both of you are gaing to shoot to kill, The
accuracies of each of you get higher as you get closer. Now, it is clear that
if you shoot first and miss, he will then kill you, since he then will not
shoot until he gets ripght on tor of you. Also vice versa, However, it 1s
also clear that in gen~ral he may not wish to wait until you fire because

you may not miss, If we assume that the accuracy of each of you starts from

zero and increas~s in a linear way then the si tuation is indicated by Chart 9.

PPOBABILITY OF YOU STJTPVIVING

[Shala 12 “bi“ t:}v of‘ - o
greu XM Uiy W&
t12 omronent o
-
-.:\fa L

-5 <A 75% 1008

1 1i-tarce walv=! oy ¥ou

- -

Ch.art 9

{(fontnote econtinued “rom nrevious nape)

Jhere 1re two reisons or the varadox, Equation (L) assumes that m
and q are constants indenendent o! the resources of the :layers, In war-
like situationc %this {s rarely truej m usually tends to favor the richer
nliyer, .econlly, we have ignored the non-gzero-sum character of war (if
we measure raynffs {n resources) w ich tends to discriminate apainst the
roorer ~luyer,
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Yach nlayer in this pame has an {nfinite number of alternative pure
strategies available rather than just two, (A rure stratery consists
of mlanning to fire at a certain distance away, if the opponent has not
yet fired, CUince there are an infinite number of distunces, there are an
infinite number of rure strategles,)

Lot us now look at the pranh in “hart 9. One of the lines rives the
~robatility that you will kill him i{f you fire first, The other glives
the rrotability *hat he misses you when he fires first, In other words,
this line is ‘iven by one minus the orobability that he kills you., ovince
vou will then nresumably walt until your accuracy is perfect before firing,
it is also the vrob:bility that you will kill him whan he ires first. we
have marked in esrocially heavily the line which corresionds to the worst
that can hanpen to vou (the line of minimums),

As before the ‘est thing that you can do is to take the naximum of
this worst line, the :o-called max-min nointy this is at the 50K roint,
Therefore, 1f vou have not yet walked 0% of the distance vou will want
to hold your fire and so w.ll he. On the contrary toth of you will desire
to fire 1t the 5% ~oint bacauise 1 you 4ou'* the other ;uy may hold his
fire a little while ind then lire., iHe would then pet more uia: ~ne-half
probability which he is entitled to., 'here is a question of what hap;ens
“hen you both fire at exactly the same instant tut this harrens to be

trivial.7

If the rayoffs under different outcomes ire plven by the matrix

(footiove continued on next nare)
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In this case the ontimal stralegy <as a ~ure strategy. Jnlike some of
the orevious cases where we used a mixed stratagy, neither player should
rick a nenu of nossible actions mixed aecording to some probabilities, This
occurs because the maxemin of the mure strategies is equal to the min-max,
“or a sinilar gime where it is best to use a mixed strategy let us consider

a variation of this duel,

S>ilent Duel

The situation changes com-lately if you can't tell i the other man has
fired or not. Undar thes: circumstances, aven though he has Tired, it is nct
safe for you Lo walt until you are on ton of him before firing, "ecause you
don't !mow that he h-s fired, it is rossible that all the time that you are
‘aiting ke is also waitine and that his accuracy is increasing, Therefcre
you can't aferd to ~ait too long =7en thouch you may think he has fired.

Let us "irst lemonsirate that the ~revious pure sirategy snlution which
was to Tire at th> 0% -oint is no longer "optimal," Assume, ‘or exanm le,
you “ire whan the or cahility of rillinr hin is 2/5, Your opronent, howaver,
d0es not know ‘hat you Tired, and ~ti11l uses the »1? strategy., 1.2 there-
fore Tires .t the one<hall ooint,

ndor U esz cireunstances vou have 9o chancss in five of killing him

ne
survives Hlled

survive ‘ 1
killed -1 IV

then -..z -ay>7f 15 con“druous at the ~Hrint of simultaneous iringy i.,e,, voth
nlayers at that noint can ex—zct close tc *he vilue they woulld i.ave rotten
close %o the -oint, in th.s cace, J, ~.owever if the munbers in the ratrix
are relativzly diferent than .he aLove, for example, one .lay:r doesn't mueh
want tc live any.ay, then the game may fail to ~ive such & :reeise solution
to -oth -layers, One may bz farced to always shoot a bullet's flight before
the critiecal Aistanee,

You
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outright, i3 chance of killing you is given by the thres chances in five
that you have of missing rim <imes the one chance in two he has of killing
you. This comes to 3/10. Lastly, there are tws chances in ten that neither
of you will be killed and will presumably “ight the duel over apain, There-
fore, your relative crance of killing him is given bty the ratio o 2/S or
3/10 or I to 3. Since the game is symmetrical, there is no reason that

you should have an advantage and it rrust te 2 ristake for him w0 always
shoot at the S0% noint, Actually you should isth use what we have called a
mixed stratepy; that is, neither of vou should decide on a definite -lace

to fire but rati.er you should each choose and us: a -robability distrizution
that rives the probabllity that one will ™ re at a mar‘ticular ins.int of
time., Using a nrobability distribution makes it imrossible “or the enery

to kmow exactly what you are poing to do,

The situation is formally similar to the coirn :atchin,. guie where we
chose at random between heads and tails, only now we hive an inlinite nunber
of choices availatle so we must use a orotacilicy density funcuion instead
of discrete nrotarilities, Chart 10 (the eventual soluion) shows how in
the ortimal ri:ed 3tratepy the vro atility o your sioo*ing at any narticu-
lar point should vary. 7You #ill note it Las 1 slirsntly carious share; as

long as you rave walked iess than 1/3 of the distance, »u .. ild never fire,

[

Them veur ~ro-abiil w ol Zirle s'ptld e 1 *wlderly 20 3 wolatively il
value and *hen praiually de~reasze, =n:ichly wWhzb naniens 15 tiat you cho ldn't
fire until wvour ac-uracy gets to ' at least anrreciarle an? ‘e:n you want
t0 usuilly ire early rati~r than late; you Jan* tn ret your srct in first,
You do have to fire late 1t least once in a while to chnniace your orronent

that it 13 unsa’> for Lim % hoid his flre, That :1e, y21 have to -ermale

hin that {3 {s imnortant :or him i4lso tw .cet a shot in early, I ne Liprens
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I
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0 1/2 1

Praction of D' stance Walked

Chart 10

to know that you will never wait past same point, then if he hapoens to wait
past that point, he can safely wait until he is on too of you. Also, it is
important to fire late sometimes in order to take full advantage of the
possibility that he may have fired and missed.

It is imnhortant to notice that even though tris pame is presumably
nlayed only once or it most a very few timss, we still talk about the relative
frejuency of different choices. If this confuses the reader he can think of
it in the f{ollowing way,

Let him suopose that he is teaching mili:ary doctrine at a war college
and he wishes to teach his students how to play t-is rame but the advice
that he gives will be made available to the opposition, He will then find
that 1t is absolutely necessary to introduce mixed strategies even if

eacl student is to play the game only once if--on the average--the enemy
< <_ S
.'.%

<1

-
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students are not to get an unreasonable advantage, It is clear, therefore,
that when one is giving advice, one may have to sugpest mixed strategles.
(It i{s also clear to us that when one is taking advice, even for "one-time®
cases, he wamts to use mixed strategies thiat maximize the probability of

achieving his goals, but the justification of this course of action is a

little harder to make convincing to some neople and is not essential to our

argument, )

Some Definitions and Formal Results

It may be well here to review some of the terminology we have intro-
duced., We will give more attention to this than is necessary for this
chapter because we would like to give the reader some of the flavor of the
mathematics in the subject,

In order to have a game, one must have two or more players. (The reader
should not be bemused by the possibility of solitaire; there is no way to
get rich playing by himself.) There mus% be a conflict of interest among
the players. That is, the g'me has several possible outcomes and the vlay-
ers have nersonal rreferences for these, known to everyone., Also, each of
the players have some control over the outcames., This control is naturally
not complete. The other nlayers may, when it is in their interest, be un-
cooverative, and there may be random chance events present., Lastly, there
must be rules which each vlayer knows and which give the complets range of
alternatives avalilable to each player, Game theory concerns the rrinciples
which guide intellipgent action in these kinds of conflict situations,

There are several useful ways of classifying games. Games are either
tMo-ncrson, where there are only two sides with conflicting interest, or n

nerson, where there are more than two sides. Ther: is a rich theory for
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the first of these, and a relatively sparse theory ‘or the second. A game

may have rerfoct information or it may not. Perfect information means that

A}

at every noint in the game everything that has occurred in the game ' fore

that noint is known to each of the players.

A game may be finite or infinite., It can be infinite in two different

ways., First, there may be an infinite number of choices available at a
move, such as in the duel ramesy secondly, the nlay may have the possibility
of continuing indefinitely., Gamas commonly played for fun are generally
fini te,

Chess, and most parlor games, are described by the rules so that they
consist of a series of moves made alternately by the playsrs. A game des-

cribed in that way is said to be in extensive form, Though this form makes

the game nore ~layable in the parlor, it is not necessary. A pnlayer may,
rather than walting to see what his opronent will do, simply describe what
he wilil do in every contingency. This may be done for the next move, for
saveral moves at once, or for the whole game, If he goes all the way, he
has, in som# sense, -redigested the entire game beforehand. The 1list of
the possible actions may be enormously long, but, at least in theory, it
exists. Then a move for a player might consist of choosing sich a possible
list. If each player is to do this, and the moves are to be made simul-
taneously, the game is sald to be described in normal form., (The reader
should note that the word "normal" here carries the ronnotation of "standard-
i2ed" rather than "typical.") It is in the "look before you leap™ form as
oprosed to the original "don't cross your bridges until you come to them"
form, A matrix game like matching nennies is, by its nature, in nommal

form, It is always rossible to rewrite the rules of an extensive game 8o
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that it is {n normal form,

A stra‘egy for a playsr is a consistent, determinate nrocedure for

his actious during the play of a game, A pure strategy consists of a com-

plete cet of choices among the altermatives open to him, one ror every
situation which could arise. It is the choice of ne move when the game is
in the normal form mentioned in the previous vnaragraph., There is a further

kind of strategy which is very important, A mixed strategy ‘or a vlayer

consists of a set of rrobabilities or weights, i.e,, & rrobability distri-
bution, according to which he will choose ~ure strategies by chance, JSuch

& strategy may guarantee a better average outcome for a player than any

rure strategy. If the game is only available in the extensive (in the "don't
cross bridges until ,..") fom, then one must restrict his strategles to a
set of oprobability distributions nn the altern:tives available at each move

as they arise in the game. Such a set is called a behavior strategy.

Every btehavior strategy i= a mixed strategy but not vice versa. In many
games, behavior strategies are as effective 2s mixsd strategies, ‘fowever,
in other games this is nut 3o. Pshavior strategiecs can turn out to be not
as effective as the m:xing of nure strategl:s beforehand, and examples when
this is so are easy to concoct,

The choice by each nlayer of a strategy constitutes a play of the game,
The result of a play is called the payoff of the game. In almost all formal
game theory, it is supposed that the payoff renresents a gain (possibly zero
or nepative) of an objective, transferable and numerical utility to each o®
the vplayers. (Money is the best example of a transfarable utility and for
most rurnoses it can be considered as objective,) We can therefore think

of the nayoff as a function of the game strategies, the number of variables

being the number of nlayers,
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utility. If the sum of the payoffs to the , rs in a game is always O,

we say it is a zero-sum game. In the case of a two-person zero-sum finite
game, this function can be exnressed as a payoff matrix, the elements being
the amounts won by one player from the other, The first is called the
maxidzing player and the second is called the minimizing nlayer.

If the rules are changed so that the maximising player can choose after
he knows his opponent has chosen, the new r~ame is called the majorant pame.

If the minimiging player can choose second, it is called the minorant game.

In these games, the best either player can do is use a nure strategy. Since in
the majorant game the maximizing rlayer will always choose a simple maximum, the
minimizing player can do no better than nick a strategy which will minimise this
maximum, The players' palr of strategics that does this is called the min-max
point, The nayoff at the min-max point, both intuitively and formally, must
be 1t least as gieat as at the max-min point, and is generally greater,

The majorant and minorant games provide upper and lower bounds on what
the two players could expect to achieve in the original game., It may be
that these two bournds are ejual. If so, then both players can achieve the
common bound by resorting t¢ rure strategies and ths matrix of payoffs is

said to have a saddlepoint, the element of the matrix where the min-max and

the max-min coincide. This nayoff is called the value of the game. It is
the amount both players, in such a game, can guarantee themselves to achieve,
Now it is an interesting fact the matrix of rayoffs of any game of perfect
information when put in nomal form, no .sesses a saddlepoint, and it is
therefor clear that both players need in this case use only pure strategies,
The central problem of game theory 1s to find the "best™ strategy for

each player in a game, Where there is a saddlepoint it is intuitively clear
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that the correyponding strategies are the "best" strategles, There is a
fundamental theorem for two-nerson zero-sum finite games which generalizes
this res:lt to games without saddlepoints. It states that in the domain of
all mixed strategies, there are strategies for each player such that the
min-max of the exnac*ed payoff is ejual to the max-min. Using these strate-
gles, a value of the pame (s determined between the values of the majorant
and minorant games and a pliyer can do no bhetter on the average apainst a
conservative opnonent. Thus a saddlenoint is again achieved in the larger
domain of mixed strategies.

The fundamental theorem actually holds for a much wider class than finite
games, From a practical point of view, the orinci-rle embodied in the theorem
is in some sense extendable to all reasonable two-person zsero-sum games,

though mathemati cians interested in rigor discuss games in which there is no

value in the simnle sense above,

Attacking Targets of Unequal Immortance

It may be interesting to indicate how comrlicated Part One of this book
could have been 1f we nhad tried to introduce some game-thaoretic arguments.
For instance, let us assume as in the examrle cf Part One that we have two aire
flelds; but that one of the airfields has 2/3 of our vlanes on it and the other
airfield just has 1/3, rather than each airfield hLaving 1/2 the planes. Assume
also that we have two ground-to-alr missiles of 100% accuracy and reliability
so that each is guaranteed to shoot down an attacking plane. Finally assume
that the enemy has two nlanes with which he intends to attack us and that he
knows which field contains 2/3 of our planes and which field countains 1/3 but does
not kn v how we deploy our missiles, Wwe now have three possible cloices,

1. We can put both of our missiles on the more valuable field, We

will call this the (2,0) chaice,
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2. We can defend each target equally strongly. We will call this

the (1,1) choice.

3. We can put both of our missiles on the less valuable target, the

(0,2) croice.

The anemy has a1 similar set of choices for allocating his planes which
we will label in the swume way. Lastly, we will assume that if he gets one
nlane throuph the defenses of any airfield, that that plane will totally
destroy the airfield, Tet us now look at the nayoff in terms of the ~ropor-
*‘ion of the 1ir Torce that is saved. |

If hoth +e an? the enermy use the zame choice the anemy gets zero
because no rlanes get throuph, I we know what the enemy is going to do,

we can 42fend ourselves narfectly, The payoff of the majorant game is 1,

/7 (/T | /7

2,0)/(1,1) /(0,2 E! E g
1 (2/3 |2/5 | [2/3p/T
T 1.1 1/3 | 1 2/3 1/5}5/7

Ln 0,2 [ 1/3 | 1/3 | 1 1/515/7

column maXximum 1 1 1 max-min = 2/3
column sversge | 5/7 | 5/7 | 5/7 | ™o = 1
mAximum rov sverage = $/7

ainimus column average = S/7

mx-ain = 2/3 < 5/7T < 1 = min-max

Chart 11 |
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I® the ency '‘mowe what .e are going to do, he can always sueceed in ;etting
2ither 1/3 or 2/3 of our forces as shown by the fact that the row minimuns
vary betwsen these two numbers, Under theso cireumstances we will use the
maxemin strategy of (2,0) nd the rayoff of the minorant game is 2/3, Since
there is 1 41" erence betwean the maxemin (minorant game) and the minmax
(majorant game), at least one of the -layers should use a mixed strategy.
~t is easy Lo verify that both should nd that th- optimal mixed strategy
is “or we the defenders to play L/7, 2/7, and 1/7 while the enemy should
rlay 1/7, 2/7 and /7. inder these circumstances we save on tha average
5/7 of »ir force {and as =xpecied, 5/7 is betreen 2/3, the maximum of the
row minimms, and 1, the minimum 2 the column maximums.
We 1re sure that many ~eople will! he uneomfortable over the fact that
1/7 of tha time we should nlay the fairly silly-looking (0,2) alternaive,
dhere we nu‘ all of our “efense on the less immortant airfield, Let us
sa9 what harnens {f we arditrarily throw this alternative out. The new

pay~f7 matrix is shoum 4n Chart 12.

e
%,
%"o%, ﬁ*o ‘,Q.Q 35
AONEIN 4
N oy 0 0 1 5
N Voo (2,0)[(1,1) [ (0,2

1 [2,0) 1 | 2/3 | 2/3| [2/3

o [1,1)] (13 ]| 1 23| p/3

[cotom matmm] [T 1 [ 2/] ™xmn:23

Chart 12
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S5ince no+ the max-min euils the min-max, toth sides can afford to
nlay 1 rure strategy. The defenler plays the (2,0) alternativs and the
attacker should nlay the (0,2). The defender's losses then po up from 2/7
to 1/3 which {s appreciable, but not roilly larpge. 've are better of if
the at“acker doesn't realize that we have thrown out the (0,2) alternative
bacause he probably still teels constrained to play the old 1/7, 2/7, L/7
strategy. In fact, if he is not vigilant, he practically has to do this
because if he really rlays -he (0,2) alternative and we catch on, we can
ourselves rlay the (0,2) alternative and make the nayoff 1 which is a
srectacular improvement. It i3, we think, now clear why the defaender nlays
the (0,2) lternative occisionally, !lie does it to »revent the opvoonent
from nlayine his own (J,2) 1lternative exclusively and thersby gaining,
However, if we had any feeling at all that the asswmptions oxn whieh
the pame was based ~isht be in error or that there was a “ossibility that
our security was no* good and the enemy could %ell how we were defending,
then it mieht he rest to simnly defend the more valuible field and forpet
atout trying to eain a ,05 extra survival by following a tricky strategy.
In the reduced came, the delfonder's stratery could have boen to :lay
the first row 1/Z of the time and the second 1/2 of the time, or any
strategy b ‘tween that and the pure (2,0) strategy--the value to him is not
chanpe1, i~ has tha* alternative. Tue attacker, however, does not have any
alterratives i{f he 13 to choose an ortimum strategy. He must vnlay the
strategy shown or, against rood nlay, make less than the maximum nossi:le.
“rom the game theory roint o:! view, the defander is indifferent bhHetween
his two 1ltematives, But he may have some 2xtra or non-rame-theo:retic
sreferences, For instance, he may think the attacker mirht be lax and once

in a while try the alternative (1,1), Th-n the 1/2-1/2 strategy gives him
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an advantape that the other does not., Cr maybe he would also like to be
prepared to nlay the game where the attacker will not use his (0,2) alterna-
tive at all either. Such considerations, while important to the real world,
are irrelevant to our current narrow formulation,

It is rmore important for the attacker to use a mixed strategy. If the
defender knows what the attacker is going to do, he can defend himself
perfectly and change tha value of the game from ,71 to 1. However, if for
any reason the attacker does not like one of his choices and throws it out,
he doesn't lose very much, A calculation shows his loss is ,06 in all
three cases. This last result may secm slightly naradoxical to the reader.
In the optimum mixed strategy the attacker plays the alternative (2,0) one
seventh of the timej he plays each of the other alternatives much more often,
Yot it is as serious for him if he arbitrarily omits this rather infrequent
alternative as 1 he omits the more frejuent alternatives,

This i1llustrates a fairly peneral noint, It is not noclessarily the
frequency with which an alternative is played that makes it imnortant, The
mere existence o0 a rossibility of nlaying a certain alternative is often
sufficient to ‘orce the enemy to expensive countermeasures, Once the cnemy
has taken these countermeasures, it may no longer ray to play the threatening

altermative very often--only often enough to keep the enemy "honest.®

The Trader and the Cannibal

let us now consider a com-letely dif:erent kind of game. Imagine for
example, that you are a trader and are visiting Koko, chief of the cannibal

island's sourmet club, You are in the following delicate situation,

You are poing to rive him a present of some beads, He is

going to give you a nresent of some cocomuts, If he considers



P=1166
7-30-57
3 -

his nresent more valuable than yours, hs will be insulted and

have you seasoned and cooked, If he feels that your present

is equal in value to his he will do nothing., If he considers

your nresent more valuable than his, he will feel that he has

lost face and let you have an extra present, an evening with

his wife (fat, greasy and amorous), about whom you could not

care less, Your only objective is to trade beads for coconuts,

The first problem we have to consider is the relative value of things to
Koko and the trader; that is, these two people evaluate lives, coconuts, beez s
and wives quite differently. In faet, the heart of the problem lies in the
fact that Koko values beads more than coconuts and the trader values cocomuts
more than beads so that i$ is conceivable that they can come to an amicable
and mutually profitable arrangemsnt., However, 1if we allow them to value
things differently it makes the problem very difficult, Being at this point
dedicated mathematicians, we will ignore what is the essence of the problem
and assums that beads and coconuts are of equal value to both Koko and the
trader. Let us do more than this, Let us also ass.me that the trader's life
and Koko's wife are each worth three cocomuts, Incidentally, these rather
drastic assumptions are not being made merely for pedagogical reasons. We
eannot really treat the nroblem in a non<controversial way unless we make
some assumptions of this general type. However, let us continue on our way.

Chart 1L gives the payoff matrix whieh indicates what Koko and the

trader get under wvarious conditions.
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Lt us verify a few antries, If the numbar of bead:s and cocomits are
the same then Koko net= gero, If Koko nuts up 2 coeonuts and th: trader |
beads then Kokc gets 1 or. the *trade tut loses 3 on his wife so he nets 2,

If the trader muts u- cnl- ! bead and Koko puts ur 2 coconuts, than Xoko
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loses 2 on the trade but he rets to eat the trader which is worth +3; so
he pets a net of +1, ete,

Jnder these eircumstances it is easy to verify that hoth Koko and the
trader should ~lay a mixed strategy, such that 1/6 of the time each of them
1s willing to mut up 1, 2, 3, ., S or € otjeects. They should never rive
more than six thourh, The strategy is verified by the usual rrocess of
calculating the expected value of all *he eolumns and rows and showing that
the nax of the row averapges is equil %o the min of the column averages,
This i3 1i-ne nn the chart,

Let us now assume that the rules have becn changed and that Koko is
going % visit the trader on his shir, His canoce is suech that it can carry
at most three cocomuts, The ‘rader therelore xnows that even thourl Koko
would like to rlay the numbers one throusgh six unifomly, he can actually
nnly trade nne, two or three coconuts, Therefore, if the trader -lans on
glving Eske “our beads, he will autonatically have beat Koko as far as the
gift exchanpe goes, Now, of esurse, 1T Koko knows that the trader is poing
to fAve him ®o: hauAs5, he will in turn give just one coeomut, the smallest
he ean, 17 "oth aected this way, the trade will be even, and the trader will
hawe mrtten 22 21ivantape even thourh Koko is limited in the number of
cocoru*es re can carry, it turns sut, 2 eourse, that the optimal plan ‘or
the traler is ‘o nl2y a2 mixed =‘rategy, “m* i 3lishtly 41 ferent one from

what he 114 -reviocusly., The si‘uation is described in Chart 15.
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I+ 1s sho 5n tne chart tra* if Koko ~!ves only one cocomut “wo-thirds
of tha tire and nne=third »¢ ¢he ¢ire all tree ol the coconuts, he can
muarantee *that, nn the averases, hLe will lose at most 2/3 (minimum of the
~olumr averszas), The ¢rader should, onaethird of the time, be glviag two
peads and “wo-thiris of the time ‘our b:ads, This guarantaes that the most

that ¥sko « 1 2+t is «2/3 (maximin »7 tha palavant row averages), Since
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thesa two are egual this is the best methoi of rlaying the game.

wWe should nodle:, however, a very imrortant thing., The trader is

leaning rather heavily on the faect that Koko can carry at most three coconuts.
If, “or exammle, Koko suddenly nroduces four coconuts he will win on the
average 2/3 and if he rroduces five cocoqus he will win on the average L./3,
ard, in fact, it shoul: re clear that if K-ko takes the game seriously, he
is likaly to b . 14 himsell a slightly bigrer canoe so that he can carry
along some extira coconuts, In the world ol sports or in the parlor, the
rules of ‘he pame are set by officiale and came theory may then work quite

well, In -ractic 1ly no re:l life situations do the rules of the game have
9

thie s3aered character,

9‘Lore is a continuous walnpue of thls came that is in eresting,
Assume that e Irreparibly allnacat? x rescurces in a battle and our enemy
2 rasources, If x > g, we win the ba-tle which is worth A to us., If
X < 2 we lose the hattle which is wortii «B tc us., If we tie, we pet the
average (AeB)/2, Pracisaly our nayo®f is:

A-xo+: ifx>s
b = x * 2 ifx<z2
%E if x =2

Th~ >-timal stra‘egy “hen turms out to he ‘or noth players to play
114 “ormly betweer O and A + 5 and the value is (A=B)/2, BEven though winning
the ba%“la is naever worth more ‘han A and losing B, we still occasionally
allocite 7ore resourcaes thon either A or E, If one of the players is
limited 50 that*t he carst 1lloecate more resources than an amount a, i,.e,,

x:a«AOB

tter. the other -lay-r can 2always force a win by allocating sliphtly more
than a2 and *he o*her vlayer nipht as well not allocate anything, This,
houwavar, {e= nn% the sr+imal s‘rategy. Inst=ad both -layers should still
~lay with *ha 514 density 1/ A+>) uniforrly between O and a) a/(4¢z) of
the tima, Uith he ~rohability (] - 2/(A¢5]] 1eft over, x ~lays C and y
nlays a, The value n© the came is

‘2

v.a-s-m

(fr0tnote continued on next rage)
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The above game demonstrates that in general even thoush it is valuable
to be able to force a win, cne may still not be willing to exert himself
every time, and contrariwise, even thoush one knows that the enemy can foree
a in, that it still nays to oecasionally exert oneself.
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II, Tw0-P HSON 'ION=LERQO=,UM GAMES

Two=person non-zero-swr pames 1ire someti~es thought ol as a snecial case
of three-person zero-sum games whera the excass value is absorbed by a tiird
(inert) -layer, [till, they ire a cliss of 3pecrial interest b-:cause they
have one di~ension less of lexibility, the alterna..ves open ‘o the third
nlayer. Desrite this, there is consideraule difficulty in cormon, and from

now ¢n the theory will neca3sarily involve some new extra-mathematical

considerations.

The Trader ani the Cannital (Continued)

Let us po back to nur trader and his cannibal friend and try to take
axnlicit account of the fact that actually each cvaluates lives, coconuts,
beads and women 1i“ferontly., It is clear, as a mat-er of fact, that if the
trader, for exam~le, has 100 reads, which mean nothing to him, and are worth
a1 prea*t de1l to Kokon, and il the cannital chief has 100 coconuts wi.ich are

worth nothing to him and 2 good deil to the trader, -hen there are the

alements of a pood trade »resent, I: in addition Koko does not really enjoy
taxinr the ‘rader's 1ife then tho trader can exrect to -~et away with 100
coconut3, his 1life, and a very unrleasant ex:~rience with the chief's wife.
The chiaf will have his 100 beads, his dipestion unimpaired, and his wife
uninsulted. lie doesn't really cire ibout his wife and if they coul?d have
bern frink, the iriler woul! have teen even better off,

There are, of course, a lot of other mnssibilities, The trader ~ay be
ganerous and rive Koko ten thousund beads, At a later date, he may then find
that Koko has ennugh beads and values them very little., This presumably
means that the trader will have trouble in arrangine future trades, Or the

trader night end up with 100 coconuts and Koko with only 25 beads or vice versa,
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Any narticular ‘i stribtution of teads ind coconuts (also lives and +rives) 43
c1lled an imurtation, The -oint i3 that there ar' a tremsndous number of
imrutations availablle and notndy can really :r:dict what will harnnen. what
is even more to *the roint, nobody can say what elther ol them should do
without knowinpg a2 rreat deal about the mershnalitics ant histories of the
iniivi tuals invnlved,

In oher words, the two-person non-tero-sum gane involves more than Jjust
mithematics, At 3 minimum, {+ nmay literally include the prrinciples of
economics, onoli-ies, sociology, nsyeholory, sales=aanship, nistory, -tec., .or
i“s treatment, ‘hat this usually mean3 is tha* it can't be treated (in tne
sonse of the considered opinion or sclentific faet as opmosed to the intul-
tive j:irment), This is even riore true in the n-perscn pames, whici. we
consider later,

Let us ask nurselvelves what a fair artitrater or judge would decide is
& reasonable tarpain for Koko and the trader to enter into. Well, he mirht
say that the two players should somshow rain e jually from the trade, In
practice, this is a very difric:l¢ thing %5 make .arerical :ecause it is
impossible to measure foko's 3atisfactinn in raving beads apainst the noacuniary
nrofit the trader will pet fron the cocomts, I, however, both irdivriduals
have a common currency, siy dnllars, which they cain exchanpe for many thines,
then the situation is muct sinnler, e can now neasure lLoko ani the trader's
surolus v:ilue in this medium. (The alert reader nmay notice ‘hat tnis last
statement 15 suporficlil--se are very clo:e to teppiny the ;uestion.)

There is still a serious amiipguity as t2 wisb e chould call the “rader's
value. Chould I4 tre ‘he maxiqiun he 1o willin~ to nay ‘or *lie coconuts or the

minimin rrice “or which he can huy coconuts {rom somethody else, or ,omet:.ing
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in between? lia have a similar rrotlem with Koko. From th: viewnoint of a
fair (3ocialist?) arbitrator, the (irst may seem correct, tut from the viow-
noint of the ~cononmist or vusinessman {t is only the second Wwhich is relevant,
If therc {5 no market rlace in which the trader can buy coconuts or Koko can
buy teads, then we arv reduced strictly to a rroblem in "justice." Let us
assume hy fiat that this means rotl should pair equally in dollars, Under
this very <recial circumstance of btoth narroWwly circumscrib.ng the environ-
ment, 3ssuming they have 31 common medium of value and assuning that both

should gain ejally from the trade, we can solve the problem completely.

we can, of course, 1lso solve the nrollem when there is 1 market price for
one or the other, Fut all of these situations are so restrictive that the
reader nay be tenrted to say that callinr them solutions i5 a lit-le nis-
leiding., !He iz -robably right, but we can claim they are sometires

interesting.lo

loﬁhat actually havnpens, of course, in the cice of a situation such as
Koko and the trader ¢ that it becomes ranidly institutisnalized; the meorle

involved react in a s-.vlized -attern o: b-ehavior,

One of the writers hapr-ened +» onserve a rather interesting example of
this situatiin, It seems that there i3 a large coat store in New York City
which has a rather exclusive clientele. They are usually left with a fair
anount of stock which they would like to pat rid of at the end of the year,
rowever, they do not want tn» get rid o it throush local outlets because they
think it would :~» ltad 1f ‘*heir regular customers or riends of thelr cistomers
mew that they could buy the coats at reduced nrices at the end of the year.

hey do not have a larpre enoupr volume of coats and the out:ut is so variable,
that they have not established a regular means of selling this remnant stock.
‘iowever, ov~r the past few years a friend o! the writers, W“hom we shall call
Alex (vecause that's his name), has been buyins c-ats from them and selling
them in a distant city. (The coat tusiness is run by two nartners, Sam and

Al,)

The aconsmc situasion seems ' be that the coats cost about £S0 to 100
a~iece to manufacture, They are worthless to oam and Al and maybe less than
wor*hless {f they dis:ose o them in any oth r marke! than the tracitional
one renresented by Alex, Alex buys them in 1.ou of a chearer kdnd of coat

(fontnote continued on next rage)
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whiech he can buy for #20, so there is a tradinp marri.a between zero and 420,
The interesting thing is the way the exact birpain is arrived a* during the
bargaining nepotiitions. The -rocess runs something like the fol’-wing,

Alex romes to New York on a trip, ie drors in to see his old friends
cam and Al, Al is not there, but .am i3, and -am 3ays, "ii, Alex, !liow are
things?" Alex siys, "Fire, I'm here on a business trip, tuying stuff,®
sam saiys, "That's tremendous. we ha nen tn have a lot o! coats we can let
you have." Alex says, "Oh, no. No. I just drocmed in to say hello., I
woulldn't dreaw ol tryiny to buy your coats. T[hey are much too imod lor my
customers." (All this in seeminr irnoraice of the fact that ne has toupht
coats from cam and Al for the last rive years runain -, ) s5am ;oints out that
Alex has bourt.. .oats from him before, and they can oroparly make a deal.
Alex exrlains that he hai not come around to buy coats at all, he has mer:ly
dropoed by to say hello, that the ¢onats are much too good for lis cistomers
and 1t is, therefore, noinuless to talk about him buying Sam's coats., oam
noints out that it doesn't make any difference how iood the coats are as lonr
as Alex can pbuy them at a low nrice. Alex doesn't seem to rear and rereats
that tha coats are too rood for his store and thra*t he sinmnly can't handle such
a hirrh-oriced item, 5an demurs that the merchandise is indeed hirsh-nriced
but not to Alex. Alex demmrs that the merchandise is -~ood juality and rmst
be high-oriced, and repeats it is much too rood for his store, tam says ‘hat
Alex doesn't understand; ha i3 ~ivin:- the mrchandise away, "ut Just as a
formality, so that it wor't look like charity, Alex chould make him an »ffer,
Alex says, "No, I can't make you an offer, It woild :~ *20 low, and you would
e insulted.," Sam says no, he is immervious to ing.lts, Just make him an
offer, Alnx says that he valuas Sam's ‘riendship much too much to make him
the kdnd of insulting offer he would have to make, Cam screams, "Make me
an offer!™ Alex says, "0.K, You asked for it, I think I could alford to
ray you #° a coa*." ‘ta~ turns ournle, red and ereen, ant then launches into
a half hour tirade and cries, "look at the lining, look at the buttons, look
at the sewing, lonk 1t the style., Are y»su crazy’.c...eee....." Alex is sorry
that he has brourht :im sc close to arorlexy amd coniectures thit he had
better be on his way, .am 3ays, "Just a minute, plews:, Let me call un Al
anl see what he has to say." It turns out, of course, that Al is shocked by
the offar of his 0ld friexd, te i3 willineg t- make a pift o the coats as a
present, but if Aler doesn't wint to 7iccept a rresent, the nrice is £.0.

It turns out that after sometiiing close ts four to five h..rs of arpuing,
mutual admiration, and threats, “hat the rrice is arrived a. It is invarie
ably in the ranpge 10 to £12, Tre exact rrice derends on ‘he staviny po~ers
of Alex, Sam and Al,

The thinp, however, +hici struck *ho observer 7wost lorcibly is the
following incident., me “im: when Alex was in aew Yark on a rush trip, he
decided that he didn't have ersuph time ' po throurh tnis four .o 'rs of
arpuing. The author sugrested that s.nce the thin- had teen a sort of ritual,
he could afford t» sinort-stop {: and simnly walk in, ex~1ain that he didn't
have timo 1nd ask why coulin't they arrive at a rrice of /12 without aruing,
Alex' rerly was that {: he tri=d this, he mitht end up ~ith only 30 ninutes
of barpaining, but the nrice wo:ld be nearer $20, ind :urtierrwre a %ai rre-
cedent would b: set Ior future years, As a resilt, no sale was coxnsumated
and .am and Al rrobably burned their coats. Alex went without ni. tarpain,
All would have bteen arreed th:t thic is a amall cost to pay Tor the ;reservation
of a valuable s3ocial institution,
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III. N-PERSON CAMES

we will now consider games with more than two players, We will discuss
five games:
(1) The Princess and Her Three Sul tors
(2) The Bankruntcy Court
(3) A Pure Coalition Game
(i) The Community of Shanrri-la
() The Game of Deterrence

The first pame will illustrate the comnlexity ani somewhat paradoxical-
seeming results that can occur in even a simple three-nerson pame. For
exam-le. under one form of r.les where none of the nlayers are allowed to get
topether it turns out that the most skilled player gets the least benefit from
playing the pgame. A limited resolution of the paradox is obtained when rules
are relaxed 3o that the rlayers can fcrm coalitions.

The Hankruptecy Court game is supposed to illustrate that it i3 nossible
to discuss some n-person game situations pretty well if one has an outside
ad judicitor whn has lefinite nrincinles to guide his act.iéns.

The Pure Coalition Game illustrates the most characteristic teature of
n-nerson panes--the tendency of nlayers to form coalitions ani the pressures
to do:ble cross and to triple cross each other, Wwhile tre pame seems, in the
form we nresent it, to b~ very simnle, it turns out that alnost all (the
excentions are “rivial) threee-person gzero-sum pames can be reduced to this
form by a mathematical transformation, Therefore, oiice we understani this
varticular zero-sum pame we have und:rstood all three-vnerson zero-sum games
no matter hnw comrlicated the rules secen to ba.

The game played by the community of Shangri-La is sunrosed to indicate
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how societies can sometimes only get rational resilts 'y setting up what at
first sipght seem o be irrational instituti~ns, Finally the last rame, the
Gime of Dataerrenca, is sunrosed to ax:lore some asrects of the notion of

deterrence in more detail than we have done in the first part of this nook,

The Princes3 and The Tliree buit.orsn

Let us consider the following very simvle three-nerson pams., A, B and
C have decided to court the lovely Princess D, Eer fatter, E, is a pgrouchy
cuss and has given the three suitors the followinr :ronosition., "I will
sit the three of you around the tatle., I may or may not :ut a mark on each
of your {oreheads--oops, this is the wrong :'ame.l2 I will pive each of you
a gun, You will draw cards to decide in what turn you will snoot at one

another., Once having ~stablished ‘he order in which you will shoot, you

llWe are indebind to Lloyd .tapley for sugreiting t is examle, There
13 3 discussion of it by Martin Shubik in hkeidinps in Game Theory and
Political Behavior, Diubleday Lhort . tudies In PoIitical Cclence, Ho. 9,

IYyhu.

12The king wis thinidng of how he married o rrincess I's older sister,
Princess L, He told sach suitor, "I may or may no' make a nars o. each of
your foreheads, I will then sit you arouni a table, Any sultor who s3eas
a mark on any other ‘orehead is *» raise his hand., As 3021 as one of you
f{gures nut {{ he has or hasn'¢ a mark, he should rerort to me." There 1is
much coritation, and then one s:itor shouts that he ¥nows that he Las a
mark, ‘ow oes he kr.owi

(This reminds us of some o‘her riddles.)
b, If you have 17 rennies and :mo« “hat one and only on 15 olf-

welpht, deternine wit: a scale balance in three independent
weirhinrs whieh 1t is ani whether it is liernter or heavier,

¢c. Fefore counting the nentes, A, B and © had en~ared in a tunch
of track ani fi~1l4 events, Tney amagsed -~oints for 1st, 2nd
and 3rd nlaces) as follows:
A 22 roints
B 9 points
C 9 jwoints

(footinote continued on next page)
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will coutinue shonting until only »one ol you is left, He will ret the
rrinenss,

Lot us further assume that A has a r:  acility of 1/2 of hittiny any-
thing he shoots at, B hac a nrctabilit of 1/3 and C has a prodatility of
1/i. ‘low let us notice the following iaterestine effects. First, if all
three are 1live and rational, A will shoot 2t o ani B will shoo* % A,
llefther of them will shoot it C because C, being the poorest marksman, is
the least dangerous oo onent, similarly C will never shoot at either A or
B, because if he succeeds in killing none of tlLese danpgerous ornonents, the
other will immediately nroceed to shoot bacx at him, That is, he will fire
in the air and wait un*il B ~as killed A or A las killed 3, He will then
take his turn and shoot at the survivor, He is thuc ~uaranteed to -~et a
first shot, before becoming a tarret himself.

We can, therefore, break the protlem up into two pieces, the duel
between A and B and then another duel between C and the survivor, Let us
start by considerine the first duel, If A hapnens to be lucky and choots
befox‘e'B, then it 1s easy *o calculate that A's chances of survival are 3/4
and R's are only 1, If 3 shtoots first, they each have a survival of 1/2.
C always shoots first when he is tanelinc with one of the survivors., If nhe

haprens to fipht with A, his survival probability is 2/5 and if he ha- pens

(fortnote continued from previous nape)
B got first in javelin tirowing, Who placed second in the 10C-yd

dash?

d, A "ig Indian and a li*tle Indian were standing on a hill., The big
Indtan 544 to the little Indian, "You are my son out I am not your
father." :iow can this be? Anyway, then the little Indian said:

"Stor being silly."

If you sive un on any of the atove, see Arrendlx to this chapter,
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to be fiphting with B, his surwvival -robability is 1/2. The informmation is

summarized on Chart 16.

‘A,B) (B,A) (C,A) (@)
- ! _
By = LR 1/2.PC-2/5P-1/2
b= = —— Aty s =
'L-mr -1/t [ py 35 R, 1/2

Chart 16
Chart 1€ shuw~ aniv hap-ens L7 A snoots Cirst, :is crance of crvival
13 piven by his chance of ‘eatine Z, w.ich is 3/L times 'dis chances of then
nheating C, which 13 3/% or a net crance »f 9/20. E's crance of survival is
cilculated in a similar fasiuion and comes nut 1/8, 4nd 2's chances come out
17/.0.  The correspmniing -~robabilitins for tne situitin: wiere b fires

before A, ire 1lso shown,

A Goes rirat B Goes First
P, = (3/L).{3/5) = 9/20 =170 P, = (1/2)+(3/5) = 3/10 - 12/L0
PE o (174)e(1/2) = 1/5 = S/LO PE = (1/2)e(1/2) = 1)L = 10/.0

Po= (3/4)0(2/5) » (1/2)01/2) = 17400 B. = (1/2)0(2£ ) + (1/2)°(1/2) = 1. /0
Lo/ L0/0
>ince the twc ~rlerinps are evually likely, we should averape th. results,

~a then get:

e (1/2)e(17/.0) + (1/2)(12/.0) = £/16
PB e (1/2)(5/.5) » (1/2)=(L0/u0) = 3/26
PC = (1/2)+(17/.0) « (1/2)+(1"/L0) = 7116
Jne immediately noclcec thal C has the hirhest ~robability of success in this

pima even thourh his marksmanshin is tho worst; A is the 3ecrnd most L zely
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candilate “or Pr.ncess D, arvl B has nrartically no chance at all, This is
iniead a curious result, In fact from A and B's ‘oint of view it i35 a
little »{lensive.

Hlo4ever, 13 long as averybody acts as an {ndivid.alist and tries to
ortimize his nersonal probability, then the weakest nlayer has the hiphest
nrobability of surccess, It is because of this somewhat naradoxical result
that we included this exawple.

Can A anl & in anything a*nut tre result? well, 7ne way for them %o
imorove the 3ituation is for them %0 cooperate as a unit against C, As soon
a9 thay disrose of him they can %035 a ¢oin all over apain to decide who
should go first {n ‘e second round of 3rots, with A versus B,

The Yarral-‘n-, ' owever, may ~at a .it%le complicated, ZFor exam le,

A may nnslee S 47 he and B et tepather in this way, C will snend all of
his time shootineg 4t A, That i3, evar thouph the ~ame i3 heavily welrhited
apains® his, C wiil .»el tha* {f he {3 lucky and hanren:c to kill one ~{ his
orronents he rrefara Yo ¥:11 the rost skilliul one. 7Jnder such circimctances
it can turm out v 1% A's chance3 of winning the game are less ‘han “'s and
he =iy well Fe miffad, The barpain helps b 1 great deil more than A.

Arout the only *thing % r~a 4o 13 o tareain 1 Yi% more closely. lie
should try to pot in agree~ent that if <hey hirren tn KA1l C, and then toss
£t 3e2 who is to po Tirst, thit they should ot toss with a 1/2-1/2 -robi-
nilisy but with 1 bi_.sed :mbability which will somehow make un for A'3 loss,

vie chould ala- no%ice that 't is 0% coirletely clear thtt if a coali-
tion 13 ‘ormed it will necessirily be he'ween A ani B, A and Cor B and C
could ret *orether, Tris -orsirility oc-irs necause while it i~ best for C
1% there 1re no coalit!»nz at all he may s3:ill Ye wililnr to «“ork it »one

of his two ormonents in order to nrevent this o-nonent from joinine with the
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thir? ~uwn,

It i3 clear from th: dis-uss!:n that this Tii:ly simle t:ree-p ri;cn

3

ever Worie

'
-2
boo

pame has unexmarted suttlaties in it, In -ractic» it «
beciue theore would be the jie-%inn: can th.:2 three pa>le trust each
other when they make their barpaing’ Also they could all i» lyin: alout
their accuricy. Therefors, -ne woild no® really inow each -~an's rrot ibilivy
of winning,

Probably *he best thinp for =1l ol then to do iz Torret ilout *h
’rincess D, who has 1 hairlin anywiy, nd just go home, but «e as malhe-
naticians cunnot tike tiis eisy course, we must “ry to bring some "ense
out of tiis chaos, _om: 3ense can in fact b: made .u‘ not very ruch. ror
aranple, *“he three o7 them might et topether and simrly i1.s8i;n nrobatilitles

P,, P, and PC for cach %o win the pame, Tr.e. wil. then 4ra+ 2 radom n.mier

A’ "B
wrich will determine which -ne is t» «in the rriscenc, the Juwers wo comit

suicide, These probabili<ties of cwrce are o oe aszsi nnd {n a lair sanner,

The above {3 111 & *the p~-1, i ane cun decide wha. i3 a Tair manner,
In fact, there are 3~me s%itements which we can nmare awout tii  too, Wou .
they are in no sense ultra-c :vincing, me wrht, for aramle, ar.ue t.at
gr 0 Po stould te simnly cr~ocorsicnal to 1/, 173 and 1/,, the

a nriori rrorablilities, -2t C 1< poiner to te "retey narl to cu..rsirnce.

theca PA’ P

There .ra savaril n*Yer more mathamaties) "snlutisns™ L8 % .3 ~ame,
‘icnie of %hem are commintely 11ti3flying to “h- intuisirn, hut they are .or-th

{3cussing. It would not be rirht tn 1iscuss <hem all hore, The nne 4e will
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.
44 2cuas i3 due to Lloyd :manley.l’ This rarticular solutior can be thoupht
of a7 ariring in the ollowinp man.ar:

The players are ordered {n a random and 'inriased fashion, Each

nlayer {3 then piven a rayoff ejual to the ex-.ra value that he

brings to 1 coalition formed by him and all the players ahead of 1
him, The solution cormesnonis tn the exrected amunt he will ;at.

This means “hat eich =luyer Mrst looke ‘o see what he could pet 1f both
rlayers cormtined uriinst him, Then he looks to see 'ow much he could add
to 1 coaliti~n 1f he jJoine! up with anotrer ;layer and the nrobability of
that coalition, and la3tly, he sees how much they could all pet ‘orether.

for exarmple, the vilue to A is

0, - %. v(A) ’% [V(A,e) - V(B)J' 0% [V(A,C) - "(C)J .% v(A,3,C) - -J(E,C)J

wrere v(...) it amunt the coalitisn can cemrel and bA is the adjudicated
"Cadrt value,

‘nder these circumsgtanczs thren "fair" srobi-{litie- tc be ascipned ‘0
A, ®and © are 1S7, ,310, and .233 resrectively. The reader may no* be

15

Tageinated by these nunters, hut that is the wiy they come out.

13,

we shoild rroranly 'oint out that 1t car be gdhown thit the bharley

3nlutinn i3 the only one which fa3z all of the Iollowlng ~ronertiest

(1) It does:.'s discriminite ~2‘ween players as irdividuals tut co:siders
only *h-ir roles,

f2) The value o tha sum of two ‘nde-endent pcanes is the sum o:f the values
of the ~ararate panes,

(3) T osum o7 the 7alues f3 ajual to the maximum 'os.i_le value ol tainaonle
from the rims,

In 3ome sense anything that tries to call ftsell a solution alould have the

1hove nronarties or {14 ecannot He vsed 15 a vasias Jor adjuidication.

lL”.‘hn vilue o  coa.lti-n i3 defined {n tarms of 2 two-"wridn zero-gum
cpame 12ved 1y the coalitinn apalnst all other :layers, If the swime {s not
a.tormitirally zero-mun, than a now goro-sum pame is defined by letting the
gacond coa.isionte 300 be - T where T {3 what the first coalitinn rets,

15.'-1' 1180 considared the pame «tiere the niiayers 4id not fre in turn oiut
ratler 17 1 result o unlfom rindom selectisr at eacn shot., In that case,
the ~rocabiliti»s {n “he ‘apley anlution shifted sliphtly from the most
skilled to the least skilled nlayers, and were L7, 315, 1nd ,233 resrectively.
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Further Definitions and Formal kesul*s (n-person ramas)

nwe will be content here to cxtend the concents of two-parsorn ;-ames to
their natural eceneralization,

T™Wo=rar3on zern-anm “inite samea 55345 bt 1ot one calr of striwedes
wrich {ngires eich player the vilun ol the rane. In N=mrson cero=sam jrines,
the situatisn {3 much more comrlica‘ed, e cui firs’ Usuingiich wha cun be

ci1lled non-cenrerative pames, In these pimes, coai_ %lons (onen or secre?,)

and side nayments are not allowed., If tlere is 4 set ol strateples, Hue
for each rlayer, such that no nlayer can improve his nutecome by deviatinng
from his a'ratepy i€ the other rlayers 1o nn%, the get of sirataeries is 3add

to eons*titute an equilinrium roint. [t ecan te showm that —uch o ilitrium

noin.s axdst for every n-nerson, zero-iunm, finite nor-choreriiive suma,  Tley
are in penrral not uniue and only in cortai: caraq s tror have 1 eoTmon
value of the pime to the ~liyers,

when the players are allowed %o co.rerite, otier cor deration: 7ust
enter. Thlrec: are 21c much cucertual and methndolopic i 15 -atrematical, :nd

are sonewhit more refi:re? thai 4o sto:ld liclute nera,

The banxrartecy “our®

Tne 3econd neparin~ owmie 40 Wil oo tder is mlac ool tneatu e, It
i{s *he ~roblem of th puokrintey ¢ urt, As:une thut, 7r examsle, 42 Lave
four eraiitars 07 tha ~wuntifl >1i Mine Cor.orition i it e cororatlcn
has rone intn banrkriartey. ae will then tave 1 civuatlon wrere loere are a

Pe

lot o7 ren-le wish towr ronlllcting an: co mon interasts, rHr exanr.e, no-
tody wants the corroritisn % oo °a 1 fapeelagire 51lr @here i, will te

ricked ur v 30ma dunk deal.r for the salvire riiuae 50 LU0 almost non-

exis*ent a4gmty, e will a'irt 'y 1ssuminge th:* lercally a4ty ~re 5 the
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creditors e is nat satisfied can !orce siuch a foreclosure sale, but that
the val:e of the cormoration as a goinp enncern 13 much rreater than its
1liquidati~n value,

ne will also 123ume that the four creditors of this cornoration are the
three saitors ind ;rincess of sur »revious ezamle, A, B, © and 3, (In
faey, the ring turaed cutb not %o we 1 wdny ut all, wut a mold mine sneculator.
G133 who tourht stock?) Anyway, 4 has £7,5. comine to Lim, 3, C and D rach
have £1.22 co~inpg. A.ste alss that 1f the cororating fs 1i ;uidated in an
orierly f-shion, it i3 worth atout £2,°0 wut -hat {f it is li-uilated at a

‘orcel sile 14 4s .arsh oonly atout f1,00,

(]
Q
Rl

In otber worlds, {f <he 11 uidatian {5 orderl:r, the 2reditors cin exnect
to averare sometldne like 50 cente on the dollar tut if it 7923 to a forced
sale, they can »nly ax-act % averape 20 cents on the 221lar., Under these
circumetances, 14 ray:c the croditors to ret toretler and apree t¢ an orderly
Lteaidac on § W agseis. :.<aever, 4% wme of He erpdliorre 1é olstrepnercis;
he can -resu~ably torce the sthor creditcrs & may 'im a bkornus, rFor examrle,
rrincess ), ey reising hor wonirly roerscpative, nipht simply say, "Unless I
gat watd 05 VAL cenits on the [dbllar, I will imsist on A forerd sale, oW,
1f you ~ve me vy 1T J1.00, von will then have 1,00 Yeft to diide u:
anonr the Ktawe o weu, wiel s totcrar cher the 2lterrative of J1,9C ‘or
all four of us," 1In T4et, ste cxn o worre tharn this, e can usk Jor ¢
Dodle @S, o ex@pile; B camMs ar in=is® an potuiing JTL200 X4 ic sfie of
the Juties ~ ¢ha Fackpintry court 4o rraven* this kind of vehavior 4 it
can lo 7 without ecomrdttine lece maleste, Thet 19, tFe "ansruptey court
will not insiet 4hat the reditors set Lopether, That is ‘lLe creditors!

rusineas, tut the cour®t will insist <la* upder iny arrucoment tiat 1s made
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all *the creditors in the sime class are treated on the same footing, IS
you have tlis sort of i-wartial releres availavle, then it is clear thit the
gane shoul”d come %o a reascnable solution, and every ody pets S2 ceuts on

the dollar, The noint that we wish to maxe tlugh is that it takes an

iapirtial refere» to 1o it, ind that the referee has falrly clear principles.

tdeen 41 fferent classes o ecreditors where the court isaesn's have such clear
nrinciples, there ‘s a nartial rile o tho junrle,

If e Ald thinrs 2 1i00le dite e tly 1l tried to 2171y “he lanley
snolution, then we would see that shere is a -otal surn.us valus ousicle of
1.0, and since every man mist conirivate his vote in osrder to make ils
total rossible, the sur-lus should .e divided ejually., T: 3 30l.tion offlends
our lepil and moral sence .ecausze <e oolieve that —eornle sh.ould et naid off
somehow oro-orticnal to the amount they have lerally comin-~ to them and rot
to how much they could comrel in a sort of "dor eat dopg" =zituation, It is
interasting to see whnat .ould hannan {n tha "or eat 'n~" situaton if tlLo
rilas ware chlanped,

Assime now 4hat ~e donty have ;n {~mcartial reloree out the rule is trnat
if a mjority ol crelitor:, as mesured vy the 1 2unts owine to *hem, vet
topather, that any nethod »7 2! aidition *hey arra: to will e ollowed,
Under these c!recumstances, A his . tremendous ivantice, [0 ne cin pet 1ny
one of *hn othere to oo 1lone with fin, he ci. “oree uny wind o7 [i;iidation
payoff ha 4dnsires, I eaither i, 7 or D wish t, fight i, ne a3 %o et
two othor rannle to wpree, L't u: ..« oarselves whal wo.ld 1o 1 read.natle
way or A, B, C ani D * «riluate thelr chances, That L4, o tave these
nirer clains «p31 N3t ‘re - wnkrunt cor-orationg stoild tier ralue trece raner
cludme 1t tha 20 cents ~n 1 Ioliar which can 7~ nhta ned thro: <. a forced

sale or the ‘O cants which {3 whiut 4« falr court sinuld gt tnem or wat?
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lat us 1 ok arain 1% the :aplay s»olution,

[ A omerated by himselfl he could orce a rayment o at least LO cents,
8, C and D orzrating by thamsalves can only forme —ayment: of 20 cents
1ndece, I° A and one of the latter thre. pat torether *he ccali*ion can
“orce a nayment of L0 cents ~lu3z 2C rents rlus f1.50 or £2,10, If we line
the rlayers 1~ in raniom ©3hi-n, A has two chancas in foar (secomd and third
~0sitions) of endine un in a nositisn wherc he can comnel this increise amd
thus should ~at - homs of 1/2 x £1.50 »r 75 cents, .o A sho.ld -2t a total
of 75 ¢ .0 cents or £l,15. Ther: is £1.35 lert over :iich is -resumably
iistributed avenly amone the other three, so the value to them is !.S cents
ariece. The revler can easily verify from first rrinci-les that thic figure
13 correct,

It 1s clear thi* heeruce he ha~ a larpe ertra 1mount of ~o4er, A can
connel an exorbitant return, e would nhave a 3 uewhat diflerent situation
#.en there ire only three eraditors and two »f then had $2,0) a~iece coming
t» tham, and one had only £1.2.. In t:.is case the ¥1.00 nlayer can comvel
(rela‘ively sneaidnp) an exsrbitant -ayment, and in fact is entitl:d under
the “harley soluti-n to 70 ins*teat »f 50 cents,

The resiltg are {ntultively reasoratle, If tiare ig one bip fish alone
with 1 1ot of 3miller fish, he can sor! of dominate the situation »ut {if
there are two e:al.y matched fish sir~ivine for sunremacy, then any smaller
“{sh #ho can tir the scali s ein et 1 preat “eal of benefit from his
stratepgic rosition,

In some real sense the hankruptey courts actually do follow the Shapley

solution as botween class~s o creditors but witiin a e¢lass they insist on

whit i3 called .ionerrefarentiil treatment,
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A Pure Coalition Came

*% us look at th: simplest rossitle three-person pame. It is :layed
with three peorle, Tom, Dick ani :iarry.16 Ary two oi these people can rat
torether in the eveninp and Torm a temiorary or vermanent coalition. This
coalitior can orce the other nerson to deliver at noon the next day a

dollar to them. Then that evening a new coalition is formed or the old one

is reaffirmed, and 3> on.

Lat us now consiler how one waek!s rlay of this pgame mirht o, On
-“unday, 1t being a day of prace, and since everytody cort of thinks i+ is a
silly gime anyway, they don't hother -larine it; averycody gets zero,

“unday nipht, houever, Tom and Dick ret torash-r and say o each other,
"we are good friends, we never 4id like iarry anyway. Lot's pang ur on iim
and stiy ganped up," Harry then lnses a dollar,

Tiecday the same thing haprens., By this time Larry is julte ar-inyed,
That nipht he asees Ton, who is a rratty 42ax character, and says, "If you
and me get topether, I'11 let ynu keer 75 cents,"™ Tom isn': ciat woak.
Before the burpiining is “inished it is arreei that ne 15 to ~et 4O centis.
Thorefore, wednesdiay Tom cores o.° ahead sC cents, 2ics losos 1,00 and
Farry 13 1.ead 10 cents -lus the dollar he had -een losing,

Mck 1s jul-e annoyed, szees Tom that nielt and Yorat:s niny ut Tom
i3 unwoved, so Thursiry's nayn” is the caw, 3y T ursday -imt, Uick i3
Just rurnle a% his old “riend Tom and mes to see carry «ith the Mllowing

oronposition, "T'is is ¢ 3ting mr 1 doll:r a Jay i I am couck itk it,

) 16, .

The intelli ent rewdrr 4111 .nini tedly -ierce the dispii 2 Hur old
]
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Fodaver, I am nanpged 18 I #4111 s3*and for Tom retting /O cents, If you Won't
hreak your apre:ment Usr only £1,07, will vou treak it ‘or £2.007 That is,
[ wi1ll ~zrntimue losing £1.00 but I will plve it *to » i as + side payment.
In addition you and I «4ill pang ur on Tom 2nd make him nay you an addi tional
Jor M, @
.e coull po on, tut it i3 clear that the -arty i5 petting murh, We

show below a concize nhistory o: the nayo!fs bafore the blood bepins to flow.

T ___“layer Tonm Jdlek . Harry
Day T |

ounday ! 0 0 | o)
Monday ¢+ ,50 1,50 | -1,00
Tuesday + .50 1+ .50 =1.00
v.ednesday 90 1 =-1.00 + .10
Thursday .70 | =1,00 + .10 |
friday -1.00 -1, +2,00 ,
.aturday ? |7 ki |

It is clear that the rc3cziile com iationne Por crossing, do:itle-crossing,
and tri leo-crossing are infinite in this rame. o one will be able to arnalyze
it without 3ome understanding of the individuals involved, lioweve., tl.ere are
certain *mirps thay can te said.

“or exarrle, the .eidnesdar, Thursday, ard Friday imputations are some-
Low "irrati-nal,"” and as we stall -upprest, a s:t of imrutations, ~:ch as

ivan below, are "rational.,"

- ___Flayer | Tom | Dick Harry
I.ﬁ.mm%\L i
Tne ls <0 f -1, (I) ‘
TWo + .50 -1 OO I
Three | -1,00 | + 50

Sueh 7t 34 of f~rutationg 13 sometimes called 2 "s~lution" o the jrame,
wrile there 15 gye Msapreement avout wietir this 73 4 reasonable use of

the word "soluti »n," the set does ~ossess the following thre~ intaresting
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1. There is no particular reason why all three or even any two
rational people would feel comnelled to switch from one
member of the set to the other, |
2. There is a definite compulsion for rational neovle to switch
from any other imputation to one of this set. For example,
Dick and Harry should prefer and together can force imnutation
three to Wednesday's solution and Tom and Dick should »refer
and torether can force imnutation one to Friday's colution.
3. If by any bargaining chicanery one person can achieve any
preater advantape than in one of the imputations of this set,
he will almost certai:ly lose everything sutsequently.
Wednesday's solution, for instance, is very unstatle for Tom,

because Dick and Harry should rrefer and can :orce imrutation

three.

The Curious Community of Shangri-La

Let us consider another game of a3 slirhtly similiar charactwr to our
coconut trader and his dys—eptic {riend tut :ith a difl:/erent set of overtones.
This pame is nlayed by the entire community of ‘hangri-Li, a community which
is completely isolated from the worll, !ichtly, every individual in Lhanpri-la
goes to the local temnle amd lerosits a sealed seli'=adir:ssed envelone w.ich
contains a sum of money, known only to him, T[lhe nriests first sort these
envelopes at random and match them ur in airs (there are an even number of
veople), They are then o—ened by an outside hilant! ronist who takes out
(and keens) the money in both envelores and mts 1,00 bacrk in the envelope

of each pair which hai the lareer sum, In case of ties, he tosses a coin to
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see who gets the $1,00. The envelopes are then collected by the priests and
returned to the original owners.

We havz asked many people how they would play this game. For some
reason, most people say they would put in 50 cents or 99 cents, From
society's point of view, 99 cents is obviously bad. If everybody did that
there would he a net loss to the players and people would probably refuse
to play. 50 cents is not much better, It means an averare incoms of zero
to the comrmni ty,

In order to make the problem a little more dramatic, let us assume that
the philanthropist is in fact the only source of income for the community and
furthermore that the standard of living is such that it takes an averapre of
25 cents a day to survive., Therefore if everybody bets zero, and got, on
the average, SO cents a day income, not only would the community as a whole
live very well, tut even with fluctuation phenomena almost every individual
would pet a survival incomo.17

It is clear that it would be very reasonable for the authorities to
compel everyone to make a zero bid, This maximizes the total income to the
communi ty, this total income is enough to sunvort all reasonably, and given
the distribtutive mechanism, it will be reasonably well allocated. The trouble

is that there is no direct way under the rules of the game of finding out

what any particular individual has bid. There is, therefore, no simple way
to enforce such a rule.

We think 1L is clear how one might go about doing it in oractice., One

AIvzhe probability that under these circumstances any one nla§ r would
average less than 25 cents a day over a year reriod is around 10°°° which is
presumatly small enouch to be ignored.



P-1166
7-30-57
- 55 -

would try to create a most drastic and violent theocracy. People would be
raised from infancy up to believe that the one unrorgivable sin is to put
money in the envelone, It would, of course, still be true that some indivi-
duals would, either under the stress of some desverate temrorary circum-
stances or because their religious trainins did not take, would, at least

occasionally, rut in a penny or two., Such iadividuals mipht eventually

acquire rreat wealth,
There are at least threse ways to handle ti:is situatio::

1. The cormunity can simply ignore the chiselers and hope that
so few veople will cheat that it 13 not serious, They run
the risk, o course, of a comrlete breakdown of morale and
consequent disaster.

2. They could automatically shoot anyone who amassed a sum over
some oreassigned amount, While they wouldi get some unfortunate
peonrle who had simply heen lucky, they could set the limi tations
on what is an illegal wealth high enourh to make this kind of
mistake as infrequent as they wanted or could risk from the morale
or iistribution points of view, Illesal nlayers would, of course,
then hide their increased .wealth. This would probably automatical-
ly reduce the temptation to ret it.

3. A third thing they cin do is to single out the wealthy as being
a svecial group aroroved by the supernatural authorities. There
would then be the natural inference that the others who are noor,
are so because they are being punished by the same authorities
for just thinking of cheating, (In this society everybody will
l.ave puilt feelings.) By thus holding up the wealthy as an
example of rectitude, they can hone to reinforce the moral sanctions.

The Games of Deterrence--First Deterrence Game

A
We will now consider our last series of r;a.:nes,l’ the pames ol detarrence.
The first one is very simnle. You and your cnemy will be locked in a room,
You both have a rush button and the push button is attached to a kep of

dynamite underneath the room,

lgln more ways than one,
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Your enemy says to you, "I want your wife and your fortune, otherwise I
will blow both of us to kingdom come.®

You say, "I don't believe it. You don't scare me one bit."

He says, "I really mean it." There is a gleam in his eye when he says
it and you collapse, He walks off with wife and money.

Now, what is the trick in playing a game like this?

Well, the obvious thing is not to get into this game. Either make
friends with your potential enemy or if you find you can't do that, spend
what money you have in taldng yourself out of what is practically an intolere
able position. However, let us assume for the moment that neither of these
two alternatives is available and that you really have to play.

You mipht as well admit from the start, that if you are playing this
gams with a madman you are poing to end up mims wife and money or minus
your life, Under these circumstances just make your choice. However, being
a careful and judicious individual you have nicked yourself a careful and
Judicious omronent. Given this, the game can be played in a reasonable
fashion.

You have two choices, First, if your opponent is rational you might try
the madman role yourself. (The reader should note that there is a very real
payoff to making your announcement early). In this case you probably get
his wife and money. However, bigamy is unlawful so you decide to act more
reasonably. You would then comait yoursel{ irrevocably to a contingent
mutual suicide if the other guy steps too far out of line. He, being calm,
reasonable, and judicious, also commits himself to a contingent mutual
suicide 1f you ste» out of line,

It 1s clear that such mechanisms as anger, intepgrity, honor and public

avowals will all be useful in this process of mutual commitment. The net
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result if both of you really believe that the other it willing to commit
suicide is that you will hoth live out your lives harpily and peacefully

with only a slipght twitch and regular fees to a rsychoanalyst,

First deterrence gome Second deterrence game

Y Ll
e z:’:._ .

TNT

Second Deterrence Game

The First Deterrence Gane is realliy not so much a deterrence as a pure
blackmail situation. The sacond rame we are poing to consider, while almost
the exact oprosite of the atove pame, is also not really what wo would call
Deterrence, It would he nlayed as follows:

You have wired your onnonent's house so that at any time you choose you
could blow him up, He has wired your house in a corresronding fashion,
Unlike the first pame, this pgame pays off a trermendous -remium to the man
who goes first, rather than to the one who announces first., There can be
two elements of stability rresent, First, you may not really be sure of the
technical facts. ror example, maybe the other guy has cut the wires or in so
some way tampered with your plan to blow him up or maybe his nouse is stronger
than you exmected or your dynamite uweaker (i.e., you don't really irust your

calculations), The other element o! stability is the moral one. Murder is
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forbidden., We mut the two caveats in this order because between nations
many moral questions seem to he less important than the uncertainty in the

calculations, In any case, even with the caveats the situation is not very

stable and our guess is that this game does not have a future.

Third Deterrence Gane

Thoe real Game ol Deterrence is between the first two games and is
played according to the following rules,

You have a reinforc:d concrete cellar in which a member of your family
sits day and nipght., His job is to press the button that blows un your
nei ghbor's house whenever the time seems correct. Your neighbor is similarly
situated, The cellar may or may not be big enough to hold the entire family.
Even if it is bip enoush to hold the entire family, one can't or doesn't
want to live in the cellar 2L hours a day, so that one would need some kind
of warning to save his family. Lastly, and very importantly, while each has
calculated that his cellar will and his house will not withstand the enemy!'s

dynami te, there is some uncertainty in the calculatlon.w Neither is really

lrlt is important to realize that mutual detorrence does not come about
automatically because of the existence of dynamite, houses, and cellars, tut:
l, only if all parties believe that the dynamite is strong enough
to blow ur the house but not strong enough to blow up the cellar,
2. both narties value their houses enough so that they are, in fact,
restrined by the thought it may te destroyed or severely damaged.
It takes real work and vigilance on the rart of both narties to maintain this
situation, Therefor2, a common statement, "Cnce we have a deterrent force of
a certain sise, more deterrence is unnecessary," may be untrue. It devmends
on the strength of your dynamite versus his house, and more immortantly on
his dynamite versus your cellar, Since these relationships deperd at least
partly on what the enemy does3, he can raise or lower the ante required for

deterrence.

The large unc:rtainty in the calculations have another important effect.
Many reonle have noticed that all-out :ar in the twentieth century i1s vrobably

(footnote continued m next page)
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sure taat either or both of the cellars actually will take the dynamite
blast, (The situation where the calculation runs the other way and only
uncertainty stays the blow is too terrible to discuss again, It sort of
reduces to the previous gams.) Both, then, are willing to go to 2 lot of
trouble to increase the force of his own dynanite and to strengthen ris own
cellar,

Jow there are several noints waich can be made about this game. First,
if you .re acting very nolitely with your neighbor, then you will not need
such a strong cellar because there is not very much reason for him to take
the risk involved in trying to btlow you up, (This is true even if he thinks
your cellar mipght go with your house.) I, however, you are nushing him
around or making life miserable for him (maybe by just frustrating his
unreasonable desires) then your cellar had just Letter be very very rood or
he may take a chance and push his htutton., The main thine is that you can't
use the threat of blowing him up for rdnor roliecing actions. ¥or example,
if your neipghbor's hoy steals apples from your arnle tree, or if your neighbor's
dog barkf at night, it is idnd of pointless to try to ~revent this behavior
by threatening to push the button. It is also pointless to make the threat,

even if you think that the neighbor has egwed on roth the boy and the dog.

(footnote contlnued from ~revious pape)
completely unreasonable to all narticipants, Thera seems to ve two
rational alternatives:
1. to reorganize the world so that larce wars, i: not all wars,
are unnecessary,
2, to reform e institution of war itsell, either by chanping
the technology or by both sides agreaine to liiiitations,

As fir as lar:-e t.ermonuclear wars involving the -articinants' neart-
iands are concerned, al:nost all prorosals on thils last point that the writers
have sceen tend to Le ot oaly nolitlieally and soelally unfeasible, rut also
conceptionally wrong because they ipgnore the often dominatine effects of
uncertainty.
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You both realize that boys and dogs will inevitably do things wiieh aceravate
8o there is no toint in adoptine a rolicy which inevitably will result in
buttons being ~ushed at some fortuitous moment., Even if one wants to push
the button it is hetter to ~ick the moment himself, Therefore, if one makes
uo his mind to use the dynamite as a reaction against minor irritations and
these minor irritations are sure to occur, then he had b:tter start shopring
for tents, Even 1f the cellar is big enough to hold his entire family amd
sirong enough to take the dynamite, he should still try to save the dynad te
for serious affairs (but :ot recessarily as serious as when the cellar won't
ho,ld the whole family), It just is not worthwhile to have one's house blown
up over a relatively minor and inevitatle matter like a dop barkding., Your
neirhbor can, in fact, feel so sure of this that if he is mean or nacty, he

cin a“ford to ege on both hoy and dog.

Fourth defefrence game

Third deterrence game
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Fourth Deterrence Gane

This game is enlarged into an nererson game as f{ollows:

There are other reople on the block who may eel inclined to take sides
with either you or your neighbor. Even more than that, they may te induced
to come uv with money with W#hich one can buy more dynamite or tetter cellars.

However, there is a little pimick in the rules which annoys these other
people and makes them cautious, All of their houses are wired for d;namite
8o that either of the two miin contenders can blow them up, either selectively
or collectively, But the situation is not symmetrical. The "neutrals" have
neither buttons nor cellars.

Baing a third party on t i3 block is kind of uicomfortable, A real
estate agent would undoubtedly !ave a great deal of difficulty in selling
one of these homes., DBut these neonle are stuck., They harpen to live on
the block, and transrortation elsewhere is not available, Probably their

reaction will be to try to ignore the whole situation, and being human, they

will probably become really annoyed at anybody who brings up the precarious-

ness of their nosition.

The interesting aspect of this fourth -ame is that there is now an
extra value to both of the main opponents of having ~ood strang cellars
that will contain ths entire family. If they doa't have this kind of cellar
then ei ther one of these ovronents can make all kinds of cxtrome threats
toward the third parties and possibly succeed in forcins them to add their
resources to his own, The other opronent may not be able to do muc). abonut
it, excent to emulate his op.onent's tehavior, If he tries any corrective
kind of action, his family would be destroyed even i{ he nersonally survived
in the safety of his cellar. If, however, he has a ecellar which will contain

in commarative safety all the thinps he holds »recious, he can (but is not
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’ikely to because he is still vawilling to sacrifice his house) present his
opronent with an ultimatum if his ooponent really indulges in very reckless
or nrovocative tehavior. If the cellar is appropriate, it is almost impos-
sible for the oprunent to counter this strategy. Even preempting won't
help the onncnint because even if he nreempts, and destroys the other's
house vlus family, he is stil! pguaranteed to lose his own house and has,
therefore, just won a Pyrric victory, Contrariwise, if he vaits for an
ultimatum to be delivered, he can be sure that the person who makes the
ultimatum has already ~ut his family in a place of safety. If he delivers
an ultimatum of hiw own, the recinient is then warned and again is sure %o
mut his family in the cellar,

As we mentioned, while it is true that neither of the opronents is
likely *» deliver an ultimatum lichtly bacause even if one can save his

immediate family he would still lose his house, the existence of the cellar

makes the delivery of an ultimatum crediktle., Once both sides find ultimatums

credible then they may be deterred from certain kinds of provocative behav: or
toward the "neutrals® as well as to each other, If they aren't, then you
have a real problenm,

This raises the interesting question of what kind of things one can
exnect to deter, It is clear to the writers that the time sequence may bs
all imnortant here. If one sees his neipghbor dipgging up his arple tres, he
may be just mad enough to blow him yr 2ven thoursh it doesn't ray to trade
his house and risk annihilation just for the sake of an apple tree, Because
your enemy knows that there i3 a strong rossibility that you will act
irrationally, he will probably be deterred from such a flagrant violation
of the neace of the neighborhood, However, if he can depend on you thinking

about it before you acted (if, for example, the power was going to be turned
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take a chanece. Irsofar 1s deterrence devends on one actinpg irrationally

in cold blood, it is 1 weak defense, In -articular, ‘Le complete or -artial

mu*nal . suieide threat has only a limited usef™inoss in deterring limited
2C . .
~rovocation”"” that can be nade %o lcok arbigious or which can be presested

in a context that forees the onronant to carefully considar the consejuences,

Fift» Deterrence Came

The ifth detarrence gane 1s
axactly the same 3 *he Tourih derter-
rence gane with the ~iiition of a
rese:rel and 4~veloyment rrogran, '/e
assuie noWw that both rlayers are
trying to develop retter hombs and
brttor conerete for their cellars., It
1< clear that if one player pets a

gubstarntial lead on the othor ~layer,

so that ‘or exam»le his tomb is certain

to arack his enemy's cellar making it
imrossibtle for the other t- retaliate,
then the juality ol the -ane will
change drastically. ‘/nder thece circums*.reces it t-hoove: hoth nlavers to

have extremely larpe researcn 1wl devale e vo-rane and 4o follow up .11

20The SNm committal L take unlint+~i and in 2" "ect se’f de:tructive
measures in ecrder *o deter im~ortant tut limited -rovocations 13 somelimes
cxlled the "ration'lity of Trratlonality,™ The <ine reaction to unimrortant
or very limited rrovocitions micht te cillied the "irriationality of
irrationality."




P-1166
7-30-57
- & -

the intare<ting -ossitilities that they can arford to, All of the co.siderae
tions e maentinred in Part One about the nature ol the decislion nrocens now

bacome relevant.
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Answers to Riddles (., li1)

.

.Ce

vith that much -copitation, it is the >nly ros=i!l: situation,

i OO0~ OO0, DO~ DOD D, ana
DOD®~ DD

This is almost ‘mnossibla %o ex-lain hut any reasonacly tri~ht nerson
can fiprure out it has to be C, '

Shet's his mother,
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