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STATISTICAL DECISION THEORY AS A GUIDE TO 

INFORMATION PROCESSING 

by 

Harvey M. Nayner* 

Economists, statisticians, and practitioners of operations 

research frequently meet nearly identical problems in their 

respective studies.  Once the similarities are recognized, 

the solutions advanced by one group of professionalsoften turn 

out to be useful to others in different disciplines.  T'ie 

belief expressed here is that statistical decision theory 

provides both an enlightening and a unifying approach to prob- 

lems concerned with decision making in the face of uncertainty. 

As will be pointed out subsequently, statistical decision 

theory is by no means the last word on such problems — at least 

at its present state of development^-but the approach seems to 

ask the right questions and accurately pinpoints the areas of 

difficulty. 

*  Ti.is paper was written while I was affiliated with 
Stanford University and presented at the Data Processing and 
Management Information Conference, Massachusetts Institute of 
Technology, July IJ-IV, 1V.'7.  The author owes more than the 
usual debt of gratitude to Professors Herman Chernoff and 
Lincoln Moses, Stanford university, for permission to read 
their forthcoming book on decision theory. 
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INTRODUCTION 

The advance which deciiion theory makes over previous 

method« in matheaatical statistics is that the econoaic con- 

sequences of an action are explicitly taken into account.  In 

other words, the theory goes beyond statenents about probabil- 

ities of naking various errors, and incorporates both the 

relative losses from such errors as well as the costs of pro- 

cessing information in order to reduce the likelihood of 

mistakes.  One important consequence claimed by decision 

theorists is that by such analysis it is possible to unify 

various subfitlds in statistics into a single conceptual 

framework.  For the moment we shall refrain from stating the 

alleged disadvantages of the theory. 

The general problem of decision making, whether studied 

by a statistician, an economist, or an operations researcher, 

can conveniently be stated as follows:  The decision maker has 

to choose some course of action out of several open to hiau 

Such an action may pertain to an existing state of affairs or 

to future events^ lr any case, the decision maker does not know 

what the true state really is, and hence he has to choose an 

action under conditions of uncertainty.  The economic conse- 

quences of the situation are a joint function of the action 

^Ke slmll not he concerned with the organizational or team 
problems of decision making.  We assume that the individual, 
team, organization, etc., all liav»' identicn] goals. 



P-UüO 
Ü-20-G7 

-3- 

taken and the true but, at present, unknown state of affairs. 

It is ukeful to think ol this situation as a gane played by 

Nature, Mho chooses the underlying state, and the Statistician 

(or the decision naker), who selects an action.  Usually the 

Statistician, by means of relatively costly data processing, 

is able to obtain some information about the strategy Nature 

has selected.  The Statistician must balance the costs of data 

processing with the costs of making mistakes at a frequency 

which could potentially be lowered if more information were 

available.  The data conceivably available to the Statistician 

nay or nay not be able to give complete information as to 

Nature's strategy. 

The above formulation applies easily to the case of a 

■anagement group making some decision about the company's sales, 

production, or investment policies by "sawpling" information. 

The cost of sampling of course ma) include the use of an elec- 

tronic computer as well as the expense of collecting data. 

Consequently a wide variety of data processing problems may 

potentially ue liat.dled by decision theory techniques. 

OtnLINL UK A DLCISION THEORY PRQDLhli 

Statistical decision theory, not unlike schools of thought 

in economics, mathematics, or philosophy, is based on a system 

of axioms.  These postulates are far from inconsequential, but 

spnee limitations prohibit a lengthy discussion of the axioms. 

Briefly, their main implication is that it is possible to 

assign riumcrioa1. valuer to the Joir.t result of the statisti- 

cian^ and Nature's strategies; these numerical values are what 
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we   hive   been   culling   the   "economic   consequenccp"   of   the   final 

sllu.iiioii   lion   the   puitil   oi   v icv;   ul   Luc   Jlai i st i c i ün. "     iurtlier, 

uiyen   Nut u re ' t,   c li o t eg.   if   out   ociion   results   in   a   nuuericul 

value   oi   10,    say,   und   unuihei   uciion   re^ulli   in   a   uuuerical 

value   of   20,    then   the   coiablned   "action"   of   flipping   a   fair 

coin,    so   that   on   heads   the   first   action   is   Laken,    and  on   tails 

the   second   action   is   token,   lias   the   nubericol   vulue   of   iht 

ari t liact ical   average   'j  \   10 ■«■   'j  x   20 ~   15.      In  most   eleiuentary 

presentations   of   tlie   theory   of   panics,   the   nuueiicdl   value   is 

usually   assumed   to   be   the  monetary   consequence   or   payoff   of   tnc 

situation.      tiucli   aa   additional   assUL;:uioii uay   or  ua}   not   be 

tenable   in   a   particular   cait;   but   in   jay  event,   decision   theory 

asstiUies   Hut   some   nuuerical   indicator  oi   preference   for  various 

situation*   i.»   available,    and   IN at   it   li   ueamnyful   to   lake 

probability   averages   of   t.iese   nuajoe.s   in  evalaatiny   tne   rela- 

tive  uerit   of   different   coabinations   of  uncertain   outcomes. 

For   expos 11 .o.i J 1    . ;iuKlicity   aisaae   tiial   Nature   ana   the 

Statistician   have   o   f.r.ite    »uuDe»"   uf   s:..iple   alternatives'; 

Nature's   cuoico»   are   '»,,   No,    •..,    «j,   ...   nnd   ine   Statistician's 

actions   arc   a,,   a-.«    >••!   u < i    •••    •     ^he   Statistician's   nuuerical 

indicator   of   the   outcome   of   Nature's   seiectiny   N.   and   his   takiny 

action   o,   is   denoted   os   utNj,   a«)    .     The  entire   set   of  conse- 

quences   can   be   displayed   in  matrix   form.   Exhibit   1. 

"In   the   technical   literature   the  numerical   indicator   is 
called   »he   Statistician'--   ntUltv   function. 
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Suppose   that   the   Statistician   has   the  opportunity   of  per- 

forming   a   slnyle   costless  experiitnt.     The  experiaent  nay   be 

con plicated   and  nay   offer  a  variety   of   bits   of   inforaation,   but 

assume   that   the   outcome  of   the   experiaent   can   be   suamari/ed   by 

a   MvectorN   syabol   z^,   and   that   there   are  only   a   finite   number 

of   z..     For  example,   one  experiaent   mi^ht   be   a   yes-no   question- 

naire;    in   this   event   z^   would   be   a   ^vector*   of   information 

yielding   the   number   of  yes   answers   to   the   first   question,   to 

the   second  question,   ...,   to   the   n-th   question. 

By   assumption,   the   data   z.    are   related   to   N   .     More 

precisely,   suppose   that,   given   any   N     ,   the   probability  of 

observiny   z^   is   known,   which   is   denoted  as   the   "conditional" 

probability   p(   s.fiV.   ).     Once   again   the   conditional   probabil- 

ities   can   be   arrayed   by  means   of   a   table,   Exhibit   II.     Each   row 

in   the  matrix   indicates   the   conditional   probability   of   observ- 

ing   every   z.    yiven   that   N.    i?   the   true   state   of   nature. 

Next   we   define   the   notion   ol   a   simple   strategy   for   the 

Statistician.      Ker,all   that   the   Statistician   may   observe   any 

z     and   accordingly   take   an>   action   a,.     Conceptunll)   all 

possible   simple   strategies   available   can   be   formulated   by 

listing   all   combinations   oi'   actions   associated   with   observa- 

tions,   Evhibit   3.      Each   row   in   the   matrix   Is   a   simple   strategy, 

which   specifies   the   action   to   be   taken   If   a   z^   IF   observed. 

Al   oyether   the   number  of   simple   strategies   are: 

(number   of   actions) 
number   of  possible   observations 
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For eximple, if there nre two ictions •nd five possible obtervt- 

5 
tions, tlicn there are 2  = 32 siuple strategies. 

From Exhibits 2 and 3 we are able to construct a matrix 

Tor each strategy shl which yields the probability pCa.jN., s.) 

of taking a particular action a , given Nature's N and 

strategy s^. Exhibit 4. 

Finally Exhibits 4 and 1 are combined to produce a table 

showing the expected or average numerical values for each pair 

of strategies.  Since for a particular strategy Exhibit 4 

gives the probability of taking an action for each state of 

nature, and since Exhibit I contains the numerical consequences 

associated with each tction and state of nature, we average the 

numerical outcomes and enter them in Exhibit 5 is U(N., s. ) a 

2 p(ajJNj, sh) uCNj, aj ). 

Exhibit 5 completely embodies the problem as defined.  It 

shows all the simpl? strategies open to the Statistician and to 

Nature.  In addition to tiiese simple strategies, each player 

can also elect lu "randomize* between the simple strategies, 

i.e., to select each simple strategy according to a certain 

probabi1ity. 

It is now appropriate to discuss the difficult topic of 

wiiat is a good strategy for tiie Statistician.  It should be 

stated at the outset that this is a debatable subject, and 

various alternative suggestions have been put forth.  Only a 

few of them will be briefly explained; Blackwell and Girshick, 

and Savage contain more complete treatments.   One proposal. 
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based on a "play safe" notion, is to ignore the data and pick 

a "1ainimax• action \fhich protects o~ainst the worst possible 

selection !l! 111 lq Nature. Usin~; cit!1er Exhibit 1 o1· t hose 

stratevies in Exhi!Jit S 11hich iunore ~k (i.e., picl' the same 

aJ for all zic ), deterwine the \'lorst rltu.erical f)Utcorne that may 

a r i s e w 1 t h t b e s e 1 c c t i o 11 o f o n a J ; t i1 e n c Ia o o s e t h a t p a r t i c u 1 a r 

aJ wblc~ assures the !Jest out of the "1·1orst" valu·es prcvieusly 

found. 

,\n extension of t ~1e above procedure is to use ill the 

strate\lies in Exhibit S , and to select the "llliniaaax" from these 

strate~les, uow specifically allowing p robability mixtures or 

raudomization between strate~iol, if desira!Jlo. The numerical 

~· alwe associated dth such a \jencralized;winh11X strateyy is 

usually an averatJe val ue ,_, f the U(Ni, s 11 ) co•pcnents in 

Exhibit J' \'lhich ln turn are avct:-JI]C S derivod fro1:1 Exhibits 1 

and .J. 

I! t he Statisti c ia n 11As s or:1 e A pti o ri inforcantion (say, 

from past relev a nt exp • · en c ~ a. d data) that Nature selects 

~i with pro bability w1 , 1.ht n t he s 11 such that~ w1 U(N 1 , sh) 

is maximi~ed defines an o ptimal selection, whic h is called 1 

Btyes strtteijy. Even if a p riori pr babilities about Nature 

are not kno1·1n, it is clear t hat t he St8tistician should con-

sider only strttewies which are at least optimal for ~ome set 

3see the Biblio~raphy. 
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of a priori prubabi1tties.  This class of strateyiei, which 

here will be called the adnissiMe ftrateyies,4 is usually 

considerably narrower tiian all the sinple and aixed strategies 

implied by Exhibit fi.  Interestingly enough, for each possible 

set of a priori probabilities over the N^ , there is at least 

one s i mi' I e strategy Sj, which is optimal for the Statistician. 

In special cases it is possible by appealing to "likelihood 

ratio" manipulations to determine ail the admissible strate- 

gies rather easily without the eomplit« enumeration of 

Exhibits '6   and 5. 

Ihe general framework of a statistical game may now be 

summarized:  The Statistician and Nature are the two players, 

each with certain possible strategies or actions; there is a 

determinate economic evaluation for the Statistician depending 

on the outcome of both players' selection of strategies; it is 

possible for the Statistician to perlorm experiments and 

observe information \>     tairwng to Nature7» choice of a 

strategy; out ol ail possiule strategies for the Statistician, 

at ten» ion is conlinea to the class ol admissible strategies, 

i*., a straieg) which is üayes for at least some a priori 

Drobahi 111 ies tor Natuie.  it can Le S'IOWP that one such 

^In mathematical statistics there is a line distinction 
between the classes ol «dmissiLie »t^ateyiea and uf Layei 
strategies; further, in special ^ames no admissible strategies 
■ if tflit;  But we shaii not be cuucernt-d i*ith such lechnical 
ma ' » ers in t !i i s pape r , 
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ad•iasible atrateijy ia that associated with the •ini••x averaye 

nu•erical evaluation, and which aay be a good strateg1 if the 

Statistician baa A£ • priori lnfor•ation about Nature. In the 

aext section we introduce the cost of sa•pling, which pre­

vioaalJ we have ignored. 

A CLOSER LOOI !I THE DATA PROCE§SING OPERATJO~ 

The effects of experl•entatlon will now be •ore carefully 

exa•lned to de•onatrate an efficient •ethod of extraetin~ 

infor•atioa out of the sa•ple data end to deli .neate the 

econo•ie consequences of obtaininu different a•ounts of costl1 

lnfor••Uon. 

Although tbe conceptual fra•ework advanced above is 

c •plete, the extent of enu•erat1on of si•ple strategies 

oeeded to acco•plisb the analysis, even ior ordinary sized 

proble•s, •ay be overwhel•ing if so•e shortcuts are not 

ayailable; !urtberaore, muc h of t,e effort expended in the 

exhaustive approach ts n sLrtte~ies wbic~ turn out to be 

i n 1 d• l sst b l e • F o r t u n a t e l y pro b a b d it y t he o r y per • it s c e r t a i n 

i•por,ant si•pllf1cati ons in tbe procedures previously out-

lined. 

In the case where no experiaental data e~ist but a priori 

probabilities fur N1 are available, it h1s been stated that 

with Exhibit 1 the prob1b1lity 1vera~es over the different 

a(N1, aJ) for each Ietson aj would b~ c1lculaLed, a~d the 

correct action would be tbe one yseldin~ th~ hi~h~st 1verage. 

If soae experi•entll d1ta zk do ex.st, the procedure outliucd 
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for Exhibit 5 aay be~uiwalently perforaed by uliny the experi­

aental data to tranafora the a priori probabilities into what 

are called a poateriorl probabilitiel; the latter probabilitiat 

are then applied to tbe entries in Exhibit 1 Just as the 

a priori probabilities would be applied ia the no expertaental 

dati case. 

Froa Exhibit 2 the conditional probability p(akiNi) of 

obaervlnw zk ~iven N1 is known, and w
1 

denotes the a priori 

probability of N
1 

• As defined by pro~abllity theory5 

p(zkiNi) = p(zk and Ni ) I wa • 
In other words, the conditional probability of zk, giwen 

Ni, is equal to the Joint probability or both ak and N1 

occurlnw diwided by the 1 priori probability of N1• Relrranu­

i n w t e ra s g he s 

The event of observinw zk is the •sMa• of the autually 

exclusive 1nd coapletely exhaustive events of obt1inin~ zk 

when N1 is the true st1te of n1ture, zk when N2 it the true 

at1te of n1ture, ••• , ak \vh e n Ni is the true 1t1te of n1ture, 

etc. In pro 1bilitt teras 

p(zk) :; p(zk and N1) + p(zk 1nd N2) + ••• + p(zk 1nd Ni) + ••• 

:; wlp(zkiNl) + ~2p(zkl~2) + ••• + wip(zkiNi) + ••• 

sw. J. Dixon and F. J. lauey, Jr., lntroductloa tp 
lcGraw-Hill, New fork, 1957, pp. 332-333; 

o , lc-Gr1w-
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Therefore the ebowe forau1es ere coabined to derive the 

• posteriori probeb111ty of Ni given Zk 

p(N11zk) = p(zk end Ni ) I p(ak)• by definition 

= •tp<ztiNt) I wlp(zkiNl) + w2p(zkiN2)• ••• +wip(zkt~ ••• 

= ., 
whlcb nuaer1ce11y is w1 trenaforaed to en • po1tertorl probe­

blllty by ••ltlplylng by en epproprlate !ector thet il 1 func­

tion of the ectuel obaerwed •t• It cen be prowed that the 

Beyea procedure 11 outlined with Exhibits 1-5 11 equiwelent to 

the procedure or applying the • posteriori probebllitles wi 

to Exhibit 1. It cen elso be shown thet if aucce1slwe expert-

•entl ere perfor•ed, e.~ •• if the inforaetion in the vector zk 

11 ectuelly gotten single experlaent by experl•••'• then the 

correct procedure il continuelly to •revlae• or to •updete• the 

• posteriori proba~lllties usin~ the inforaetion geined froa 

tbe new experlaeatel data. 

Ia t~e suggested procedure 1 shortcut? Becell in Exhibit 3 

It wea necessery to construct 1 coaplete listing of every 

possible stretegy; the nu•ber of such stretewies depended on 

the nuaber of~ po1sible ~k which could ue observed. The 

shortcut is thet 1 Beyes procedure need only cell for certein 

coaputetions utilizing en ectuelly observed zk; therefore in 

prectice it is not necessary to list ell streteyies tlklng 

into •ccount eny ewentuality, but rether to aake co•putetiona 

b1sed on the p•rtleul•r result of the eKperiaent. An1logous 

reesoning epplies to the resulti from 1 sequence of experiaents. 
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le finally coae to the important point of when costly 

experimentation or data processiny should cease and an action 

be taken. The case of a sequential saapllng procedure is 

discussed here; the simpler case ot a fixed saaple si~e plan 

Is exaaiaed in the following section. The aatheaatical condi­

tion for the correct stopping place in • sequential gaae is 

well defined. The analysis, which is closely related to 

Bellman's principle of optimality in dyuamic proQ~amminw, is 

as follows: If a decision is made at the end o! soae stage of 

experiaentation, the numerical value for the Bayes procedure 

is found iroa an avera~e of the a posteriori ·probabilities 

and the entries in Exhibit 1. If farther experiaentatlon is 

undertaken, the result will be • rando• variable, and new a 

polterlorl probabilities will be derived. After an additional 

observation is processed, a siailar calculation is once ayain 

••de whether further samplin~ should follow or an action be 

t aken. Because the outcuae of en additional observation is 1 

random variable, the decision of what to do next will also be 

random. The pr.vcess is repeated until further saapling is 

uneconoaical. 

Whenever inspection continues, tie cost of aakin~ each 

expert•ent, reckoned in uuaerical values consistent Mith those 

in Exhi.it 1, aust be sub,racted in order to arrJve at the net 

valuation ~i further experiaeatation. Usually aore lnforaation 

about Nature's stratewy will increase the expected Bayes 

average valuation. The question is whethar the lncreaent In 
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economic value or •ore data is offset by the cost of obtalnlav 

it. Since tae experl•ental results are rando• variables, It 

each stage of the aaalJi f s a co•plicated procedure is needed 

for co•p•t ~ ng avera~es reflectin~ t he valuation of some parti­

cular overall •••pllng strategy. The final decision about a 

new experi•ent rests on a comparison of the present a posteriori 

BeJel average value and the net expected value if anolher 

experi•ent is achieved~ .l.!J.! Statjlticitn .!£.U oot1•11lx 

thereafter. As Blackwell and Girshick have demonstrat~d, in 

certtin specltl cases (analowous to elementary cases in 

sequential analysis) the operating procedures for a "sequential 

statistical ~·•e• are fairly simple. In ~eneral, a computing 

procedure for solvin~ such probl ems is very com~ lex. 

ML.._IL.L_USTRAT ION • .If!. QUALITY CONTitJ,. 

An application in the area of quality control will serve 

to illustrate the deci !:: ion t henry technique. 6 S.all lots of a 

co•plex assembly item a r e t o be s ~bjec\e4 to an acceptance 

sa•pliny pr ocedur e . It i s kno wn f r om experience that t he 

number of de f e c t& pe r item occurs a cco rdin ~ to a Poisson 

probability di s tri b uti o n~ and for t he s a ke of simplicity, it 

is ;1 0stulated . ere t hat N~tture "pro4uces" lots after se l cct i n~ 

° For a cha~lenuin~ presentation of quality control applied 
to d~ta proces5in ~ proLlems of an accuuntinij nature, see 
L. L. Vance and J. Neter, Stttiatical Sa•plinu for Audltora 
and Accountants, Wiley, Nf' h' Yor k, }') ;, () . 
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a Poisson distribution with an average of either 10 or 20 

defects per 100 items. 7 In the former case, the lots are 

acceptable, and in the latter case unacceptable. Exhibit 6 

contains the Statistician's pay ( f matrix. In this example, 

instead of representing losses as negative nuabers eaployed 

in a aaxiMiziny operation, they are treated as positive 

numbers, and strateutes which minimhe loss are to be inYestl-

~ated. It ts assuaed that these nonetary outcomes are ~ood 

approximations to the Sta t istician's •utilities.• 

The minimax strate~y Cor the Statistician, if he does no 

sa•plin9, is to select a1 with probability 1/3 aud a2 with 

probability 2/3. The expected value of the outcome, $6.~6, 

is t hen independent of ~ature's strate~y. I! the a priori 

probability w1 = 3/4 and H 2 = 1/4, then a1 is the optimal 

actio11, ~ ivinu an exp~cted value of $ ~.00. 

Alt ho ugh the si~e I) ( a saaple is 1 variable which should 

be su uj ect to economic a nalysis in a pr oposed statistical 

~ rocedure, assume tha t fo r various reasons only 2 items drawn 

rand omly out oi the lot ere to IJe inspected. The sample 

ob servations will be classified into three categories: 

z1 = 0 defects, z 2 = 1 defect, z3 = ~ or more defects (if two 

7 ~e utilize the distinction eaployed in quality contr•l 
of defect vs. defective. The lstter is dPfined In teras ot 
the particular nuaber of •llenble tlefe~ts . per ilea. 
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defects 1re found ln either or both ite~s, inspection ce1ses). 

The conditions! pro babilities for zk are show~ in Exhibit 7. 0 

T h ~re 1re 2 posri ble 1ctions and 3 poasible obse~vations; 

h•nce 23 = 8 •l•ple str1tegtes exist, Exhibit 0 . Stroteyy ~ 4 , 

for example, specifi~s selecting action a 1 if z
1 

occurs, 8nd 

a 2 otherwi se. If N1 is the true state of nature, then ~ 1 
o ccurs with prob1bility 

t1ken with probability 

, ) •) . \) "". 

. e ~. 

and consequontly 1ction 1 1 is 

Exhibit 9 gives the 1ction 

prob~bilities for each strateijy. 9 

Finally Exhibit 1 co• b ines the ~ reviou s uotrice s to ~ i ve 

t he ex pe c ted or aver1~c lo s ses for ea c h of the s trRteuics. A 

first ~ lAnce Pl Exhibit 10 does not reve1l nhich strlt cyits, 

if a ny , ere in5d~ ! ssible; a ~ rav hi cal autlysi s ~id s in the 

proee~$, flijure 1. Th e ex pe c ted lob s rs l! r e pl ot r. e.J as two 

coord i nat e point s ~ ill rc ferr nc e to &xes f o r N1 and N2 • The 

bottom Louudnr y , whic h is the l o west c o n\·ex-to-th c - o riijin 

bound 11r y de fin e d by s t r n t e \,jy points, h<~~ tl .e drlsn is s il> le 

~t r at e w i e~ AS ve r ti ce s : 1 ' S S .. 10 
:! ' <J • ~ u • 

Olf the nu11ber of defects in 100 items ha s a Poisson dis­
tribut i on wit h an ever•~ e ~ . t hen it is postul1ted that the 
nu• ber of def ec ts i n 2 item s is dtstr i buted as 1 Poisson with 
1n avera~e 2q/l OO. 

C)The ••thematicia n s tat,.s that ea c h strate~y defines a 
•mlppin y• fro11 t he sem pl r. sp ace to the action sp1ce. 

lO ~ n ~lternet i v e dell ne Ati ~ n nf Adm i~s ibl e str~teyies ••Y 
be f ound i n J. u. W1Jliams, The Compleat ~trtteijYSt, lcGraw­
Hill, 1CJ 5 4, pp. 71-7 2 . 
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The ainia1x str1teyy, found It the intersection of the 

bottoa bound1ry 1nd 1 •5• line through the origin, il to select 

a 4 with prob1bility .4& 1nd •a with prob1bility .54. Given 1 

priori prob1bllities, the corresponding B1yes str1tegy il found 

either by 1pplylng the prob1bilities to Exhibit 10, or by 

finding 1t which of the adaistible strategies it is posaible 

to construct a tlnQent line with slope -w 2/w 1• 

._nd w2 = 1/4, s 4 is the optia1l stratewy. 

If w :: 3/4 
1 

If 1 ainla1x procedure is to be eaployed, it has heen 

d1ta, the ainia1x expected loss becoaes So.26. Therefore, it 

does not ply to t1ke I saaple of 2 i teas unless the s1apling 

cost is less than $ • 40. 11 In the c1se of w
1 

2 3/4 1nd 

w2 = 1 I 4, without deta the expected loss is S5.00 • and with 

dati is $4.70. Henc~ ~ith this 1 priori inforaetioa it ~eys 

t o inspect two ite•s only if the cost of observation is less 

then $ .30. Such consideration! are It the heart of selecting 

8 sinyle ste~e sample size or 1 sequenti1l saapling procedure. 12 

11This stateMent •ust be qualified if there is soae v1lue 
in collectin~ data, say, for ••king R future estiaate of the 
1 priori probabilities. 

12As the reeder may verify, increasin~ the s1aple size h11 
the effect of loweriny the boundary line in Figure 1 tow1rd the 
ori~in. Bu t the meryinal value o f succeitive observations v1rie1 
with the for• of the pr oba bility distribution, the sample si~e, 
end the 1 priori p oba bilities. Hence dependln~ on the lfore­
aentioned considerations end d1ta procesain~ costs, it a1y, 
for exlmple, pay to t1ke two observ•tions where it would not 
b~ economi cal to take one. 
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The use of 1 posteriori probabilitie s t o arrive at a 

proc~dure identical to the admissi ble strate ~ y defin ed in 

Ex hibit 10 is illustrated with w1 = 3/4 and w2 = 1/4, for 

which s 4 is optl•al. 

If ~ 1 is observed 

Wl = 3/4 X , 02 = .79 , w;;! ::; . ~ 1 ; upon 8ppl y in~ 
3/4 X .3 2 + 1/4 X .b7 

~ ~ and w2 to Exhibit o, a 1 is found opti11al. 

If z 2 is observed 

: 3/4 X , }6 : 
Wl 3/ 4 X .16 + 1/4 X . 27 • 64• 

optlaal. 

If ZJ h observed 

•t • 3/ 4 X . J2 . so, 3/4 = 
X .0 2 + 1/4 X .06 

optl••l. 

w. = .36 , and R r, is 
4 

w2 = . :iO, and I '> i s 

SQ!IARY AND EVALUATION OF THE DECISION THEORY APPROACH 

As claiaed at the b ey innin~ of t he paper, t he statistical 

decision t heory approa c h to data ~ r ~ c e ss i nw seems to is ~ late 

the crucial poin t s of decision •a k in ~ pr ob lems. The outcome 

of the decision ma ker ' s act ion i1 R f ~ nc t io n of not o nly what 

he does but what t h ~ true stat e of natu r e is . In s p ite of the 

difficulty of qeasur ! ny econo•ic ~o nse quenc e s of different 

situations, i t seems necessary to assume some s o rt of economic 

evaluation in o rder t o a r riv~ at any semblance of rationality 

in 1 systematic ap p roa ch to decision makin~. The decision 

theory technique •automatically• wei ~ hs the different econo•ic 

considerations inYolved in takiny actions and ~at h erin~ infor-

••tlon. 
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In closin~, some of tlte serious dr1wb1cks which appear in 

the sugijested approach should be discussed. It 11 very iapor-

tant to re1li~e th1t the limitltions cited below m1y very well 

apply to~ systemotic method. Criticisms have been aede at 

several levels of analysts. One set of criticisms concerns 

(a) the possibility of scttln~ up • aeanin~ful yame in the 

first place, and (b) the feasibility of placing econoalc 

evaluations on different outcoaes. The latter Is partly 

answered b1 the reply that ~ statistical procedure h1s In 

it either an iaplicit or 1n explicit economic evaluation of 

outeoaes. It is more realistic (and courageous!) to aake such 

considerations explicit rsther than implicit. The for•er 

aq;ument, .for exa•ple, que5tions the notioaa and assu•ptlons 

involved in Exhibit 2. Whether the requisite probability 

infor•ation is 1v1ilable is 1 i1ctu1l ••tter to be deter•ined 

for v1rious situltions. When such infor•ation is lacking, one 

should i1111edhtely be on ijUird in jud~in<a~ 1ltern1tive approaches. 

A second level of difficulty is tile ••ount of •1the•1tical 

manipul1tion1 necessary to obtain 1n answer. This criticisa 

includes (a) the hiwh level of theoreticll •athe•atics dea~nded 

to 1naly~e a stetisticll waae, (b) as 1 consequence, the co•-

centrated effort needed to attain new theoretical antwere, and 

(c) the difficult co•putations required to solve a particular 

caae. Peraons f1111li1r with dyn1•ic prograa•in" will recognize 

th1t, 1lthouyh the litter technique is a very powerful conceptual 

•ode of •nalysia, even modern-d1y hi~h speed coaputers are not 
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econo•ically able to apply, to particular cates, so•e of the 

theoretical results ~hich have been found.l 3 Thus decision 

theory possibly aay be~ome a helpful way of takin~ a first 

look at a proble• or checking an approxi•ate solution. 

A third level of difficulty pertain• to the selection of 

a ~ood strategy. Often a priori probabilities of Ni are not 

~nown, and correspondingly a Bayes solution is not defined. 

One answer ~iven to this criticis• is that sufficient experi-

•entation will result in a posteriori infor•ation "swa•pin~" 

the a priori assu•ptions. Such an answer is hardly a convincing 

defense of the approach. Statisticians, •uch like econo•ists 

writing in the area of "new welfare econo•ics," 14 have often 

contented the•selves with •erely characterizing the clats of 

ad•isstble strategies, with the wttw that this is the class 

containing all rational Jtrategies. But the practicing 

statistician will undoubtedly want so•e further help on 

cboosinv one strategy out of this class, and so•e indi cation 

o! how his present operatin~ procedures co•pare with those 

suwyeated by the decision theori~ts. 

13 
S. E. Dreyfus, "Co11putattonal Aspects of Dynami c 

Pro\lra••iny," Operations Research (5), June, 19 57, 409-416. 

14For an eleaentary presentation, see F. I. Bator, "The 
Siapl~ Analyties of Welfere lexi•ization," American EconO!ic 
Review, larch, 1957, pp. 22- 59 . 
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In conclusion, the decision theory 1ppro1ch present& 1 

challen~in~ 1nd comprehensive way of lookin~ at dati processing 

probleMs. Surely any alternative approach should be ~equired 

to answer the questions posed by decision theory. It re•ains 

to Le seen whether decision theory ~as posed all of tbe 

essential questions, and further•ore whether it will be 1ble 

to answer those queries which already have been for•ulated. 
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Exhibit 1 The Sta t iltician's Economic Evaluation of Pos1ible Actioaa 
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Exhibit 2 Conditi onal Probabilities p(zkiNt) 
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STATISTICAL DECISION THEOIY AS A GOlDE TO INFORMATION PIOCISSING 
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Exhibit 7 Conditional Probabilities 
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STATISTICAL DECISION THEORY AS A GUIDE TO INFORMATION PROCESSING 
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STATIST I CAL DE<; IS ION THEOitY AS A GUIDE TO INFORJIATION PROCESS I!§. 
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STATISTICAL DECISION THEORY AS A GUIDE TO INfORIATION P8QCISSlftG 
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