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UDK 531.55
APPROXIMATE CALCULATION OF TRAJECTORY FOR ENTRY INTO ATMOSPHERE
V.A. Yaroshevskly
I

The introduction of certaln assumptions characteristic of the bas-
ic segment of an atmosphere-entry trajectory makes it possible to re-
duce the equations of motion to a nonlinear second-order equation. By
means of this equation it becomes possible to derive approximate analyt-
ical solutions for the flight trajectory and it also becomes possible
to analyze the influence of the entry conditions and of the aerodynamic
quantities on the most important parameters which are of practical in-
terest, l.e., maximum G-forces, maximum heat flow, etc.

INTRODUCTION

In the literature devoted to problems of returning an artificial
satellite, the atmosphere-entry trajectory 1s frequently divided into
three characteristic segments [1].

The first segment, known as the transitional segment, encompasses
that part of the trajectory from the descent of the satellite from its
initial orbit to entry into the dense layers of the atmosphere. The aer-
odynamic forces exerted along this segment are not excessively great in
comparison with gravitational forces, and they may be regarded as per-
turbing in nature.

The second basi. segment 1s the most difficult in the sense of aer-
odynamic load and intensity of heat transfer. It is a characteristic of
this segment that the aerodynamic resistance along it considerably ex-

=
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ceeds the projection of the forces of gravity to the velocity-direction
line,

The third and final segment is characterized by a rapid growth of
the negative angle of trajectory inclination, and here the force of re-
sistance tends to balance the projection of the forces of attraction
onto the velocity-direction line.

Occasionally yet another segment — a segment intermediate between
the transitional and basic segments - 1s introduced. In many cases,
when the angle of trajectory inclination upon entry into the atmosphere
1s not excessively small, this segment 1s not too great in extent and
plays no significant role.

Naturally, of greatest interest 1s the investigation of the main
[basic]) trajectory segment, since it 1s precisely here that the accel-
eration and heat flow attain thelr maximum values,

In the majority of initial works devoted to an examination of the
atmosphere-entry trajectory it was assumed that the angle of trajectory
inclination to the local horizon was constant, i.e., a trajectory of
spiral shape was assumed. The case €y = const was considered by Allen
and Eggers [2]; the case c,=A+ f/1* was investigated by Kaepeller and
Kuebler (3); the case ¢ ~ ¥~ was considered by V.Ya. Neyland.

The attempt to refine this solution by introducing the assumption
of a constant vertical velocity was made in Reference [4]. The atmos-
phere-entry trajectories for a flying craft exhibiting lift were consi-
dered in References [5, 6].

The main segment of the atmosphere-entry trajectory, with consid-
eration of a change in the angle of trajectory inclination, was examin-
ed in References [7-9], as well as independently in a study by the
author of the present article, accomplished during the first half of

1959, and providing the basis for the present article.
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In these works the problem i1s reduced to the solution of a non-
linear second-order differential equation. An outstanding feature of
the present article i1s the construction of approximate analytical solu-
tions for such an equation, reduced to a simpler fomm.

The analytical solutions exhibit a lower accuracy than the numeri-
cal solutions of the initial equation of motion, but they are neverthe-
less useful for a number of reasons. They make it possible to ascertain
the batic factors affecting the nature of the entry trajectory, they
clearly define the structures of various types of trajectories, and
they make it possible rapidly to carry out a comparative analysis of
aerodynamic loads and thermal regimes. Finally, the reduction of the
equations of motion to simplest form facllitates the solution of the
variation problem associated with the entry of spacecraft into the at-
mosphere.

No attempt 1s made in this article to present systematic data re-
garding atmosphere-entry trajectories, since such data can be found in

the well-known works of Chapman [8, 10, 11].

Nomenclature
\' velocity, m/sec,
H height, m,
L range, m,
6 local angle of trajectory inclination, rad,
t time, sec,
R radius of planet (Earth), m,
£ acceleration of the force of gravity, m/bece,
dy /dz = —YRA 0, ¢, = —YR% Opan,

P density, kg-secQ/mu,
A exponent in density formula, 1/m,
qmpV3/2— ram pressure, kg/me,

-3 -
FTD-TT-64-892/1+2



(¢ weight of spacecraft, kg,

m mass of spacecraft, kg-aece/m,

S characteristic area of spacecraft, ma,
r radius of nose of body, m,

Cx resistance coefficient,

cy 11ft coefficient,

o =c.S/G ballistic parameter, me/kg,
g == 0xg longitudinal acceleration,

T temperature, deg. K,

Qe 1.’ . ¢t. specific heat flows in presence of laminar or
[turbulent] boundary layer, kcal/mg-sec,

Q total quantity of heat per unit surface, kcal/me,

cxS n

V=—__— -"p— in case Co = const,

z=InVp/V— 1n case Cy = const,

dy | dz = —YRA 0, ¢, = — Y1\ Opav,
- V|V
Subscripts
Kp = kr = krugovaya skorost' = angular veloclity
Hay = nach = nachal'noye znacheniye = initial value
Kele 8nd K.T. = k.1. and k.t. = konvektivnyy laminarnyy and tur-
bulentnyy = convective heat flow in presence of
laminar or turbulent boundary layer, respectively
pan = rad = radiatsionny teplovoy potok = radiation heat flow
0 = planetary surface.
The prime denotes differentiation with respect to Xx.
I. DERIVATION OF APPROXIMATE EQUATIONS OF MOTION

1. Statement of Problem

To reduce the equation of motion for a spacecraft along the mairn

- 4 -



segment of the atmosphere-entry trajectory to its simplest form, we
propose that:

a) the planet exhibit an ideal spherical shape, and that the field
of gravitation be central,

b) the equatorial velocity of planetary rotation and that of its
ambient atmosphere be small in comparison with the velocity of space-
craft motion,

c) the altitude at which the main segment of the atmosphere-entry
trajectory begins be small in comparison with the planetary radius,

l.e., n<n.
Hence it follows that

2
6"'6’0(”_*_”) = go = const,

R + Hl =~ R = const,
Vip = V(I + I1)g = YRgy = const.

d) the temperature of the atmosphere be constant, from which it
follows that the exponential relationship between density and altitude
is as follows:

p = poc™, (1.1)

If the aerodynamic'coefficients are functions of the Mach number,
it may be held that they are functions only of velocity, since the
speed of sound, proportional to the root of the temperature should be
regarded as constant. _

e) the angle of trajectory inclination 6 1s small, |0] <1, so that
sin 6 = 6 and cos 6 = 1,

f) for the main segment of the atmosphere-entry trajectory the fol-
lowing inequality be characteristic:

l0| <n:.

g) on examination of the entry of the spacecraft into the atmos-

-5-




phere from a virtually circular orbit the following limit initial con-

ditions are assumed:

puan =0, Vi = Vi

Assumption d for the atmosphere of the earth is not sufficliently
valid, since even in the range of altitudes from 20 to 80 km the temp-
erature values vary within limits of +20%. As will be shown below, the
introduction of this assumption may, in individual cases, introduce an
error of the order of i?O% in the determination of the maximum acceler-
ation; however, this error may be corrected.

Assumption e 1s valld because workable values of maximum accel-
eration are obtained only for trajectories with small angles of inclina-
tion,

The inequality in f 1s characteristic of the main segment of the
atmosphere-entry trajectory. This inequality is equivalent to the as-
sumption pertaining to the relative smallness of the influence exerted
by gravitational forces on a change in velocity. In a number of cases
the violation of the inequality in f leads to no noticeable error be-
cause even in the absence of aerodynamic forcds a change 1n veloclty 1is

assoclated with a change in altitude by the equality

AV gAll

| 4 v

Hence it follows that with valu«s of V of the order of the circu-
lar velocity and with AH of the order of several tens of kilometers vel-
ocity changes only by an order of magnitude of one per cent.

Assumption g 1s valid because the density p along the main segment
of the trajectory, where the maximum acceleration and heat-flow values
are attained, considerably exceeds the density at the beginning of the

main segment. This assumption contradicts assumption f and for this

=0
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reason, strictly speaking, the solution for the initial segment of the
trajectory 1is not valid; however, the true solution, as a rule, very
rapidly approaches the solution with the 1limit initial condition Pnach™
= o.

2. Evaluation of Certain Assumptions on the Example of a Spiral Trajec-
tory

Let us cxamine a spiral trajectory 6 = const for Cy = const, g =

~ const, holding that p = pe*", Iy = {/ige. Then the equation of motion 1s

reduced to the form

dz | dH = aze* — g, (2.1)

where

cxSpo

‘/1
'E'v

Having integrated this equation, we obtain

i
2 - E‘:’c‘('& tuan) 4 g e-‘ S endn ’ (2‘2)
J ’. n

buas

where

a a
e -t . e-)'"’ E"“ == ’.A e-m.l..
’

Let us present this expression in the form
s =2z, + 0z,
where
zo= (Rgl2)et (2.3)
is the solution of Eq. (2.1), derived by neglecting the term g for the

limit initial conditilon p = 0, and 6z is a small correction which

nach

for small € can be presented in the form

nach
62 = Luanz. (R) — (1.32"}"“;/&101)8/;'8 (2.“)
(the second term in (2.4) 1s derived through the asymptotic expansion

of the integral exponential function),
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If we maintain that z = z,, the acceleratlion A:== (|sin8|RA/2)ted

attains its maximum € = 1

| 8in 0] L2

[ ]
Bxmex = —
e

z170|sin0|

(for the earth).
It 1s not difficult to prove that the refined maximum acceleration

1s attained at t=14+0(e) and 15 equal to

Nxmax = N5 umax [1 + ¢ + 0(e?)],

whepe

e==0z(1) /z2.(1).

Hence we obtain that

Ons max ~ 1.32/_;_-_"*' o = 1, p(”ua‘l) (2.5)

n;mu = It p(l.) '
where H, 1s defined from the condition §=rc.Sp(#.)/im|sin0| =14. If, for ex-
ample, Hnach = 100 km, and H, = 50 km, O&n¢max/n'emin =001, 1.e., the error
is small.

Let us examine what crror will be Introduced into the definition

of by the assumption of an isothermal atmosphere, neglectling the

nx max

term g in (2.1), holding c, = cx(V).

Let us write the equatlion of motlion

dV e (V)ViSp(dl)

Vai T 2m |sin0| (2.€)
the eauation of hydrostaticc

dp |dll = —p(ll)g (2.7)
and the equation of the state of the gas

p(ll) = p()RT (1), (2.8)

where Rg is the gas constant.

From (2.6) and (2.7) we obtaln that for small Bhach

- 8 -



E s e

v H
av S Sp
S‘Vc.(V) = 2G|sin0|,S spdil 2C [#in 0]

Vae ]

Hence
V={(p).
The expressions for accelerations and heat flows received by the
craft are approximately proportional to

A A

L} - L,
pta(V) (n,r, Ty " T

Let us hold that T changes slowly as a function of altitude. In
this case we can write: T = T(egH), where ¢ 1s a small parameter.

Let the function bh(p) =5(y) attain its maximum H = H,; b(H#.) = bmas.

It is then easy to prove that p*a(V) =0b{ll)/T*(ef)attains its maximum H

H, + O(e) and that
[P“a“') ]mu = hmax [ T*(eHl.) + O(e?). (2 . 10)

Thus we derive a simple rule for the refinement of the maximum
acceleration and heat-flow valuec obtained on the assumption of an 1iso-
thermal atmosphere, A certaln mean value of the temperature TSr ~ 240°K
corresponds to the "average'" value of ATo= 1/7000 m'l. Let us calculate

the maximum magnitude of pka(V) for T_, = const

bmll
[p*a(V)uax = - A.

p

X The refined

value of the maximum magnitude of pka(V) with an accuracy to 0(52) is

Let us define the value of H,, corresponding to bma

equal to

Tep
[p~a(v)1....,-A[_T(”’.)]. (2.11)

For example, the value of the maximum acceleration with & = const,

-9 -



con= const 1is equal to
T
Nemaz = 170 I sin0 I 7;7,5;—5 .

where H, is defined from the relationship

_eSell) (2.12)
mhcp | sin 0 |
Hence we can derive Ny max 25 @ function of H,, 1.e.,, 1n final an-

alysis as a function of Oy» since the altitude H, 1s a functlon of the
magnitude Ox®

Since the temperature exhibits a maximum value at H = 50 km, the
function n:ma(0x) exhibits a minimum., Trh.3 the assumption of an isother-
mal atmosphere leads to marked errcrs 1in the determination of the maxi-
mum accelerations and heat flows; however, the result can be corrected,
as was indicated earlier. The refinement of the result can be achleved

-1
)

by using the values of A, that are not equal to A = (1/7000) m but

rather to the range of altitudes H ~ H, of interest to us

he = — LA yan (11.).

3. Derivation of Equation of Motlon

If we adopt only assumptlon. &) and b), the equatlions of motlon are

written as follows:

2
v _ _aOSeUDVE L inysino, (3.1)
dt 2m
do ¢, (M)Sp(H)V? T (3.2)

The kinematic relationships have the following form:

dil | dt = V sin 0, (3.3)
dL/dt = VR cos0/ (R+ H). (3.4)

Introducing additionally assumptions c¢), d), e), and f), let us
- 10 -



rewrite the system of equations in the following form:

:
il av - _c.(V)S
i
)

& (D3 popre-a, (3.5)
172
V_:_;O_ Cv;:)spovu-m_g.*._ﬁ. (3.6)
! dll | dt = V', (3.7)
dl, | dt = V. (3.8)

Excluding time, we will obtain

ai _ 0
av cxdpe Ve-iH .
2m
1
d TR
0 cy It
dv Cx C’S‘B V1g-hH
2m

Let us represent Cy and cy in the form of a function of V:

ez =¢s(P), ¢y =c(V).

Let us Introduce the denendent variable y and the independent vari-

able x
_awmsyn
y_—zm leo (309)
3 cx(1)av
I=—-S(—\(P)—ﬁ‘. (3.10)

Effecting the substitution of the variables and excluding 6, we

will obtaln one second-order equation

1

——1
@y _ e all@)l | P (3.11)
—d;z- Vll‘l- C,(l) + v .

The remaining trajectory parameters are defined from the following

relationships:
SR R dy (3.12)
Yith dz’
e )’l‘-iy ex[V(2)) P:(z) (3.13)

c,(f)—

- 11 =



m = yiiy L5 ) (3.14)

f % dr
tm === ) — - .1
YA S yP(z) (3.15)
S T .16
YRS (3.16)

It follows from Relationship (3.12) that the straight-line segments
of function y(x) correspond to segments of the trajectory for 6 = const.

A simpler and mcre interesting case from the standpoint of prac-
tice 1s the one 1in whi:ch Co= const, cy = const, slnce along the main
segment of the atmosphere-entry trajectory tre M(ach) numbers are great
and the aerodynamic characteristics of configurations not exceedingly
fine are virtually independent of M(ach) number.

The equation of motion in this case is written in the following

form:

(3.17)

Here

z=1In Vlcp/ V.

In the case of descent to the earth 1t may be held that

Ax (1/7000) a~', y = 1,00-10%a,p,

VA= 30, 1/ yeh = 265 sec,
Vt/h=212km, V.p= 7850 m/sec.

Let us note that Eq. (3.11) can be made somewhat more complex 1in
order to take into conslderation the nonisothermal nature of the atmos-
phere which, as was shown above, exerts the greatecst 1nfluence on the
accuracy of the results, Thus, for the case Cy = const thils equation

assumes the followling form:

&p ¢, €5—1
T .18
drd & p(p) (3 )

el s



A

b B

where

S . SR Rg
P==gh P=om PP RTG)
Ve dp
z-ln—i,—. d—I 0.

To carry out a comparative evaluation of the thermal regimes along
the various atmosphere-entry trajectories, simple approximation formu-
las for the convectlive heat fluxes recelved by the nose of the space-
craft are cmployed, and in thils connection 1t 1s held that the nose is
spherical in shape.

As a rule, along the maln segment of the trajectory it may be held
that a flow ol a continuous medium is attained.

In the case in which the boundary layer 1s laminar, the heat flow
attalns its maximum value at the critical [stagnation] point (the fore-
most polnt on the sphere). In the case of large M(ach) numbers, the mag-
nitude of the convection heat flow at the critical [stagnation] point
for an isothermal atmosphere may be expressed by the [following] formu-
la for

Q. 2 = Cp®*Vir-03,
where 34 <1< 325 ([12]—[15])).

For a comparative analysis the present article uses the formula
from [14], which apparently gives a certain exaggerated value for the

heat flow upon entry into the earth's atmosphere

gun = 88105 P (7=)" koa1/(n*/sec), (3.19)

vhere it is assumed that Vip = 7850 m/sec. In the denotations of the
- 13 -



present article for Cx = const this formula 1is written as follows:

tnn = L keal/(n°/sec). (3.20)

If a turbulent boundary layer is achieved (which 1s less likely),
the convective heat flux attains 1its maximum value in the section in
which passage through the sonic line occurs.,

With analogous assumptions the expresslon for the heat flow 1sg

defined by the formula
G v == Cp‘-' Viro3,

where 3,19 < I 3,48 ([16, 17)).

In the present article use is made of the formula [16]

319 2
) kcal/m sec (3.21)

Guv. = 1,6+ 108 ﬁ},—(

or

25108¢-3.19x
'In. T AL
04\0,!\,0,2

k:al/mesec. (3.22)

The radiatlion heat flow from the alr heated behind the compression

shock 1s defined by the following formula ([18])

Tpaz. . = C[)" Vir,

where (5 < k18, 10120
The role of this type of heat transfer in the case of entry Into

the atmosphere at circular velocity for spacecraft of dimensions that

are not too large 1s not great.

The radiation heat flow from the spacecraft 1s defined by the for-
mula
Graa = €0 kcal/m2sec, (3.23)
where g¢ 1s the emissivity, o 1s the Stefan-Boltzmann constant, and Tw

is the wall temperature,

= 14 -



If 1t is maintained that a quasisteady thermal regime is achieved
during the course of the flight, the equilibrium wall temperature 1is
determined from the relationship

Ty = (qu/e0a)', (3.24)

The maximum equilibrium temperature which is defined by the value
of the maximum convection heat flow 1s one of the criteria defining
the thermal regime.

Another simple criterion is the value of the total heat flow re-

celved per unit of spacecraft surface durlng the descent
Q= S qgudt.

Having made use of Formulas (4.3) [sic]) and (4.6) [sic], it is not

difficult to see that with cx = const in the case of a descent to the

jearth
2250 * e"”'d:
Qun = ooz ) kcal/m?, (3.25)
03 X e-219%xdr
“r. ’o%o,s = kcal/m°, (3.26)

II. BALLISTIC TRAJECTORIES

4. A Ballistic Trajectory with An Initial Angle of Inclination Equal to
Zero

In the case ¢, =0, cx = const the equation of motion assumes a very

simple form
&yl drt = (exx — 1) |y (4.1)

Let us conslder the trajectory for the descent of a satellite into
the atmosphere from an orbit decaylng under the action of resistance

forces. In this case the initial conditions take the following form
 §
({7, 19]):

yo(0) =0, yo'(0) = 0.
In the vicinity x = O Eq. (4.1) changes into the equation yy" = 2x,

- 15 -



having the solution y == Y8/ which satisfies the given initial condi-
tions. Proceeding from this, let us seek a solution of the form
Yo = V832N (1 + aiz + wps? + ..). (4.2)
Expanding the right-hand part of the equation in series and equa-
ting identical powers of X, let us define the coefficients ai in succes-

sion by the recursion formula

2 1,§(£ +1)(2m + 3)
—_ -2 (2m M+ 3) Glbr-in
(k+ 1)1 3.~

Gy ™= —
2 + 1) (2k + 3
4 BEFNEELS (4.3)
w=1, a="'% ar="]2,
as < 0,“)99.

a, = 0,0021 etc.

Using this recursion formula, it 1s possible to prove by induction
that

lan] <1/ (n 4 1)2(1,5)",

i.e., the radius of series convergence is no less than 1.5,

This evaluation 1s enough to permit utilization of Solution (4.2)
for the determination of the maximum accelerations and heat flows over
the main segment of the atmosphere-entry trajectory.

With x < 1 we can 1imit ourselves to three terms (with an error of
less than 1%):

yo = Y832 (1 4 2 /6 + 22/ 24).

Hence we can determine the maximum value of the acceleration, dif-

ferentiating the expression

-—- h s
e = T 1+ 5+ ) o
with respect to x and solving the equation

48 4+ 923 + 76z — 72 = 0.

- 16 -



From this we find that
gl =083 orV|  =0434Vsg,

”I - 1045' Nz max = 0.277'”_’:

For the earth (YRA = 30) it may be held that

_ 1,39- 10

Bemag = 8,33, ¢ I oo =
- x

The maximum values of the heat flows as well as the values of the

velocity at which these are attained can be determined in analogous

fashion:

z l = (),2370r v l = 0,789V,

4.2 max

. 17
= 0197, g amex = T3 4 keal/mSsec,

v I'u. A. max

-04 OTV! = 0,670 Vip,

£ I'u. 7. max 19%. 7. ma

3,65

= (),444, ‘Iu.'r.mu"r“ m kcal/m sec

y)'n. 7. max

5. Evaluation of Solution and Limits of Its Applicability

Let us investigate the behavior of the trajectory yo(x). Let us

write the equation for y - Yo = Ay

Ay Ay(e*—-1)
= (. .1
iz " olye + By) (5.1)

With small z>0, yo = ¥8/3 21, ¢**—1 ~ 2z. Since the values of Yo here
are small, even small deviations Ay lead to a large relative error
Ay/yo. Having substituted the variables Ay/ys =3, £ = e, Wwe obtain the

equat ion

ds d. 3:(2+z)
F P il el e pre-

from whose structure it follcws that z 1s oscillatory 1in nature and de-
creases in amplitude, 1.e., the relative error Ay/yo diminishes.
If this relacive error becomes small, Eq. (5.1) becomes a linear

equation having solutions
SIS



R 1) —x Iy
gy~ e~5sin o, HB~E '60-‘"2‘-

or

- Inz
Ay, ~ Yniul—:l—;_-. Ays ~ Yzcos-v—i-.

With large x the lineari~ed equation for the variatlon Ay is writ-

ten in the following form

PAy  e*—1 (5.2)
v = (. *
s T

Having employed the familiar asymptotic method [20], we can write

the approximate solutions for Eq. (5.2) in the form

Ay ~ sinSw(z)dz.

Yo (z)

1
A e { d "
Ay o) cosSu(z) x

where

Yerr — 1

Yo

w(zr)=

Witn £> 1,5 the solution Yo becomes close to ex, and in thils case

w(z) =1, 1.e., the solutions y(x) close to e* execute slow undamped os-
cillations about Jaxes It 1s not difficult to see that over the entire
range of changes in x the variation Ay performs oscillations with non-
diminishing amplitudes; however, the ratio Ay/y ~ All always tends to ze-
ro. Therefore, the trajectories under conslderation are in a certaln
sense stable.

Let us examine in which range assumptions e) and f) are satisfled.

Let us accept condition |0|< 03 (sin6 = 0, cos 0 =~ 1), 85 the criterlon of
fulfillment for assumption e), and let condition |8] <O01n, serve as the
criterion of fulfillment for assumption f).

In accordance with the above we will hold that y=x y8/3z: for small

- 18 -



x and y = eX for large x. In this case 1t 1s not difficult to derive
that for small x

0 & —Y6z /YR, ne & YA ¥8/3 z',
while for a large Xx
0~ —ex/YIth, n, = YRke =
Consequently, condition e) 1s violated for a small velocity (x >

> 2.3, V<oO.1 Vkr)’ while condition f) 1is violated in the case of a
great velocity (x < 0.015, V > 0.985 Vkr) and at a low velocity (x >

> 2.3, V<O0.1 vkr)’ 1.e., the solution of Eq. (6.1) for initlal condi-
rions y(0) = y'(0) = O correctly reflects the motion of a spacecraft
over the maln segment of the atmosphere-entry trajectory at 0.985 V >

kr
>V >0.,1V

kr*

The attempt to seek the solution y 1in the case of a snall
nonzero value y(0) = o > 0 In the form of a power series with respect
to whole-number exponents X doec not result 1n success, slnce the radius
of convergence for such a serles 1s very small — of the order of 0243.
This 1s easily explalined by means of the following: 1f the solution is
extended Into the reglon of negative x, since y" < O when x < 0, y > O,
the colution y with even a small x* < O intersects the x-axis along
which y" = (e2x — 1)/y becomes infinity and, consequently, cannot be
represented at polnt x, by a converging serles in powers of x. Hence,
according to the Abel theorem, this solution cannot be represented by
such a series even for x = [x,| > 0. This Justifles the utilization of
the "1imit" solutlon (y(0) = 0) expressed by a series which 1is rapidly
convergent over a rather great range.

If the value of o 1s small, so that assumption f) 1is satisfiled,
the solutlon in the vicinity of x = 0 1s defined by the formula

y = cof(z/¢), where I‘O(i) serves as the solutlion of the equation

- 19 -



B dgt =2t/ (5.3)

under the initial conditions

(0) = 1,/(0) =0 (Fig. 1),

ri¢) _ 99

03

’ 3 we 0 Wy
Fig. 1
With §>17 (z>7a") the function f becomes close to y4/3¢s, l.e., the
solution y becomes close to yo and subsequently remains close to it,
since the amplitude of 4Ay/y, diminishes with increasing x.

With > 7 the solutlion Ay may be determined from the solution

for the equation in variations (5.2) for the initlal conditions

Ay(Tce”) = —041yo, Ay’ (7co’’) = 0.

Turning to the exprcoslons for range and time, it is not difficult
to prove that in the limit case with y(0O) = O and Xnach = O the inte-
grals (3.15) and (3.16) diverge, which 1s completely natural — in outer
space a space vehicle 1s in motion for an Indeterminately long period
of time. Therefore, 1in calculating range and time it is an absolute
necessity to take into consideration the initial value y(0) =¢ % 0. Hav-
ing represented the solution in the form

y = cof(x/co) for < Tey
V= yo(x) for x> Teg's
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2
we find that for small c0 and x > 7c0 /3

L'V"?’S.%"zl/%{ § C/(‘;—) 1‘,/. yo(z)}~
o\ ean co
~ V—g{ 252 ¢~ — 12,5 + ..S: y‘:(‘x) (5.4)

(for the sake of determinacy the lower limit has been set equal to 0.01,
since the solution yo(x) 15 valid for x > 0.015). An analogous formula

1s derived for the flight time

(5.5)

X x
s {2,52 et =125+ § = ¢z }
Yer on Vo(2)

6. Ballistic Trajectories with An Initial Angle of Inclination Not Equal
to Zero

Let us examine the solutlon of Eq. (4.1) having the initial condi-

tions

y(0) =0, ¥ (0) =c>0.

If y(0) = cy 15 a small quantity not equal to zero, in this case
concepts analogou: to the previouc are applicable and for this reason
thiis problem will not be consldered any further.

Lt us initlally consider the case of ¢y < 0.7. In this case 1t

turn;s out that x < 0.d¢ 2 the solutlon 1s presented in the form y =

1
P
cl“g(x/clg), where g(n) satisfies the equation

dg [ dn? = 2nlg (6.1)

under inltial conditlons: g(0) = 0, g'(0) = 1 (Fig. 1).

With x > O.‘%cl2 the solution 1s close to yo(x), and Ay = y - yo
will be the solutlon for the equation in variation in variations (5.2)
having the 1nitial conditlions Ay = 0.12 Yor ay' = O for x = 0.8012. On
the baslis of thils representation, considering the oscillatory nature
of the change Ay, 1t becomes clear that under certain conditions, when,
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in the vicinity of x = 0.835, ay < 0, the maximum acceleration turns
out to be even somewhat smaller than in the case cl = 0.

The calculation results show that such a reduction, although com-

pletely negligible, 1s attained at ¢, = 0.25.

Let us further consider the case of "large" ¢, > 1.2. The solution
for Eq. (4.1) will be sought in the form of the serilec:

(€.2)

Y=o + cax? + czr’ + o2t + o + .,
where the coefficients 02,c3, c, etc. are determined by meanc of the

recursion formula

m=—1{

2m—l
Hence
| / { |
i K “';rz)?cr-

~
e

1
Cg: ’.'|‘) !’?g-’
10 17 1-’.) i
Lk =

Cy* C|‘ C|“— 90;; )

c‘c(l-—-; 3
c,-(li—
We can show that the radliuc of the convergence of the seriez !:
approximately equal to O.6c12, i.¢., with ¢ > 1,2 the series converges
in the range in which the accclerations and hcat flows attaln thelr
maximum values, with the rate of convergence rising with increasing Cq-

In the determinatlion of the maximum magnitude of QU 1 the expan-

sion 1s also suitable for smaller cl(c1 ~ 0.9).

Since Cy = l/cl, with an lncrease 1in c1 the curvature of the tra-
Jectory diminishes and the trajectory approaches a spiral 6 = const,
considered in (2]. With c; >3 (for the earth Ienachl > 60) it may be
assumed with a suffliclent degree of accuracy that along the maln segment

y = ¢1x, l.e., with ¢, = 3 the error 1In the determination of the maxi-

mum acceleration amounts approximately to 6%.
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Fig. 5
As an example let us reproduce one of the conclusions in Reference
[2), substituting 6 by sin 6 (for large entry angles this difference
becomes significarn )
ny == YRAe-3y = YRAe-3c,z = N\ |sin 0| ze-2s,

Hence z|a, ,,,=050r Via, _ = 0,605V,,. "um"&lsinOIz
2e :
~ 170|sin@| ( for the earth),
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With 1.2 < ¢ < 3 1t 1s possible to find the maximum acceleration
and the convective heat flow, using the first termu of the expansion
in Xx.

The results of the calculation carried out on a computer for the
entire range of values of ¢, are presented In Figs. 2-6; the comparison
of these results with the analytical formulas (4.2) and (6.,2) 13 chown
in Fig. 2.

Using the 1lim!t solution y = c X in the vicinity of x ~ 0, we will
find that assumption f) is satisfied at x > 0.01, i.e., for V < 0.99 Vo

It can be shown chat the range and time of flight in the case of

1y that are not too small and in the case of small o and Xnach are
described by the approximation formulas
R ¢ dz
LzV—"—éﬁ—y-. (6.4)
i o (6.5)
Yeh . V

where y 1s the solution for Eq. (6.1) in the case of a limit initlal
condition y(0) = 0, y'(0) = c;» l.e., the consideration of the initial
conditions, considering the cssence of the matter, reduces to the selec-
tion of the initial point at which y(x) = cy-

The values for time and range for the case x = 0,01 are shown

nach
in Figs. 7 and 8.
7. The Coefficlent of Resistance as An Exponential Function of Velocity
n
Let ¢, = c, (V,.)(V/V,,)

duce the functions Yy and x, somewhat different from those calculated in

. For the sake of convenlience let us intro-

accordance with the general rule
ex(Vip)S 1/ R 1
Ve om V-A..p‘ (7.1)

o~

(7.2)

<|s°
S———
3



In this case the equation of motion is written in the following

form:
3
dy & i, -1

d:' = C.(Vup) YRA'-*- ' (703)

4y
0 _',"R;I dz ! (7.14)

BNt
n,-}’Rk-Z—z O (7.5)

We will 1limit ourselves to a consideration of the ballistic tra-

Jectorles

dy -1

e (7.6)

a=2/n>0 for n>0.

Initially let us conslder the case of entry into the atmosphere at
a zero angle of inclination for the trajectory
y(1) =y'(1) =0.

Let us expand the right-hand part of Eq. (7.6) 1n a power series
with respect to x — 1, which converges at x < 2 and, in analogy to the

previous solutlion, let us cseek a solutlion 1n the form

y="Via/3(z — 1) [1 + Bz — 1) + Ba(z — 1)3 + ..]. (7.7)

By means of the recurslon formula we obtaln

a-—1 (a — 1) (19a — 43)
Bo="pp B= e
_ (a—1)[19-72(a = 2) (a — 3) - 25(a — 1) (19a = 43)]
Ps 9-17-19- 256 '

In the general casc of a noninteger a the radius of convergence
for the derlved serles 1s not greater than unity. However, in many cases
in which a i3 an integer (n =2, 1, 2/3, 1/2, ...), the right-hand part
of the equation contalns a finite number ofpowers of (x — 1), and Series

(7.7) converges within a larger range.
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Let us examine in detall two cases:

a) n=1,a=2
' Ay | dsd = (22 —1) |y,
Byme iy, Pam= —5/10-96, Py == 125/4-17 19+ 256. (7.8)

It 1s possible to show that the serlies converge: with cufficient
speed in any case when x < 5.7, i.e., when V> 0.18 Vipe Considering

the three terms in Expansion 7.8), it 1is possible to write
YR V83— 1)1+ (x—=1) /12— (z —1)?3/19-90)

and f'ind the maximum values of acceleration and the heat flow

z l": max’ 211 or 4 l"x max 0,474V,

- 1,305 ar v qu‘ ama 0.765V|«p.

19
Qe.x.max = Gy —os kcal/m23ec,

s l‘u a. max

- 17 or Vi Wormax 0,59Vip.

4,8
gu. v max = m

z I' X.T. max

k cal/mesec

b)n=2,a=l
&y__ zr—1 (7.9)
dr v

The solution 1c written in the form
V'/.‘ gy
y‘ ._3' (I_ ) ’

-4 or Vln -0.5V|¢p.

A max
Hymax = 9,02,

Zloy pmey =186 OF Vig . =0735V.p,

2l

,Jr, 1010 'n( "| "

) kcal/ m2sec,

To v oy =

x| = 4,04 V| = 0,498V ,p,

1T onax or LTI STIAAN

6,6 2
v mn = Vi) kcal/m sec.

Certain results of the calculation carried out by mezns of the ex-
panslons for cases of both negatlive and positive n are presented 1in

Fig. 9 whence we can see that the maximum value of acceleration dimin-

ishes monotonically with 1lncreasing n.
- 28 -
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The case in which the initial angle of trajectory inclination dif-
fers from zero 1s considered in the same manner as for Cx = const. The
radius of convergence of the der.ved serdes is greater, the greater the
entry angle.

Let us cite the first terms of the expansion with respect to x for
the cases Cy ~ V and Cy ~ V2:

a) n={ .
y-c'(z—1)+(_:%.'_’)_+(‘_

(1-2) e, (5+5) (- 5)

2)(:—”'_
X 6cy

(z=-1)%+... (7.10)

?‘il 9“' 360C|’
b)p=2
N Lo | LR Pt | LN C Tt R
Ve e e T Ty T W theoey B (7.11)

The results of the calculations are presented in Figs. 10 and 11,
The comparison with the results of calculation for the case Cy = const
15 presented in Filg. 12, With sufficiently large ¢y > 3 it 1s possible
simply to assume that y = cl(x — 1). In this case, for example, the

acceleration 1s expressed in the form
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Fig. 10

¢l

¢ 2

-l:i r

Fig. 11

ysitain (2 —1)z(rt0/n
M-fl_&n— R) |sin 8] = .

The maximum value of acceleration is attained at X =14+ n/2 or
with Vv = v [2/(n + 2)]1/n

’ InluinOI( )«wm.

xma (7.12)
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Fig. 12
(this 1s the result earlier obtained by V.Ya. Neyland).

As we can see, the maximum value of acceleration diminishes with
increasing n approximately 1n ldentlcal proportion irrespective of the
mognitude of the atmosphere-entry angle. However, the heat flows in-
crease in this case if 1t is malntained that the values of o (V, ) are

identical in all cases.

8. Determination of the Total Quantity of Heat Received by the Surface
of' the Craft

In calculating the total quantity of heat received received per
unit surface of a balllistlc spacecraft having a spherical nose, let us
make the following assumptlon::

a) We will held that the convective heat flow can be characterized
by the formula

n = Cp*Vir,

b) The radlation heat flow from the air heated behind the compres-
slon shock can be reglected.

c) Let us hold that the surface of the craft exhibits equilibrium

temperature, 1.e., given by the equation q = Qa until the given max-

rad
imum Tw 1s attained. Subsequently, the temperature is regarded as con-

stant and we calculate the integral

181 =



t
S ('. . "‘l 'f'“')“'
6
proportional to the required weight of the heat absorbent (Fig. 13).
In physical terms this corresponds to the melting of the nose of the
craft, the melting point represents T

w max’
sorbent 1s proportional to the weight of the melting material, This

and the quantity of heat ab-

method of evaluating thermal regimes was employed, for example, in Re-

ference [5].

0. !”. .
oS (0 0p) 4 A
L ]
7
7 .
/ '..‘ctdr.m
".r Tond : : o Tout
' )
= E
¢ B &
Fig. 13

The calculation was carried out for ballistic trajectories with

cxmmceonst,, pPun =0, Vie=Vip
Let us hold that with |8, > 6° tne trajectory may be regarded a: spiral,
6 = const,

Let us consider two cases. The first case corresponds to the lamin-
ar boundary layer and in this case the quantity of heat receivad at the
critical [stagnation] point of the spherical nose of the craft 1s calcu=-
lated.

We will proceed from Formula (3.20) in our calculations.

Initially let us consider the spiral trajectory
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y = cyx == Y RA|sin 0|2

! b
Q=0nas—0Cpx= S (gn — Gpan)dt =
h

L

2270 , « 400/(4.) 2
" e | B A e = g KeaL/m (8:1)

Here
A, =0,292-10-"|sin 6| 080,°5~2 8 T,",

and the points X, and x,. are found from the equation

2
3B = 4,

Function f(A,) 15 shown in Fig. 14. With Formula (8.1) we can

trace the Influence of the parameters Oy sin 6, r, TW max’ and € on
the total quantity of heat,
For low vulues of 6 it 1s no longer possible to malntain that

nach
6 - const. For this reascon here we use the results from the calculation

of the ballistic trajectory in accordance with the simplified equation

for ¢, - 0 and ¢, =15 (Buaa =0, —3°). Thic makes 1t possible to construct

1

Q as a functlion of |.in 0 over the entire range Of 0> Oyy> —90".

nach|
Certalin of the results of the calculation are shown in Flgs. 15-17. It
10 Interesting to note that in thic cace there exists no optimum ini-
tial angle of traJjectory Incllnation for which the total quantity of
heat would be at a minimum, but rather only a "worst" angle can exist,
The second cace correspondc to the turbulent boundary layer on the
spherical nose of the craft. In thils case, as 1s well known, the heat
flow attalns 1tc maximum value in that section in which the velocity 1is
equal tu the speed of cound and Formula (3.22) should be employed., Hav-
ing carrled out the computations, analogous to the computations of the

previous case, we derive

207g(B.)

2
| sin 0 | 20,4743 kcal/m”,

Q-Qn.f.— 0n1=

- 33 -



’ 263 27 1] 27 4, 05
Figz, 14
A R TTT)
s e
= 5
2,000
‘\ 00008
P~———— anm
: Lm0
." | i | L | |
0 [; T] 7] 20 25 N
Flg. 15
sy

0,000¢
0,0005
0000

: %
#6,+0.0001
Foncy, o
T

amo
0.00%0

f/’_ 00100
J I .

)

;“:"'-—__

(-

r8,40,000"
0,000
0,000

& d.0008
& 00e
o.0088

-t



s(8.)

"N

ans ar 8. 0
Flg. 18

Here

Be = 0,36-10-'3|sin 6| 08220,%%T,".

Function g(B,) 1s shown in Fig. 18.
If the angle of trajectory inclination upon entry into the atmos-
phere 1s great, 1.e., the trajectory can be regarded as spiral, but the

entry velocity V differs from the circular: Vo Vs, Formulas (8.1)

nach
and (8.2) are transformed in the following manner:

oo T ) [ (52 )7

2
Ql. a = Q’ll -~ I"s"" ) I.'s 0,.'51'.-’ kcal/m
3,19 3
o (T oo (320 L
Q — Qpax = ___V"P, o Viae kcal/m“.
. pax | sin @ I"’ 0,002
Recelved
27 March 196#
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UDK 629.19
TRACKS OF DIURNAL ARTIFICIAL EARTH SATELLITES
I.V. Aleksakhin, E.P. Kompaniyets and A.A. Krasovskly

Working formmulas are derived for determining the tracks of diurnal
artificial earth satellites. The parameters of the tracks are derived
and determined as functions of the parameters of the powered segment of
the rocket booster's trajectory.

Nomenclature
t time,
t ime segment,
R radius of the earth,
w, angular velocity of the earth's rotation,
Q right ascension,

A geographic longlitude,

9 geocentric latitude,
A azimuth,
1 inclination of the orbit,

T period of revolution of the satellite on 1ts orbit,

latitude argument of satellite.

Ic

Subscripts:

* motion on a circular orbit,

motion on an elliptical orbit,

I

a, p apogee and perigee of the orbit,
n

times of passage of the satellite across the ascending and

l<

»

descending nodes of the orbit,
1 time of first starting of booster rocket enginc,
- 37 -



2 time of second starting of booster rocket engilne,
k time at end of powered segment of trajectory.
FORMULATION OF THE PROBLEM

An earth satellite 1s said to be diurnal If 1t sidereal revolu-
tion period 1s one sidereal day. We shall conslder diurnal earth catel-
lites moving on a circular orbit. It follows from the definiction that
for unperturbed motion, the projection track of the dlurnal catelllte
on the earth's surface will form a closed curve, as wac noted at ore
time in [1, 2].

The problem consists in ascertalning the characterictic pecullar-
ities of those curves, the determination of their parameterc and deriva-
tion of formulas for calculating the parameters of dlurnal-catellite
tracks; also, the track parameters as functions of the parameter: of
the powered trajectory segment.

In deriving the formulas, we shall assume that only the grav!ita-
tional field of the earth, which 1s [assumed] Newtonlan, act:c upcrn the
satellite.

TRACKS OF DIURNAL SATELLITES
Let us examine the poslitlion of a catellite at times t ani t on a

circular orbit (Flg. 1). From the spherical triangle formed by tr arc

segments
Au=u, \p=¢, AQ =0 -—Q,,

we obtaln

tg @ = sin AQ g ¢, 51

sin @ == sin u sin i,

cos{ == cospain A, (3)

From (1) we find
AQ == arc sin (tg@ /g i). (4)

During the time At = t - tv’ the earth will turn througth an angle
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Fig. 1. 1) t.

AQ, = wAt. (5)
The time segment At 1o proportional to the arc u and to the satel-
lite's orbital period on a circular orbit
At = (T*/2n)u. (6)

From Formula (5) ucing Relationships (2) and (6), we obtain

AQ, = ] arc sin (“mp) (7)
n sin i
The change i the satelllite's longltude during the time At will be
Ak = AQ — AQ, = arcsin | 5] ) - __(n,T‘ arc sin (f.'.n_v.)
h] Sih ‘“‘ 2 = . (8)

The current longitude of the catelllite is

{ T sin
).-)..+arcsin( —2-',&)—”’ arcsin( - ‘9).
tyi 2n siné

(9)

Formula (9) glves a relatlon:hlp between the longitude and latitude
of the satellite's projection onto the earth's surface for a satellite
moving on a circular orbit, In the case of a diurnal satellite

T* = 2n/ 0., (10)

and Formula (9) assumes the form

A-h.+arcsin({i——?—)—ll’c1'in (:::T\- (11)
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Using Formtla (11), it is easy to construct diurnal earth-satel-
lite tracks for specifled values of the parameters Av and 1. From the
results of calculations made for xv = 30°E, 150°E, 9o°w and for values
of the parameter i assigned in the interval 0° <1« 180°, 1t follows
that the track of a diurnal satellite 1s a closed double loop or "fig-
ure eight," with its center on the Equator (Figs. 2, 3).

Let us note the two limiting cases corresponding to two values of
the orbital inclination: { = O and 180°. At 1 = O°, the diurnal satel-
lite 1is statlonary, remaining above the same point of the Equator at
all times, For 1 = 180°, the dlurnal satellite will move westward and

pass over every point of the Equator twice each day.

Fig. 3. 1) North Pole,

PARAMETERS OF THE TRACKS

For rough calculations, it 1is convenient to introduce the following
track parameters for diurnal satellites: xts, the longitude of the cen-
ter of the "figure eight"; Pnax’
along the "figure eight"; (Ak)max, the largest difference between longi-

the maximum latitude attained in motion

tudes reached in motion along the "figure eight."
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Let us derive working formulas that enable us to determine these
parameters 1f the parameters As @u 4. Of the projection of the end of
the powered trajectory segment orto the earth's surface are known, Here
we shall use the familiar relatlonchip

cos i = cos ¢ sin A. (12)

Setting in Expression (11)

hom=da, @=qu he=ly (13)

we get

)+arcsin(s:',w").

A'-';"'-“"m( ini

ol (14)

It follows from (1) that the maximum latitude value correcpond:z to

the condition |
AQ = +90° (15)

and 1s equal to
Pmax = *i. (16)

To determine the maximum longitude difference in motlion along the
track, let us decompose the veloclty of the satelllte's proJjJectlon over
the surface of a nonrotating earth into two components: one with zero
azimuth and one with an azimuth of 90°:

Vo = Veus A = ol cos A, (17)
Voo = VsinAd = w.llsin A. (18)

The rotary speed of the polnt on the earth's surface onto which
the satellite projects 1s equal to

Vi = ol cos . (19)

At the moment of croscing the equator, we have from (12)

sin A = co«/, (20)
and, consequently,

Voo < V. (21)

Here the equality in Formula (21) applics only for t = 0°. It fol-
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U Crdpait = R

lows from (21) that at the moment of crossing the Equator, th. nrojec-
tion of the satellite onto the surface of a rotating earth will move
westward, At the time of attainment of maximum latitude

A=90° Ve >V, (22)

The equallity obtains in Formula (22) only with 1 = 0°, It follows
from (22) that when maximum latitude is reached, the satellite's projec-
tion onto the surface of a rotating earth will move eastward.

It 1s obvious that as the latitude of an artificlal earth satel-

0
lite varies from 0" to ¢ .., the equallty

Voo = V,. (23)
will obtain at a certaln point in time.

At this moment, the difference between the longlitude of the satel-
lite's projection onto the earth's surface and the longltude of the cen-
ter of the "figure elight" reaches its maximum. Let us find it from Con-
dition (23). From (18) and (19), we find

sin A = cos g. (24)

Using Formulas (3), (11), and (24), we can obtain

A—).u-lrcsinVLu—-.ngin ! (25)
1+ cosi Vi + cost

Consequently, the maximum longlitude difference during motion on the

track will be

cos |

(26)

- lrcsin—___—_:'.
1 + cosi Y1 + cosi -

(AN ) max = 2(A — Ag) = 2 [arc sLnV

The above applies only for I %° 1In the case 1 > 90°, Equality
(26) 1s not satisfled, and the projection of the satellite onto the sur-
face of a rotating earth will move continually westward, in iuch a way
that the upper loop of the "figure eight" will enclose the North Pole,

and the lower loop the South Pole of the earth (Fig. 3).
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From Formula (14), (16), and (26), and from the relationship
coN | == coN @y 8in Ay (27)
it follows that the parameters A ., @, ., and (Ax)mx of the diurnal
satelllite's track can be determined 1If the parameter: Xk’ Py and Ak of
the end of the trajcctory's powered segment are known, Herc the "width"

(8X) pax Pmax
longitude of the projection of the end of the powered cegment onto the

and "height" of the "figure elght" do not depend on the
earth's surface, and are determined by the inclination of the orbit (or
by the parameters @, Ak)' It follows from (14), (1€) and (26) trat, by
varying the longitude and latitude at the end of the powered cegment
with tre orbital inclination held constant, we can change the poclition
of the center of the "flgure eight" on the Equator, while keepingz it

"width" and "height" unchanged.

Fig. 4

Let us conslder one of the ways in which we can accomplich tils
without energy losses, It 1s a known fact that when a diurnal :catelllte
i35 injected into orbit, it 1s favorable from a power standpolnt to use
a "intermittent" powered segment, with the engline operated in two burst:,
as follows,

1. Parking the booster rocket at the perigee of a tranzitional el-
- 44 -
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liptical orbit whose apogee height is equal to the altitude of the syn-
chronous diurnal orbit.

2. Motion with the engine off along the transitional ellipse to
the region of 1its apogee. |

3. Reignition of the engline 1n the region of the ellipse apogee
and injection into the dlurnal orbit.

To change the longitude and latitude at the end of the powered
segment, 1t 1s convenlent to introduce a second "break" on the powered
part of the trajectory. The 1njection scheme willl change somewhat when
this 1is done.

1. Parking the booster rocket on an intermedlate circular orbit
whose altitude 1s equal to that of the perigee of a transitional ellip-
tical orbilt.

2. Motion with the englne off along the intermediate circular or-
bit for a specifled length of time The

3. Restarting the engine with injectlon at the perigee of a transi-
tional elliptical orbit.

4, Motlon with the engine off along the transitional ellipse to
the reglion of 1ts apogee,.

5. Engine started for a third time in the region of the ellipse
apogee,with 1njection into the diurnal orbit,.

It is obvious that, by varying the time Tp of the motion along the
Intermediate circular orbit, we can change the longitude and latitude at
the end of tr.e powered segment without affecting the thrust potential of
the rocket booster and holding the inclination of the diurnal orbit un-
changed. Let us derive approximate relationships for the parameters at
the end of the powered trajectory segment as functions of the time of
motion along the intermediate clircular orbit., For this purpose, we shall
use the following simplifying assumptions: a) when the engine is started
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for the second and third times, the thrust impulsc 1:: transmitted 1in-
stantancously to the booster rocket; b) after the engline is shut off
for the first time, the trajectory of thc booster rocket lies in the
plane of the diurnal orbit.

Let us consider the positions of the booiter rockct at the timen
tl' t2, and tn. Without loss of generality, we shall a::ume that the
times tl and t2 correspond to motion above the northern hemicphere of
the earth (Fig. 4).

From the spherical triangles formed by the arc:

Qs == uy — uy, A = @y — P, 80 = Q, — Q,,
A ==y, — u,, 819 = @1 — @n, AQ = Q, — Q,,

we obtain
cos A, = —cos (R — Q) sin i, (22)
08 (uy — ;) = cos (Qy — Q) cos ¢, (29)
8in @2 = sin (ua — u3) sin |, (30)
tg (Qu — Q2) = tg (1, — ug) cos i. (31)

The variation of the latitude argument with motion along tre inter-
mediate circular orbit 1is proportional to the time of motion alcng the

intermediate circular orbit:

T’: Tp. (32)

Let us determine the coordinates of the booster's projection onto

Uy — Uy =

the earth's surface at the time when the engine is started for the zec-

ond burst. Comparing Expressions (28) and (29), we obtain

u.—lh-ll’CCOS[ -co:;:"cosvt.]. (33)
We find from (32) and (33)
- —cos A ' 2:
u.—ug-meos[ s"::“w]- 7: %p. (34)

We get the latitude at point 2 by substituting Relationship (34)

into Formula (31), which we rewrite in the form
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@ == arc sin [#in (ux — ug) sin ¢]. (35)
The change in right ascension during the passage from point 1 to
point 2 1s found by applying Expressions (28) and (30).

= CMA|
sin {

Qs — 0y = arccos | - are tglugan — u)eos (36)

The geographic longitude. of point 2 1s determined by the expression
b= A+ (R — Q) — @ity (37)
The coordinates of the end of the powered segment at the time of

injection into the diurnal orbit can be found from the formulas

(ra +ra)?
7 )

M-M+ﬂ-m2w = P2 (ﬂ'hv (38)

2

Using Formulas (34)-(38) for assigned Ay» @, and A,, we can deter-
mire the time : 3% of motion on the intermedlate circular orbit that 1s
required to obtain the specified position of the center of the '"figure

eight" on the Equator.
Received

26 August 1963
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37 3= 2z = zemlya = earth
37 9= e = ellipticheskiy = elliptical
37 a= & = apogey = apogee

- 47 -



37
37
37
38
38
45

Hs=

K=

v
n

k

perigey = perigee
voskhodyashchliy = ascending
niskhodyashchliy = descending

konets = end

tg = tan = tangent

p = r = razryv

discontinulty, break
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UDK 521.3:629.195.1
ON THE POSSIBILITY OF IMPROVING THE ACCURACY OF DETERMINATION OF THE
ORBITS OF SPACE VEHICLES BY REDUCING THE INFIUENCE OF CORRELATED ERRORS
A.V. Brykov

The article i1s devoted to the problem of using statistical methods
for processing correlated measurc ments to determine the actual orbits
of space vehlcles,

The basic relationships characterizing the effectiveness with
which these methods can be applled are ascertained on the simplest ex-
ample, 1in which two correlated measurements are reduced.

The possibility, 1in principle, of making effective use of statis-
tical methods for the evaluation of correlated measurements to deter-
mine the orbits of space vehicles 1s indicated not only in the case in
which the probability chrracteristics of the measurements are exactly
known, but also in the case that 1s of greatest interest from the prac-
tical standpoint — that in which they are not known with sufficient
certainty.

In conclusion, a quantitative evaluation of the effectiveness cf
these methods 1s set forth with reference to an example closely similar
to that of determining the orblits of space vehicles.

In launching space vehicles to conduct assigned sclentific-research
programs, 1t 18 necessary, as a rule, to know not only the calculated
orbits, but also those actually realized. The ~lements of the true or-
bits of space vehicles are required in coordinating the measured data,
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predicting motions in the course of the flight, and in solving a num-
ber of other problems, Hure, the demands made as to the accuracy of
the orbital determination may be very high in some cases. Among the
problems requiring high-precision determination of the orbits we may
encounter, for example, the following:

determination of the density of the atmospheric upper layers from
the results of ISZ observations, with the object of constructing a dy-
namic model of the atmosphere [1, 2];

determining the impact point of a lunar rocket on the surface of
the moon from orbital-measurement data [3];

refining the dimensions and figures of celestial bodies in the
solar system from the results of observations of space-vehicle flights
(4].

It should be noted that the possibility of exact orbit determina-
tion from the results of measurements made on short segments of the or-
bits will considerably expand the range of scientific problems that
can be solved with the aid of space vehicles. The accuracy of orbit de-
termination 1s limited basically by the following tbhree factors:

errors of the measuring systems,

uncertain knowledge of the forces acting on the space vehicle dur-
ing its flight,

the imperfect state of methods for evaluating the measured infor-
mation.

In the present paper, these factors will be considered in an anal-
ysis of ways to improve the accuracy of orbit determinations only in
connection with improvement of the data-reduction methods.

The use of radio-electronic systems as the basic measurling devices
for orbital measurements insures the possibility of acquiring a large
volume of measurement data, ard when the most highly perfected statis-
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tical evaluation methods are applied to this, the result may be an or-
bltal determination of rather high accuracy. However, the extensive
implementation of such processing methods for determining the orbits
of space Jghicles encounters a number of diff'iculties. Foremost among
these 1s that associated with the nature of the errors burdening the
measured information., The measurement errors include both weakly cor-
related, practically independent errors as well as strongly correlated
errors.

If the probability characteristics of these errors are known, then
the influence of errors of both the first and second types can be re-
duced significantly by the use of appropriate processing methods under
certain conditions, and the very strongly correlated, practically con-
stant errors can be excluded altogether.

Usually, however, the probability characteristics of the measured
information, and particularly those of its correlated components, are
not known with sufficlent certainty. In determining orbits, therefore,
we apply techniques based on the classical method of least squares ard,
consequently, designed for reduction of 1lndependent measurements. As a
result, strongly correlated measurement-error components determine the
accuracy to which the a;tual orbit 1s calculated [1].

A second difficulty cstems from the presence of error in our knowl-
edge of the forces under which the motion 1is taking place. Errors in
our knowledge of the planetary figures and the astronomical constants,
aerodynamic forces, etc, may, for certaln types of space vehicles,
prove to be decisive for the accuracy with which the actual orbit 1s
calculated. Here, of course, it 1s not possible to improve the accuracy
of the orbit determinatimn substantially by virtue of more perfect eval-
uatlion of the measurement data alone. In consequence of this, preference
must be glven to the classical method of least squares for such types
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of orbits.

Finally, the application of orbit-determining techniques based on
more highly perfected statistical methods of processing the measured
information requires the use of a complex mathematical algorithm and
increases the amount of time required for the calculations. We note
that these difficulties — apart from the factors related to our lgnor-"
ance of the probability characteristics — are not of fundamental signi-
ficance for the problem under consideration and can be surmountec easi-
ly. Among other things, most of the quantities whose errors are deter-
mined by our inexact knowledge of the forces can be included among the
parameters to be determined as a result of the data reduction, or
among the parameters to be measured. In the latter case, as will be
shown below, they are converted into correlated measurements and their
influence on the errors of orbit determination can be partially or to-
tally excluded. As for the complexity and laboriousness of the calcula-
tions, this problem 1s quite solvable at the present advanced state of
development of electronic computers. Thus, in view of this last remark,
we may consider that the basic obstacle on the path of improving the
accuracy of space-vehicle orbit determinations 1s the presence of
strongly correlated errors in the measured information, errors whose
probabllity characteristics are not known with sufficlent accuracy.

The task of the present paper consists in indicating the possibil-

ity, in principle, of raising the accuracy of space-vehicle orbit deter-

minations by reducing the influence of strongly correlated components
of the measurement errors, even when our knowledge of their probability

characteristics 1s limited.

The equations of motion of a space vehicle connect the initial con-

ditions of the motion
gi(i=1,2 ..., N) (1)
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with the measured parameters
r(i=1,2..., na) (2)
by a differential relationship of the form
(g, sy oo\ gy Wy, W, ..., Ww) =1, (3)
where wy(v=1, 2, ..., m) are certaln parameters characterizing the forces
in operation.

Suppose that as a result of observations, we have obtalned values

of the measured parameters dilstorted Yy correlated errors:
Filli=1,2 ..., n). (4)

Then, as we know [1], the determination of the motion's initial
conditions can be reduced to solution of a lin2ar system of condition-
ed equations — a system that, in matrix form, 1s written as

ANq = Ar. (5)

Here, Aq = Aqx, Ar= \r,, and A=A,y denote, respectively, matrices
with elements that are the differences (Ag; =.9; — ¢,°) between the values
of the initlal conditions of the motion (1) and certain approximate
values qJ* of these conditions; differences (Ari= 7 —r®) between the
parameters (4) and thelr values as calculated from (3) for ¢,=9;* ;
and the values of the derivailives of the measured parameters with re-
spect to the initial conditions of the motion (aii = Jri/dy;= 0dfi/ag;).

The linear system of conditioned equations (5), wnich 1s a rela-
tionshin between the sought 1initial conditlons of the motion and the
correlated measurements that cannot be solved for 4q for n > N, can be
solved by statistical methods. One of these methods may be that of pro-
cessing the dependent measurements, as set forth in [5] — a method de-
veloped on the basis of Flsher's maximum plausibility method.

In this case, regardless of the error distribution law, unbiased
effective estimates determined by the following matrix relationship

apply for the unkrown initial conditions:
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Aq = (ATK-'A)~'ATK-'Ar == QATK-Ar, (6)
where
Q= (ATK-1A)-,
and the accuracy of determination of their linear function

0 = ¢Aq, (7)
where ¢e=@~ 1s a matrix with elements Py is characterized by the

root-mean-square deviation
0 = YoQpT. (8)

Here K=K.. 18 the correlation matrix of the measurements being
reduced (4).

Use of this methed to reduce correlated measurements may not al-
ways improve the accuracy as compared with the classical method of
least squares. For example, in an analysis of the effect of measure-
ment dependence as reflected in the accuracy of the reduction results
(5], a case considered as an example produced the same result with
either method over a rather broad range of variation of the strength
of the dependence. It 1s found that to obtain the deslred effect of
improving the accuracy, 1t is necessary to satisfy certain conditions
imposed on the elements of matrix A. To ascertain these conditions and
indicate clearly the effectiveness of the correlated-measurement reduc-
tion, let us consider the simplest case of reducing excess information:
determination of & single quantity (A¢®) from two measurements (A7 and
Ahy).

For such a problem, we shall have

Aq = Aqy == Aqy == Ag¢'?,

’
Ar—Ar...»Am—' ar,

AmAy = A =

i i
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(it 1s assumed for simplicity that the meas-

urements are equally accurate). Then the sys-

tem of conditioned equations takes the form

GAQ® w= Py, @Ay = AR, (9)
and the solution may, on the basis of (6),

be written as follows:

& (81D, — aaK,) AF +(asD; — 6,K,) APy
Ag® (aiDr — asKy)ay + (asDr — 8K,)ay * (10)

Here the accuracy with which Aq(o) 1s determined will be charac-

terized by the root-mean-square deviation

_Pr’ — K"
T = V (aiD, — a3K,)a, + (asD, — a1K,)as ° (11)

,_ Transforming relationships (10) and (11) in such a way that A¢®
and os, are expressed in terms of the correlation coefficlent
k= A,/ and the parameters a=gq;/q, and P == F/AF, we obtain for

a9 () and A7 % 0
_Af. (f—ak)-l-'(c—k)ﬂ’ AFy

e T E e v el (G (12)
| YD, 1=k D,
oo = a V (1 + a?) — 2ak . 1‘: (e k). (13)

R e -

For a fixed value of a;, the errors in the determination of Aq®
may be characterized with an accuracy to within a constant cofactor by
the function ¥(a, k). Figure 1 presents a diagram of the variation of
this function with the parameter a and the correlation coefficient k.

i As will be seen from the diagram, the accuracy with which A4¢*® 1s found
depends to a righ degree on the magnitude of the parameter a, As Qa var-
{ 1es from O to 3, y(a k) diminishes from 1 to 0.28 for k = O, to 0.13
for k = 0.9 and to 0.06 for k = 0.995. The maximum of the error, which
corresponds, as will be seen from (13), to a = k, shifts from values of

a =0 to values of @ = 1 and becomes more distinect, without changing in
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magnitude, as the correlation coefficient increases., Consequently, the
higher the QQgree of measurement correlation and the greater the dif-
ference between the parameter & and that value of it which corresponds
to 'max’ the more accurately will A¢v be determined. For linearly de-
pendent, systematic errors, when k = 1 or k = = 1, it follows from Rela-
tionship (13) that there is no error at all in the determination of

Af® 1f a9s 1 Oor ga« —] , respectively, and that the error reachez its
maximum for @ = 1 or eam= -4, It 1s this that gives rise to the condition
insuring the possibility of reducing or eliminating the correlated-er-
ror effect.

Generalizing the results obtained to the case of reducing depend-
ent measurements, in which N>1 and n>N+1, we arrive at the conclu-
sion that to ensure a possibility of reducing or eliminating the in-
fluence of correlated errors, it is necessary that the elements of the
columns of matrix A be different., This condition is satisfied at once
in problems of determining space-vehicle orbits. As follows from thre
physical essense of the matrix A column elements themselves — elements
that are, in this problem, derivatives of the parameters to be measur-
ed with respect to the initial conditions of the motion, they will vary
essentially along the trajectory [1]. Moreover, it is possible, by ap-
propriate selection of the measurement-point positions relative to the
orbit [6], to provide a relationship for them that will be closest to
the optimum. Consequently, it may te stated that application of reduc-
tion techniques that take measurement dependence into account for deter-
mination of space-vehicle orbits may insure an increase in accuracy by
reducing or eliminating the influence of correlated measurement errors.
For final disposal of the question as to the use of these methods for
the case in which errors in our knowledge of the forces are decisive,
let us show how these errors can produce errors of measurement. Then,
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in accordance with the conclusions derived above, their influence on
the accuracy of the orbit determination may be reduced essentially or
eliminated altogether.

Let the exact values of the parameters wy (vm=1 2,..,,m) in Relation-
ship (3) be unknown, and assume that we know only their approximate
values wv*, s0 that the error in our knowledge of each parameter

Owym= wy—wy®* 18 small as compared with the magnitude of the parameter
itself. Then on linearization of Relationship (3), the result obtained

may be written in the form

2‘"‘6«1;4-2:"'0:»‘.-&. (l==1,2,..,m (14)

or, taking the symbols introduced above into account:

ad or
Nai8q; = dr; ~ 2—‘ow. (i=1,2,...,n). (15)

o=t v-:aw"

It is obvious that the right member of System (15) 1s a system of
n random quantities, each of which carries the same errors
Sw, (v=1,2 ..., m), whose correlation matrix* we denote by Kw. Then the
correlation matrix of the new system of random quantities - let us de-
note it by K* — is readily expressed in terms of the assigned matrix
K' and K". Obviously, the following relationship will apply for the

elements of the matrix K¥*:

-K,..'+22 i O g w=12.....m). (16)

et dw, dw,

Now if in Expression (15) we replace the random quantities
Ory (i 1,2,..,n) and Owy (v=1,2,...,m) with the particular realizations
AFi=Fi—r® (i=1,2,....n) and A= —w' = —w =0 (v=1,2 ..., m),
obtained as a a result of measurement, then System (15) becomes the

syatem (5) that we examined earlier, but subject to the additional con-
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dition that the correlation mitrix of the meas-
urements is asqual to the matrix K* with ele-
ments defined by Relationship (16), i.e,, the
problem reduces to the case of correlated-
measurement reduction examined above.

Fig. 2. Up to this point, we have been considering
the question as to the possibility of reducing or eliminating the in-
fluence of correlated measurement errors in the protlem of determining
the orbits of space vehicles for the condition that the prcbability

characteristics of the errors are exactly known. But the greatest
practical interest attaches to solution of this problem for the case
in which our knowledge of the probability characteristics of the meas-
urement errors is limited. To indicate the possibility of solving this
problem, let us turn to the elementary example of correlated-measure-
ment reduction examined above. The value of the unknown M/*in the
presence of measurements A7 and A7 is determined by Relationship (10)
or (12). Here, if the correlation coefficient k, which is the funda-
mental probability characteristic of the measurement errors,* 18 known
with an error 8k, then on the basis of (12) the dependence of ¢ on
the error 8k can be represented by the following expression:

= AFy 1+ aff — (q_j—_ﬂ)(k—bk) =
Aq(8k) a 1 + a* — 2u(k — OK)

Te@h s, (17)

To construct the relationship Aqw(sk), on the basis of this expres-
sion, it is necessary to know the parameter B = A%/ A#4,which coes not
depend on @, but is a function of the correlation coefficient. It is
easy to obtain the relationship B(k) using the particular realizations
given in [5] for the stationary random variable Ar(t), which has a ze-

ro mathematical expectation, unit dispersion and a normalized correla-

tion function k(x) e+, It 18 obvious that 1f for a given particular
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realization of the random variable its value has been fixed at

AF(t) = Ar, 9% 0, the ratio of any other value AF(h) isolated from the
first interval tu=m§H—¢, to the first will give the unknown parameter
B(xi) corresponding to the correlation coefficient k(t) sseem,

Pigure 2 shows the relationship B(k) for three particular realiza-
tions of the random variable Ar(t), selected from among the ten parti-
cular realizations of [5] in such a way that one of them would assume
the largest values (variant P = 31), another average values (variant
B = B,) and a third the smallest values (variant B = ﬁ3). Since the
original random variable Ar(t) has a zero mathematical expectation, it
follows from (10) that the exact value of the unknown quantity Aq must
be equal to zero. Consequently, the value of A4¢" calculated from For-
mula (12) or (17), 1is the error of determination of the quantity Aq in
a given particular realization of the measurements A% and 4% But
since our interest in this problem lies not in the absolute error val-
ues, but only in the influence exerted on them by the parameters a, B,
k and 6k, then it 1s obvious that it will be sufficient for analysis to
coasider the variation of the function x*(ak,B,8k).

Figure 3 presents curves of the variation of this function with
the correlation coefficient for the three variants of the parameter P
and three values of a, Here, the curves are given for four values of
the errors 6k: curves 1 correspond to an error 8k = 0, curves 2 to

8k == 033k, curves 3 to 8k =067 and curves 4 to 8k =4k This last case
(curve 4) corresponds to reduction of the correlated measurements by
the classical method of least squares. Analysis of the curve shown
here indicates that for @ = 1 the results of processing the correlated
measurements do not depend on the errors in our knowledge of the corre-
lation coefficient, but are determined entirely by the results of the
measurements. In this case, as follows from (12) and (17),
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As a diminishes, the difference between the reduction

of the measurements with full (8k = 0) or partial (k> 8+ 0) account

of the dependence and the reduction without consideration of it (8k = k)

becomes increasingly significant. Thus, for @ = 0.7, thils difference

becomes essential even for k > 0.3 for the first B variant, at k > 0.6

for the second B variant and at k > 0.9 for the third. As a diminishes

further, these 1limits broaden. For &

0.25, the first B variant glves

an essential difference in the results of reduction for k 2 0.25, the

gsecond for k > 0.5 and the third for k > 0.75. For values of k smaller

than those indicated above, the curves indicate that the reduction re-

- 60 -



sults practically coincide irrespective of the errors dk. The only ex-
ception 1s a short segment of variation of k (from 0.65 to 0.85) for

the third f variant, where taking the dependence into account increas-
es the error to 25%. Finally, it is necessary to note the most impor-

tant peculiarity of reduction of correlated measurements — one that is

fo  al &e ar 0,25

ned,§

' 'l i 1 L 1 ' I i i [ 1
20 40 60 80 100 20 60 60 40 100
&x % fa %

Pig. 4

of fundamental importance for the problem under consideration: this con-
sists in the fact that with diminishling a, the tendency toward reduc-
tion of the error as a result of full (6k = O) or partial (k> bk » 0)
account of the dependence of the measurements in their reduction mani-
fests with 1increasing clarity. Thus, for example, for curve 2 (8k =

= 0.33k), passage from a = 0.7 to @ = 0.25 results for all three B var-
iants, in a diminution of the error by almost half. This tendency 1is

clearly evident from Fig. 4, where the variation of the relative error

AqO(8k) — Ag®(bk = 0)
AqO(8k = k) — Ag®(0k = 0)

8q(0k) = (18)

1s shown for the first B variant as a function of the error 6k. As will
be seen from Relationship (18), 6¢(6%) 1s the ratio of the variation of
the error in Aq¢® due to the presence of the error 6k to its maximum var-
iation, which occurs at the maximum value of the error 6k = k, i.e,,
for reduction of the information by the classical method of least

squares, For small a, as will be seen from the diagram shown, even

Bl =



large errors in the correlation coefficient provide an opportunity for
& substantial increase in accuracy, while for large @ this possibility

is sharply reduced, particularly for values of the correlation coeffi-
cient near unity. A qualitatively similar picture also emerges for
values of @ in excess of unity. If a > 1, then the optimum conditions
for reduction correspond to large values of &, and the poorest to val-
ues of @ close to unity. Thus, the results obtained indicate a possi-
billity of improving reduction accuracy even in the presence of errcrs
in our knowledge of the probability characteristics of the measurement
errors. Here, this increase will be the greater the more the parameter
a departs from unity and the higher the degree of correlation charac-
terizing the measurements.

Generalizing the above result, we arrive at the conclusion that
the basic condition for solving the problem posed reduces to the re-
quirement that the column elements of the matrix A be different, !.e.,
to the same condition as in the case iIn which correlated measurements
with known probability characteristicc- are being reduced, since this
condition admits of full satisfaction in problems of determing cspace-
vehicle orbits, we may definitely conclude that 1t 1s possible to im-
prove the accuracy of determination of these orbits by reducing the in-
fluence of correlated errors even in cases where their probability
characteristics are known only with errors.

From the standpoint of determining space-vehicle orbits, the sim-
ple example of correlated-measurement reduction that we have considered
above gives only a qualitative characterization of the iInfluence exert-
ed by various factors on the reduction results. To provide some impress-
ion of the quantitative side of the problem, let us conclude with some
results of reducing ccrrelated measurements for the case in which a
single parameter A¢“ 1s determined from n correlated measurements
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AF (i=1,2,...,n). This problem resembles those in which orbits are de-
termined and may be encountered in practice, for example, in determing
the speed of a space vehicle if the direction of that speed and the
coordinates of the point at which 1t 1s necessary to determine it are
known,., Particular realizations of a stationary random variable [5] are

taken in this problem as the measurement information:

dr(t)= YD/ D Yarctgwa/e — arcig wa:/ e[prcos wat + As sin wt] (19)
[T 1]

with a zero mathematical expectation and a correlation function
Ks,(t) = De~iv, (20)

where w is the frequency spectrum into which the random variable re-
solves, D 1s the dispersion of the random variable, ¢ and A are normal-
1zed (0.1), mutually independent random numbers, T=1&—1 1s the dif-
ference between two cspecified points of time within the limits of var-
iation of the random variable beling examined and ¢ 13 a parameter char-
acterizing the degree of the correlation among the measurements.

Selection of this method for obtaining the measurement infermation
wa: prompted by the fact that it enables us to obtain information with
assigned probability characteristics, and also to obtain, for each par-
ticular realization of the random qguantities gwiw (k= 1,2,...,m) informa-
tion characterized by varlious degrees of dependence, so that we are
able to make a comparative analysis of the processing results. In the
present problem, we have used the correlation measurements presented
in the article [ 5], measurements that were calculated as follows. From
tables of random, normalized (0.1) numbers, ten variants of the numbers
¢» 74 Were selected at random (from among fifty pairs in each variant),
and Formula (19) used with D = 1 to calculate particular realizations
of the random function ér(t). The particular realizations A?(t) in each
variant were calculated for three £ values: € = 0.001 sec'l, €s =
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1. The information was evaluated by Re-

= 0.01 sec™! and €5 = 0.1 sec”
lationship (6). Here the following matrices were used: A9 = Aqy = Aq, =
Aq®, Ar = Ar,, = Ary;, A = Aoy = A,y and K = K,.. Moreover, an additional ma-
trix S=8S,=K'A with elements S, (i=12, ...,n) was Iintroduced, and the
solution was written in the form

A0 = z SqAF-/ E Sia,. ('21)

tvmy 1=

To permit varying the relatlonship between the elements of the ma-
trix A over a broad range using the minimum number of parameters, it

was assumed that the matrix elements are terms of a geometrlic progres-
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sion with a denominator @ and, consequently, that a; =g, If we

adopt a constant interval between measurements (At = const), then the

elements of matrix § are defined by the following finite relationships:

Sy = [(ha—1) / (A= 1)]ay,
Si=[a~/(R=1)] |Ma—a") = (1 +2)]a, (i=2 3,..., n—1),(22)

Sn = [a"*/ (A —1)] (Aa~* — 1)a,,
where 7 = e-var

For the case 1n which the given information is reduced by the clas-

sical method of lea:ct squares, the solution will, as 1s regularly seen

from (21), assume the form
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Aq’.(") = .\: a,AF, / S al. (23)

The results of the calculation are shown in Figs. 5-7 for all ten
variants of particular realization of the randor function &r(t) and
for the three values of g. Here it has been assumed that At = 20 sec,
al = 1, n =90 and that a varies from 0.1 to 1. The solid line indil-
cates A4 and the broken line A¢ @ Here, correlation-coefflicient val-
ues of two nelghboring measurements equal to k; = 0.95; k, = 0.22; k3 =

= 0,135, and corr~lation coefficlent values of the first and last nicaz-

O correspond to the values

0.1 sec-l.

urements equal to k, = 0.165; ky = 0; k3
1

¢, = 0.001 sec™, e, = 0.01 sec™? and e,
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As 1in the preceding case, the true value of the unknown parameter ic
equal to zero here, so that A7 and A¢x® actually represent the error
of the determination of Aq for the given group of measurements. It 1is
seen from the diagrams shown (see FPigs. 5 and 6) that, as a rule, the
error of determination of Aq is considerably smaller if the dependence
is taken into account in the reduction. Here, the error difference in-
creases with diminishing a. For the third variant of e(see Fig. 7),
when the functional relationship between measurements is very weak,
taking 1t into account has no substantial effect even for small a, Com-

parison of the results shown in Figs. 5-7 shows that the errors them-
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selves, considered over the entire range of variation of @ under consi-
deration, are smallest in absolute magnitude in the case of weakly de-
pendent measurements (Fig. 7), and largest for moderate degrees of de-
pendence of the measurements (Fig. 6). In the most strongly correlated
measurements (Fig. 5), the errors are somewhat smaller than in the
preceding case. This result confirms wnat we said earlier to the effect
that statistical processing methods exclude measurements errors the
more coompiletely the more closely thelir dependence approaches the ab-
solutely correlated dependence (linear dependence of errors) or the ab-
solutely noncorrelated dependence (independent errors). Figure 3 pre-
sents curves characterizing the variation of the error ratio
nmAn/Ag® @as & function of the parameter a, Curves of n(a) are given
for n= 90 and for n = 11, Here it was assumed that these eleven meas-
urements were uniformly distributed beginning with the first point at
intervals At = 160 sec, 1.e., measurements were made at the same time
interval as in the case n = 90, The data presented indicate that, as
a rule, the coefficient n increases with diminishing a, This means that
as G diminishes, processing taking the dependence of the measurements
into account becom '3 more and more advantageous. Here, when a larger
number of measurements are utilized (n = 90) and when they are more
strongly correlated (¢ = 0,001 sec'l), this effect becomes more stable,
In conclusion, we note that the present article has shown only the
possibility in principle of improving the accuracy of space-vehicle or-
bit determination by reducing the influence of correlated measurement
errors, It is a first step in an investigation of ways to elevate the
accuracy of orbit determination by improving techniques for reducing
the measurements. In the next stage of his researches, the author hopes
to obtain quantitative evaluations and specific recommendations for var-

ious classes of space-vehicle orbits, with consideration cf the fact
-68-



that various types of orbital measurements whose weights are known only
with errors are used as the measurement information.
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Manu-
script
Page [Footnotes])
No.
53 The first subscript designates the number of rows of the ma-
trix, and the second the number of columns.
57 We note that the correlation matrix of the errors 6w is de-
termined quite dependably in most cases,
53 In the present case, the error in the dispersion 1s of no

significance.
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Manue-
script
P;ge (Transliterated Symbol)
0.
50 AC3 = ISZ = iskusstvennyy sputnik Zemli = artificial earth

satellite
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OPTIMUM REGIMES OF MOTION FOR A POINT OF VARIABLE MASS WITH LIMITED
POWER IN UNIFORM CENTRAL FIELD
V.K. Isayev, V.V. Sonin, B.xXh. Davidson

This article examines regimes of optimum motion for a point of
variable mass with limited power in a uniform central field of gravi-
tation, as proposed in Reference [1]. The investigation 1s based on the
maximum principle [2].

There 18 a discussion of the fundamentals of the qualitative
theory of optimum programming o exhaust velocity with consideration of
the limits of the range for changes in exhaust velocity, as well as a
solution of the problem of synthesizing the optimum control in the ab-
sence of influence by limitations on the magnitude of the exhaust vel-
ocity.

In References [3-18) an investigation was conducted of the quali-
tative features of the laws governing the optimum programming of magni-
tude and direction of the reactive force for a point of variable mass
moving in a plane-parallel field; in [3-11] there 1s a discussion of
the case of a constant exhaust velocity, while in [12-18] there is a
consideration of the case of limited power.

Let us consider the motion of a point of variable mass in a uni-
form central gravitational field [1].

The projections of gravitational acceleration onto the Ox- and Ox-
axes of a Cartesian coordinate system whose origin O is located at the
gravitational center may, for a uniform central field, be written as

-T1 =




follows:
‘l - —v"o Rg — —V’v. (Oo 1)

where
Ve !I'-ill)- w=.const > 0,

On the basis of Assumption (0.1) a detailed analysis hac been rar-
ried out in [1) of the structure of optimum control in the motion of a
point of variable mass at a constant exhaust veloclty.

The present article is a continuation of the investization into
the properties of the optimum motion of the point of variable masc 1in
a uniform central gravitational fleld.

In the 2nd part there 1s a discussion of the fundamentals of the
qualitative theory of optimum power and exhaust programming for the«
case of a limited region of changes in the two control parameters; in
the 3rd section a solution for the problem of synthesizing the opti-
mum control 18 presented on the assumption that there are no limita-
tions imposed on the exhaust velocity.

1. STATEMENT OF PROBLEM, SUMMARY OF RESULTS

Let us consider the plane motion of a point of variable mass m(t)=
= M(t)/M(0) under the action of a Jet with a regulated exhaust velocity
c and limited power N —Nc?/2:0 K N < N(c)mer. Let u and v be projections
of the velocity vector onto the Ox- and Oy-axes of a Carteslan coordin-
ate system whose origin 0 1is located at the gravitationul center, and
let the region of changes in the control inputs (N, c¢) be given by in-
equalities of the following form:

0< N Naas, (1.1)
0 < tan & ¢ & Cmase
Let us introduce the following denotations:
uy == N/ Naa,
=\ TN



@(t) 18 the angle of inclination for the vector of the reactive force
=g [ d
P = =Mc to the Ox-axis.

Let us 1Introduce the phase vector x== (u,v,m,z,y) = (5, 23, 25, 2, 3s) and
the control vector wwms (u,e¢,¥).

The equations of motion for a point of varilable mass have the fol-

lowing form [18]:

NIMOOS'
W e, x\4, vto ¢
g e T 8T 0 0) (1.2)
me v -V: ’ .
N
m--_c,"_‘, B, o (1.4-1.6)
where
N=2Nnu/ﬁlo.
By gy are projections of the acceleration of gravitational forces on-

to the 0x, Oy axes.

We are Interested 1n the problem of determining control G: trans-
lating System (1.2)-(1.6) from the gilven initial position ;YO) - X° to
some region G(;) whose dlmenslons are smaller than n within an interval
of time* t = T(n = 5 1s the number of phase coordilnates for the plane

S
case), so that a certain functional §= Qjc(T) assumes the maximum val-

fomf
ue of those possible with Limitations (1.1) or, what is the same, with
limitations
I<uy<1, 0<cmm << Cman, (17)
-—
imposed on u.

The equations of the max-optimum motion of System (1.2)-(1.6)

were derived for the stated problem in [18]:

o TH o



=g+ } NP“_ (1.8)

b=+ { — (1.9)

m=y_ A0 (1.10)

Pu= —psi pv= —pyi (1.13)-(1.14)

pn=} N0 (1.15)

pem —p o _p 90, (1.16)

a‘x_p agv. (1.17)

The conditions for attainment of each of the four possible regimes
are indicated in the table; the numbers in the table correspond to the

sequence of formulas in the right-hand parts of Egs. (1.8)-(1.10) and
(1.15).
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Cmas

§Sh 3o

1) Regime number; 2) condition for attainment of re-
gime; 3) optimum values of control.

Here we denote:

PYL R FE. . R e ] (1.18)

Caln Can

Having substituted (0.1) into Egs. (1.16), (1.17), and having in-

tegrated (1.13), (1.14), (1.16), (1.17), we will obtain

0
Pu = p.*cos vt — p: sinve,
(1.19)
(]
Po=plcosvt — P ginwt,

v
According to (1.19), the integral curve P, = pv(pu) is the so-

called p-trajectory and represents an ellipse (in the particular case,

it represents a circle or segments of two merging straight lines

passing through the coordinate origin P, =P, = 0). Each of the indica-
ted three types of p-trajectories, as demonstrated ir [1], corresponds
to a completely determinant form of an optimum program of change in
the orientation of the reaction-force vector.

The optimum program of change in the inclination of the thrust
vector 1s determined by the relationships [10, 18]

ing=—2° s 1.20
sing= ——_  cos@p= ——, .
== e omyi=i—T (1.20)

We can recommend the following simple method of calculating the
trajectories that are close tc the optimum. Substituting (1.19) into
Eqs. (1.8)-(1.12) and (1.15), we will obtailn a system which describes
the motion in a Newtonian fileld of a point of variable mass with con-
trol close to optimum. In this case in Egs. (1.8) and (1.9) g, and g,

should be replaced by their exact expressions:
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[ By
Ka-(‘.—+”,—).7;o l’v'wo (1.21)

where u = 30R02 is the gravitational constant.

A further simplification may be achieved when the approximate ex-
pressions from (0.1) for g, and g, are substituted into Eqs. (1.8) and
(1.9). In this case System (1.8)-(1.17) will describe the optimum mo-
tion of a point in a uniform central gravitational fleld.

2. OPTIMUM REGIMES OF MOTION FOR A POINT OF VARIABLE MASS WITH LIMITED
POWER AND A LIMITED RANGE OF CHANGE IN EXHAUST VELOCITY IN A UNI-
FORM CENTRAL FIELD

Below there 1s a discussion of the results obtained in an analysis
of the case of a typical characteristic (ul, ¢c) of the form (1.1). In
order to investigate the structure of the optimum control o. power and
exhaust velocity we employ the method proposed in [10]. According to
the table the type of regime®* for optimum control u* = (ul, c) 1s a
function of the relative places of four curves p(t), kp(t), Z(t), and
2z(t).

In view of (1.15) p = p(po, t) 1s a periodic function of the di-
mensionless time t = vt with period m [1). Function z(po,r) is a mono-
tonically increasing function in the powered phase where u, = 1, and 1t
i1s constant in the coasting phase (u1 = 0). In other words, Z 1s a non-
diminishing function of ¢. In actual fact, let us examine in regimes 1

and 3 (where c = Cys 1 1s min, max) the expression for the derivative

Cia 1 (opet mpmym et men/c)  BOG) o (2.1)

dv Veam VC(Cmin VC(CminM

For regime 2 we find analogously that
dZs 1(Np’ Np* Np?

dt - Vima ‘M’Pm Pm = 2’"’?” me== ‘Vm’p-c.u.

(2.2)

Bearing in mind that 1in regime 2 the optimum value of the exhaust
velocity c* satisfiles the relationship c¢® = —2mpn/p>0, let us rewrite
(2.2) in the form:#s
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e (2.3)

% -

Having taken into consideration the relationship determining the
switching function in this regime

0:-0(c‘)-p+.::"-—;-. (2.4)

on the basis of (2.1)-(2.4) we will obtain the final relationship which

is valid for all four regimes:

Z - 0 (c)u,. (2.5)

VIRCmnC

Since N/vmewmc>0 and in the active phases (ui == 1) 0(c) >0, dZ/dt >
2> 0, with the equalssign pertaining only to the segments of passive mo-
tion (Z > kp).

Having made use of the dilscussed properties of the functions v, p,
and Z, as well as the table, 1t 1s easy to derive the following state-
ments relative to the optimum programming of power u,y and the exhaust
velocity c. The latter are formulated as functlons of the type of p-
trajectory.

Elliptlical p-TraJjectorler

The optimum control of power ul(r) 1s extremal in nature (i.e., the
power can assume only a maximum or minimum value [1, 18]).

In the general case the entire interval of motion can be divided
into two sections, depending on the form of power control:

the acceleration segment with continuous control (O, 11] (to the
instant r, of the first shutting down of power);

the segment of impulsive control wu<t T

Each segment separately may be of as large an extent as we please.

The optimum control of exhaust velocity for each of these segments
exibits an essentially different character.

The acceleration segment 0L vr. In the general casc three qual-
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itatively different zones of optimum programming for the exhaust velo-
city c(¢) can be observed on the acceleration segment: in the first

of these three intervals — the interval A — the exhaust velocity 1s
maintained at the lower boundary c(t) = Crqns iN interval B the magni-
tude of the exhaust velocity 1s regulated; the origin of the interval
C can be defined as the point at which the upper limit of the exhaust
velocity ¢ = c . (Fig. 1) is first attained. Interval A, generally
speaking, may be as large as we please. Let 101(1 =-M, ..., 0, 1,...,
N) be a periodic sequence of pointe, with period m [1], for the mini-
mum convergence of p-trajectories having the coordinate origin Py =
-p, " 0 and moreover let T01 be the first point by count of this se-
quence after the first intersection of the curves p(r) and 2Z(1) (see
Figs. 1-5), and let 7y, be the first point of this sequence after the
first intersection of the curves kp(t) and 2Z(t).

Fig. 1. A= A; B= B; B = C.

In this case, starting from some instant trmymqyy—§~, 0<¥™ <
< x/2 the optimum magnitude of the exhaust velocity leaves the lower

boundary (11*' is the boundary between intervals A and B of the accel-
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eration segment).

In interval 3 the optimum program c(¢) in the general case 1s not

monotonic. The points at which the exhaust velocity attains a local ex-

t remum (c1 = Cort 1_) form a quasiperiodic sequence %" =ty + 8, 08>0 (I={,

..., 8—1) with a period n (Figs. 2-3). Thus in each interval between
two intersections of the represented point and the line of apsides of
the p-trajectory there 1s situated only a single peak of the optimum
program c(t). The sequence of locally extremal values of the exhauct

velocity increases monotonically in the second region:

C(h“) > C(f(). (l =1 ..., 8— 1), (2'6)

cat't Sclgt (Im={, ..., 8 —1).

This follows directly from the formula clet = 2Z(t)cmn/p(s) (i =

-1,

.., 8—1),which 1s valld for the polnt at which, by definition, re-

gime 2 1s attalned in addition to the above-noted properties of the

functions Z(<) and p(71).

Each peak ci . 1s situated after the passage of the describing

point through the pericenter To1 of the p-trajectory, when

p'(v) > 0. This follows from the relationship

¢ -Np(n) 4 (2.7)
vm (%) p’ (%)’
which 1s satisfied only when p'(—ri) > 0, whence
6>0 (imt,...,86—1), (2.8)

Thus with an increase in ¢ the magnitude of the peak cle(t) increas-

es, as does the region (w—&, w+8&*) of 1ts exlistence (the region in

which regime 2 1s attained).

It 18 clear in this case that

b <&t (2.9)
It 1s easy to see that with sufficlently large values for the par-

- 79 -




Filg. 3

ameter k the interval B 1s closed solely by regime 2 (§¢¢++twu~>n) 1in

this case for the local maximums all of the above-said with regard to

i _ 1
Coxt is valid, and the points of the 1local minimums ¢ = Cmin aTe situ-
ated (in view of Formula (2.7) which 1s also valid here) in front of

the apocenters of the p-trajectory. Each local minimum 1s smaller 1in

magnitude than the following (Fig. 4).

i (2.10)

c‘... < Cam.

With a great energy-liberation value ﬁ the optimum program in in-
terval B of the acceleration segment 1s monotonic with respect to =
(Pig. 1).

Let us now consider the concluding stage of the acceleration seg-

ment - interval C. This interval may include segments with regime 2
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(Fig. 2), in which case for the local minimums and the points of their
distribution all of the above with respect to local minimums in inter-
val B 1s valid.

The appropriate selection of the parameters ﬁ and k will make 1t
possible to achleve the monotonicity of the »rogram c(t) in this stage
as well (Fig. 1).

ip

P--—-—-——-— e =
e = —

- - ——— ——
3
-

l

Fig. 5

The segment of continuous control «t<t After the instant 7 of

the first shutting down of power an "impulsive" power control regime 1is

established.* In this case regimes with exhaust velocity variable as a

function of ﬁ and k, or with constant exhaust veloclty ¢ = Cmax’ ©°T

alternations between the two may be set up on the powered segments. .
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Thus the segment of impulsive control in the general case contains
two qualitatively different intervals: A1 and By, respectively. By con-
vention let us adopt the instant 11* of the intersection of functions
Z and kp as the origin of the interval By, with Z(t) >p(v),v>w" (in B,
the combination of regimes 3 and O only takes place). The situations
which arise in the first somewhat more complex ci:se are considered in
the section on "Singular p-traJjectories."

For the interval B1 the results pertaining to the optimum prcgram-
ing of thrust at constant exhaust velocity [1] are valid: the active
segments of diminishing length form a sequence with period m. The
boundaries of the passive segments -t v+t are symmetric with re-
spect to the periodic (with period m) sequence of points Toq (1 = s,
..., N), corresponding to the pericenters of the p-trajectory:

T o= To — N, Tt = T + N, (2.11)
N+t > M.

Singular p-trajectories

The optimum control of power Uy 1s limited.

The optimum programming of the exhaust velocity 1s characterized
in general by the same features as 1n the case of elliptical p-trajec-
tories.

The basic difference involves the fact that the exhaust velocity
along the acceleration segment — the nondecreasing function t 1s the
total duration of intervals B and C — 1s no more than m/2 (Fig. 5).

With sufficiently low values of ﬁ the segment of impulsive con-
trol (the concluding stage of optimum motion) opens with the interval
A, in which the optimum function c(t) 1s a nonmonotonic function of
(Fig. 5). Any segment of length 7m from interval A; 1in the general case
contains all four types of regimes which follow in the sequence:

0Oel—+2—-i+2+3-+0-3 etc, With increasing ¢ the regions occupied by
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regime 1 diminish and subsequently disappear entirely.

k
min

terval A, (attained in regime 2) increases monotonically.

The sequence of local minimume c in the concluding phase of in-

Circular p-trajectoric

The optimum co~“r,l »f power may either be extremal or singular
(1, 18].

For the first case the program c(t) 1s a monotonic piecewise-1in-
ear function of time consisting in the general case of three segments
corresponding to regimes 1 = 2 = 3 (i.e., the segments of passive mo-
tion are absent).

3. SYNTHESIS OF OPTIMUM CONTROL FOR THE CASE IN WHICH THERE ARE NO
LIMITATIONS ON THE MAGNITUDE OF THE EXHAUST VELOCITY

Let us consider the max-optimum motion of a point of variable
mass under the action of a reaction stream of limited power O ¢ N <
< Nmax and with no influence exerted by the limitations imposed on the
exhaust veloclty.

In the case of a uniform central gravitational fileld it is possi-
ble not only to analyze the qualitative pattern of the optimum regime,
but also to derive an exact analytical solution and to carry the syn-
thesis problem pertalning to optimum control to a conclusion.

For thils special case let us write a system of equations of opti-

mum motion:

d-—v’z+£e'-—. (3.1)
2mipm
- e Npo
bm vy o+, (3.2)
. N(pud + psd)
Rl (3.3)
2 muy, Py, (3.4)-(3.5)
Pu = —psy Py = —p,, (3-6)-(3-7)
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o T2 +04Y) (3.8)
i 2"”' ' 1o)
Ps == Vip,, P, = V3, (3.9)-(3.

As was shown in [18], System (3.1)--(3.10) decays into systems of
equations of motion and equations of mass consumption which are inte-
grated independently of one another. As a matter of fact, for a subsys-

tem ccnsisting of Eqs. (3.3) and (3.8), we can write
mipm = N [ 2y, (3.11)
.
m()Pm(t) = m(teomlte) = 5§ (P + P, (3.12)
b

where v 18 some arbitrary constant. The followlng serves as a solution

for Eqs. (3.6), (3.7), (3.9), and (3.10):
P

Pu = pulcosv(t — b)) — —v-'-sin v(t — ),

7, (1.15)

Po™ plcosv(t — &) - Tsinv(t - ),
where pf (is= u, v, 2, ) represents the values of the variable p, at the
initial instant of time t = t.
Equations (3.1), (3.2), (3.6), and (3.7) after simple transforma-

tions yleld
£ 4 v3z == 2v[Dycos v(t — to) — Dysinv(t — t)].

ﬁ_._vgy_sz‘w,y(t_to) — Exsinv(t —to) ], (3.13)

where
2vDy = (v/v)ps% 2vD, = yp.°,

vEy == (y/v)py,  2vE, = yp,°. (3.14)
The general solution of System (3.13) has the following form:

2 == [Dg + D)(‘ — ‘0)] cos V(‘ —_— '.) + [D; + D‘(‘ -_— to)] sin \‘(‘ —_ lo),

(2.15)
ves [Ei 4 Eg(t — )] cos v(t — ts) + [Es+ Ei(t — t5)] sinv(t — ),

where E,, Di(i =1, ..., 4) are constants subject to definition on the
basis of the boundary conditions.

Let us make use of the derived general relationships fcr the solu-
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tion of the problem pertaining to an overflight of given time T with
minimum consumption of mass between two points in space for which the
coordinates and velocities have been given. In this case the solution

of System (3.1)-(3.10) must satisfy the following boundary conditions
(everywhere further on t, = 0):

2(0) =2  y(0) =",

u(0) = u®, v(0) =P,

(3.16)
2(T) =2, y(T) =},
u(T) = u', v(T) =,
m0) =1, pm(T) = —1. (3.17)

The second of Conditions (3.17) follows from the fact that the
maximizing functional S(T) = m(T).

For tlie determination of the constants E1 and D1 in Relatlionships

(3.15), we have the conditions:

zozph

u® = Dy + vD;s,

(3.18)
z2' = Dycos vl 4 TDycosvT + (D3 + TDy)sin vT,

u' == —vD,;sin vI 4 (cos vT — vT sin vT') Dy 4 vD;s cos vT +
+ (sin vT + vT cos vT)D..
Analogous relatlionships exist for Eiz
vo 3 Eh
¥ = E; + vE,,
y' = (E| + TE:) cos vl + (Ea + TE‘) sin vT,

, (3.19)
v! = —vE;sin vT 4 (cos vI — vT sin vT)E; + vE;cos vT +

<+ (sin vT + vT cos vT)E,.

The determinants of System (3.18) and (3.19) are equal to

1 0 0 0
0 1 v 0
A= cosvl TcosvT sinvTl T sinvT -
—vsinvl cosvl — vTsinvl veosvT  sinvl + vTcosvT
= sin?vl — (vT)2, (3.20)
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4 vanishes only if vI' « O, In this case 1t 18 clear that T = O is
meaningless and the case v = 0 signifies a qualitative change in the
system of differential equations and corresponds to the motion for the
case in which there is no field, as was considered, for example, in
[12], and in [14) for an overflight optimal from the point of view of
rapid effect. As a result, the boundary-value problem of (3.13) and
(3.16) has the unique solution

' Dl-zo,

i
D.--:[v(ulnvl’cow?ﬁ-v?):‘-f— u'sinvl — v(sinvl +
+ vT cos vT)2' - vTu' sin vT],

{
Dy = -Z-[— (sin vT cot vT +- vT)2° — vI*u® 4 (sin vl +

+ vTcos vT)zt — Tu! sin vT], (3.21)

|
D= T[W. 8indvT 4 (vT + sin vT cos vT)u® — v3Tz! sin vT +
+ (sin vT — vT cos vT)u'];

E, =
= %[vﬂnv?cos vI 4 3T)y° — sindvIv® — v(sin vl +
<+ vI cos vI)y' + vTuv'sinvT),
Eyw= %[—(lin vI cosvI + vT)y° — vI3® 4 (sinvT +
4+ vT cosvI)y' — Tv'sinvT),

Eim —f‘-[vy‘lin’ vI +(vI —sinvTcosvT)v® — v Tyt sinvl +
<+ (sinvT — vI cos vT)v'].

After the determination from (3.21), (3.22) of the integration
constants D, aid Ei(i =1, ..., 4), from Formules (1.19) we find

2 .
Pu = 2—:'(DQCO.V‘ - Dz'iuv‘)' Pv= %(E‘COS vi — EI sin V‘). (3. 23)

T
Having denoted 11-1(1')-95(,,,:4.,;,:)4; we will obtain:
0
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-4 *
I‘-Zv'r(f'l--‘z—vdnzvr)m'-bz(mz? ) DD+

aln 2vI sin2vT \ ., 2(cos 2vT — 1) +
R
sin 2v
+(T_ p2Y )E...
From (3.12) on the basis of (3.11) it follows that
mA(t)palt) _ M GPall) _ V(4.
m(t) mi 2 (PP
i.e.,
{ 1 Ve
T T ey Ty R (3.25)

Using the boundary conditions (3.17) and Relationships (3.24),
(3.25), we will obtain

1
m(T)=—F" (3.26)
1+_—ﬁ'
i .2
h(o)'-w. (3 7)
y=-2(1+4). (3.28)

This 1is actually the conclusion of the sclution for the boundary
problem (3.1)-(3.10), (3.16), (3.17), since the functions pm(t) and
m(t) are uniquely defined by the familiar constants pm(O), v from Rela-
tionshipes (3.11), (3.12).

The derived analytical solution makes it possible in the boundary
problem under conslderation, to synthesize optimum control. As a matter
of fact, the optimum program of thrust-vector orientation 1s uniquely
defined by Relations (1.20) in which in the place of P, and p, their
values from (3.23) should be substituted. The optimum program for ex-
haust-velocity regulation 1s given by the following relationship:

- 87 -




{
pm(0)+-2-\;l(t) (3.29)

C =

P
In the work by Irving and Blum (13] the problem of selecting the

' parameter ﬁ = ﬁ, was consildered from the standpoint of maximizing the
payload in the case of fixed boundary conditions.

Following [13], let us make the following assumptions:

1) The terminal mass m, 1s composed of the payload my s the mass
m, of the empty fuel tanks and their structures, as well as the mass
mg of the powerplant.

2) The mass of the fuel tanks and thelr structures i1s a function
exclusively of the fuel reserve (it 1s assumed that the fuel 15
consumed completely).

3) The mass of the powerplant depends exclusively on the magni-
tude of the power ﬁ.

With the abcve assumptions (boundary conditions (3.16)-(3.17)
fixed and assumptions 1)-3) satisfled for each N we can write:

My == mg 4 me{1 — m,)} + m(N), (3.30)
whence
Mg = my — mg{1 — my}) — mc(N). (3.31)
If the following natural conditlion is now satisfled
dmg / dmy < 0, (3.32)
then with an increase in terminal mass there will be a rise in pay-
load for each fixed ﬁ.

Thus the problem of maximizing mp In the case of fixed boundary
conditions breaks down into two problems:

the problem of seeking out the maximum terminal mass for a given
N, with m, = m (T, N);

-~

the selection from among all N of an N, that imparts the maximum

value to mp.
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Consequently, from the solution of (1.8)-(1.17) for fixed bound-
ary conditions in the maximization of m(T) it 1s necessary to derive
the relationship m = mk(T, N), to substitute it into Relationship

(3.31), and from this to find N = N,, ylelding the maximum for m_. If

p.
mk(T, N) is differentiable with respect to N, the extremum should be

sought among the roots of the equation#*

dmy, 0om, om,OdT Jmg(dm, dT oJm, am, 3.3
dN 0N+6T¢W+M(O_T¢W+OT\—WV'-U' (3.33)

Since for certain ﬁ the boundary problem may have no solution, in
addition to the roots of (3.33) 1t is also necessary to check whether
or not a maximum 1s attained at a 1limit point from which the bcundary
problem becomes solvable. In Reference [13) there 1s discussed the
case 1n which

me = K (1 — my), me = LN, (3.34)

where

K = const, { = const,
and the entlire trajectory consists of a segment having a regime of
type 2. As was proved in (13], for a problem with a fixed overflight

time T 1t follows from Condition (3.33) that

Re=vyilt—1.
Having introduced the notations ¢J = C, we willl obtain
N.=Cl{—CI,
whence
(Ma)mas = [1 =€) — K]/ (1 — K). (3.35)

Recelved
30 May 1963
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script

Page (Footnotes )
No.
73 The generalization of the problem to the case in which the

total motion time 1s not given in advance but is ratner ta-
ken from optimum considerations presents no difficulties

(2].

76 Problems of optimum control that is singular in the sense of
the maximum principle are not considered in the present ar-
ticle.

76 The prime denotes differentiation with respect to r.

81 The sections 1in which power is shut off are shown condition-
ally in corresponding figures as sections with zero exhaust
velocity.

89 In problems with fixed ror/e8 =o.

Manu-
script
Page [Transliterated Symbols]

No.

88 K = k = konechnaya = terminal

88 6 = b = bak = tank

88 c = s = silovoy = powerplant
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UDK 533.6
FASTEST DECELERATION OF THE ROTATICN OF AN AXISYMMETRIC SATELLITE

I.V. Ioslovich

In a number of cases the rotation of a satellite about a center
of mass is undesirable and may be curtailed by means of a control sys-
tem. The problem of optimizing thls process in terms of rapicdity of
effect and the synthesizing of a corresponding optimizer was posed in
article [1]). It was brought out that for an axisymmetric satellite
there arise a number of features assoclated with the nonuniqueness of
the solutions of the variation problem. In this note 1t 1s demonstra-
ted that the equations of the variation problem can be 1integrated for
the sections of control constancy and certain facts are presented to
characterize the fibering of the phase space by surfaces composed of
trajectories.

l. The motion of an axisymmetric satellite under the action of a
control system is described in a movable system of coordinates connected

with the principal axes of the central ellipsoid of inertia by equa-

tions

2= bu, |ul| <1,

j=Bzz 4 bu;, i=1223, b5

i = —Bzry + bsus,

Nomenclature
X, ¥, 2 projJections of instantaneous angular veloclty onto principal
axes of 1nertia;

B a constant defined by the principal moments of inertia;
bl’ b2, b3 positive ccnatants characterizing the control system;
Uys Yo u3 control inputs with respect to X, y, z axes;
xx, Ay, xz conjugate coordinates of the L.S. Pontryagin maximum

principle;
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H the Hamiltonian function of the maximum principle for the prod-
lem of rapidity of effect;

K‘-'A'.-’-k', ”-V+‘3.
ID-A""‘A‘. w'“k.'*'m.o
b == by agn Ay + b3 sgn Aq;

if the time t changes fram O to T, v = T - ¢.

The point with the phase coordinates X9 Yor Zp should be trans-
ferred to position O, O, O within the shortest possible period of time
T

In Reference [1] there 1s presented a derivation of the following

integral by means of the L.S. Pontryagin maximum principle

H =n Ay ogn Ay + My(B2s + basgndy) + M(— Bzy+ basgud) =C  (1.2)

and the system of equations for the conjugate coordinate

Ax = —Bihy + Byks (1.3)
' Ay == Bz) (1.4)
iy == —BzA,, (1.5)

which has the integral x§ +% = K2
The controls have the form
Uy = SsgnAy Uug==sgnl,, u;==sgnA,. (1.6)

If A\, = 0, the corresponding control uy is not defined and 1is

b
known as unique.

It turns out that there exlsts an entlre region in the phase
space for whose points xy = lz = 0, lx = 1 when x ¢ O and lx = =1
when x > 0. This reglion 1c¢ situated within a certain surface surround-
ing the x-axis and passing through the coordinate origin. This burface,
conventionally referred to as a "cone" in [1], 1s a switching surface
for the control Uy and 1s formed by trajectories which have no switch-

ing points with respect to Uy . The remaining trajectories approach the

"cone" from without and then proceed to the coordinate origin without
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sign change with respect to u,. Within the "cone" there exists a re-
gion in which controls Us and u3 are not defined and the variation
problem exhibits a nonunique solution. This is explained by the fact
that when Xq is large in comparison with Yo and Zy» the time required
to reduce the Yo and Zq coordinates to zero values may prove to be

less than lxol/bl. For the points lying on the "cone," this time 1s
equal to Ixol/bl. Unfortunately, the interesting question as to whether
or not there exist switching surfaces with respect to Uy other than

the "cone,"

at the present time has not been subjected to investiga-
tion and the general nature of the behavior of the trajectories 1s not
clear.

In addition, there exists a unique control on the rays |yl|/|z| =
- b2/b3, x = 0, where A, = O, u; =0, and the sign changes with respect
to Uy and u3 does not occur, 1i.e., u, = — sgny, u3 = — 8gn z. The ex-
istence of this case of a unique control in Reference [1] 1s negated
as a result of an incorrect analyscls.

2. Equations (1.1), (1.4), (1.5) can be written in complex form,
introducing the variables w = ky + 1kz and v = y + 1z, Moreover, having
denoted b = b2 sgn ly + 1b3 sgn Xz, we will obtain equations

¥ = —iBrw (2.1)
b = —iBzv +b. (2'2)

These equations are easily 1ntegrated on those segments on which
there 1s no switching. Having integrated in the opposite directicn
from the coordinate origin and glueing up the derived solutions, 1t is
possible to construct phase trajectories, solving the synthesis prob-
lem. It 1s thus possible to obtain information about the sign change
with respect to u,, bypassing the integration of Eq. (1.3). For this
integral (1.2) should be written in the form

gl



|Ac| == C /by — (Bz/bi)(shy — yhe) — (b/ by) [My| — (Ba/ bs) [l (2.3)

and this will make it possible, after integration of Egs. (2.1) and
(2.2), to show the u, switching points.

For the trajectories of the "cone," where by definition there is
no u, switching, Eqs. (2.1), (2.2) can be immediately integrated. The
integration 1s carried out with respect to the "reciprocal” of the

time 71 in the halfspace x > 0. We have

i=b (2.4)

y= —Bzz—bysgni,

.z'=B.zy—b,sgnA., (2.5)

Ay = —Bz,

A, = Br),

W = whe'Bo'n (2.6)
Ve — etBhTR § b(t)e- 1802y, (2.7)

We can see from Formula (2.6) that the frequency of sign changes
with respect to Uy u3 Increases without 1limit with increasing t, and
consequently, with increasing x. Separating Formula (2.7) into real
and imaglnary parts, 1t 1s possilble to derive an expression for y and
Zz 1n terms of Fresnel integrals and sines and cosines of the argument
Bb,T°/2.

3. Having solved the synthesis problem, one usually assumes fin-

K k k

ite values for the conjugate coordinates xx y A A

y’ 'z
is then carried out in the opposite direction from the point 0, O, O.

and integration

Let us trace the behavior of the trajectories in the upper half-
space x > 0. The trajectories emanate from point O, O, 0 and move up-

ward along the "cone,"

rotating about the x-axis. Then the last sign
change with respect to u, occurs, and the trajectories descend from the
cone. It 1s easy to establish that with the last switching i‘x <0,

while for the next-to-last ix S 0.
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Let us rewrite Expression (1.2) in the foru

—2hg m C = IylA | = b|Ay| —hs|Al. (3.1)

2
g?e quantity b2|xy| + b3lxz| ranges from K , (b,, by) to K(by +
+-b§) 2, Since Integral (3.1) permits of norming, we will hold that
x§ = — 1. Then at the coordinate origin we will have
C = by + bzt 4- bs] At (3.2)

k K
For all Xy R Xz

satilsfying the condition
o= UL (3.3)

there can be no fulfillment of the 1inequality

--.ti., =C - "’:I;-ul— b’“’“ <0 (3 l‘)
which must occur with the next-to-last sign charize wilth respect tc Uy -
Consequently, with fulfillment of (3.3) and kxk = — 1 the trajectcries

arrive at the coordinate origln from the x = O plane, exhibiting no

more than a single sign change wlth respect to u, .
It 1s easy to establish that the trajectory for which Xxk =+ 1

and for which Condition {3.3) 1s satisfled, also exhiblts no more than

a single slgn change with respect to Uy along the segment from x = 0

to the coordinate origin.
Recelved
5 March 1904
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UDK 532.517.2:259.193.2
ANALYSIS OF THE CHEMICAL COMPOSITION OF A LAMINAR MULTICOMPONENT
BOUNDARY LAYER ON THE SURFACES OF BURNING PLASTICS
G.A. Tirskly

An analysis 1s given of a nossible chemical composition of gases
in a boundary layer on the surfaces of structural phenol-formaldehyde-
resin-based synthetic materials burning in a dissociated air flow. For
typical mixtures, which consist of no fewer than 15-20 components, a
calculation 1s made to determine the effective diffusion coeffliclents
and the corresponding mass-transfer coefflclents in the multicomponent
gas mixture. For all self-modeling motions in a multicomponent frozen
boundary layer, a closeness (equality) theorem i1s shown to be valid
for the effectlive diffusion coefficlents over the entire thickness of
the boundary layer for all components possessing close (equal) molecu-
lar welights and gas-kinetlc parameters and satisfying the boundary con-
ditions ci(w) = 0 or ci(o) = 0. It is shown that for plastics based on
phenol-formaldehyde-resins, 1t 1s generally necessary to introduce at
least five essentially different effective diffusion coefficlents, and
that their introduction enables us to describe the diffusion processes,
rate of mass ablation and the temperature ani composition on the combus-
tion surface with practical accuracy.

The methods described in the literature for calculating the combus-
tion rates of streamlined surfaces are based on substitution of the mul-

ticomponent gas mixture by an effective binary mixture of atoms and
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molecules with a single coefficient of binary diffusion of atoms into
molecules [1-4]). This model of a binary boundary layer cannot be used
in calculating the rate of destruction of structural plastics, when,
together w'th the O and N atoms of the air, the boundary layer may si-
multaneously contain components wlth low molecular welight (Ha), com-
ponents with high molecular weight (S10, CO2 and components with medi-
um molecular welght (02, N2, CO, CN, HCN, SiH, C3), all diffusing coun-
ter to the O and N atoms. Even for pure dissociated air, when three
essentlally different binary diffusion coefficlents make their appear-
ance, the valldity of the binary-boundary-layer model 1s not obvious.
On the basis of an analysis of the boundary layer's chemical com-
position when it forms on the surfaces of burning plastics made from
phenol-formaldehyde resin and streamlined by dissoclated air, it 1s
shown in the present paper that the number of components may run as
high as 30-35. If we do not count components whose contents are below
1%, the number of components in the boundary layer will not exceed 1l&-
20, We present for such a mixture a detalled calculation of the effect-
ive diffusion coefficlents 1In a frozen boundary layer in the neighbor-
hood of the critical point (line), as defined in (5]. In the process,
we prove a theorem of the closenes:s (equallity) of the effectlive diffu-
sion coefficlent over the entire thickness of the boundary layer for
all components having molecular welghts and gas-kinetic parameters that
arc closely similar (equal) and satisfying the boundary conditions
ci(w) = 0 or ci(O)-rO.This theorem remains valid for all self-rnodeling
solutions for the multicomponent boundary layer. Application of this
theorem to specific mixtures substantially reduces the number of unknown
mass-transfer coefficients, since components with equal effective diffu-
sion coefficlents have identical profiles with respect to the concentra-

tions and, consequently, equal mass-tranfer coefficlents,
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Using the generalized analoglies between *he mass-transfer coeffi-
cients as derived in [5], we shall compute all effective diffusion co-
efficients at the wall and the ratlos of all mass-transfer coefficlents.
It is shown that the mass-transfa2r coefficlents depend essentially on
the boundary conditions, and, in particular, on the degree of dissocia-
tion of the air at the outer boundary of the boundary layer. It follows
from this that there 1s not, in the general case, a single binary dif-
fusion coefficlent whose introduction might describe with sufficlent
accuracy the rate of mass ablation, the temperature, and the composi-
tion on the combustion front. It i1s necessary to 1lntroduce at leacst
five esssentially different effective diffusion coefticients: DM(M) =
= €O, CN, HCN, S10, C,, c3), D,(A = 0, N), DH2, Dcoe, 002 — the intrc-

duction of which enables us to describe with an accuracy sufficlent for
practical purposes the processes of diffusion, the rate of mass deple-
tion, the temperature and the compositlion on the combustion front cof

a structural plastic.

A formula will be derived for determining the coiiposition of the
alr on an ideally catalytic nondecomposing wall as a functlion of the
degree of dissociation of the ailr on the outer boundary of the boundary
layer. A comparison of the results obtalined by this formula with numer-
1cal solutlons glves excellent agreement. For a certain range of varia-
tion of the external parametcrs of the problem we derive a formula for
the combustion rate of a structural plastic that decomposes without for-
mation of a liquid film, as a function of the degree of dissociation of
the alr and the composition of the chemical elements in the original
plastlc. It 15 shown that graphite possesses the lowest combustlion rate
as compared with other plastics for identical external streamlining con-

ditions and the same shape of the body.
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Using the concept of effective diffusion coefficlents, a similar
analysis can be carried out for other types of plastics, such as teflon,
nylon, organic glass, and others,

1, ANALYSIS OF THE CHEMICAL COMPOSITION OF THE GASES THAT APPEAR ON
COMBUSTION OF PLASTICS IN A DISSOCIATED STREAM OF AIR

Structural plastics based on phenol-formaldehyde resins have come
into widest application as heat-protective coatings for very high
stream temperatures [6-9). The fillers used to reinforce the resin in-
clude cotton cloth (textolite {10]), woven glass or glass fiber (glass
textolite [6-10), asbestos (asbotextolite (6-10]), silicon, nylon, ter-
ylene, rayon [8) and even magnesium oxide [€].

The percentage content of the phenol-formaldehyde resin (C7H6O)n
in the impregnated filler 1is established 1n accordance with the intend-
ed purpose of the plastic.

On aerodynamic heating of plastics, the "chains" of the resin de-
cay in the solld phase without access of alr at 1200-1400°K (pyrolysis),
with the result that gaseous products with high and low molecular
welghts are formed; these 1nclude H2, carbon monoxide CO, carbon diox-
ide 002, water vapor H20, methyne CH, methylene CH2, methyl CHB’ meth-
ane CH,, acetylene C2H2, ethylene Ceﬂu and numerous othe:r hydrocarbons
and radicals,

Apart from the gaseous products, pyrolysis results in formation of
& 80lid coke residue in the form of a rigid, amorphous carbon structure
with a high coke content (0.53) [11].

The coke burns in the oxygen and nitrogen of the air and forms
other products: cyanide CN, cyanogen C2N2. Coke evaporation products:
C, C2’ C3 may form on the surface at high temperatures.

In addition, the followling components may be formed as a result of

combustion of the coke in the presence of hydrogen: formyl HCO, formal-
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dehyde uaco, and hydrocyanic acid vapcr HCN.

Combination of hydrogen with air ylelds as products imino NH, am-
ino NHQ, ammonia NH3, hydrazine Neﬂu,isonitroso HNO and certain others.
Simultaneously with pyrolysis of the resin, a physicochemical

transformation also takes place in the flller. L.t us consider a case
in which the filler 15 asbestos. Asbestos 1s completely dehydrated on
heating to 900-1000°K (12]). On heating to temperatures above 1800°K,
thlis asbestos residue may enter flowas a result of softening of the
asbestos and entrain particles of the coke residue and gases formed on
decomposition of the plastic.This 1is attended by evaporation of silica
5102 on the surface, together with 1ts dissocliation: 2§i0,—-+2Si0 + 0,. Sil=-
icon carblide S1C and sillicon dicarblde SiC2 may form ac a result of re-
action between silicon and silicon oxide on the one hand, and carbon on
the otner. Silicon monchydride SiH and silicon mononitride SiN alsc ap-
pear.

Dlssociatlion processes of the air and the combustion products from
the plactics also add components to the boundary layer as we move awvay
from the surface: 0, N, NO, C, H. Si.

Thus, 1n the absence of 1lonlzation, a boundary layer conslisting ~f
no fewer than 30-35 components may, 1in the general case, form from the
five elements O, N, C, H, S1(Mg). In the decomposition of a speziflc
resin under specified flight conditions, however, not all of the gases
listed above are present simultaneously 1n comparable quantities. For
example, at surface temperatures higher than 1400°k and pressures below
100 bars, there will be practically no CO2 or hydrocarbons at the sur-
face and 1n the bourndary layer. At temperatures below 2500°K and pres-
sures higher than 10”3 bar, there will be practically no CN or C,N,,

etc. In the destruction of textolite, as is indicated by thermochemical

analysls, sixteen basic components form: O, N, NO, 02, N2, o Co,
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co, coz, CN, HCN, Hao, OH, H, Ha; 11 components form in combustion of
graphite,18-19 components in the combustion of asbotextolite, and eo
forth,

In each specific case, the composition of the gases can be estab-
lished by consideration of all possible reactions, Without making it
our task in this paper to give a detailed analysis of gas composition
for the destruction of each specific plastic, we present a calculation
of the effective diffusion coefficients for a mixture of gases composed
of the five elements O, N, C, H, S1(Mg), using the method of our study
(5], in which all binary diffusion coefficients could be broken down
into eight groups with equal or nearly binary diffusion coefficients
(see Chapter 2). This case covers most mixtures that appear during
the destruction of reinforced plastics based on phencl-formaldehyde
resins in a dissociated air flow. It will follow from the derivation of
these formulas that simllar expressions for the effective diffusion co-
efficlients can also be obtained without great effort for more complex
gas mixtures,

2. DETERMINATION OF EFFECTIVE DIFFUSION COEFFICIENTS IN THE MOLAR AND
MASS DESCRIPTIONS OF DIFFUSION

For a mixture of ideal gases, the kinetic theory of gases and the
thermodynamics of irreversible processes [13] give the following expres-
sions for the diffusion vectors‘f1 (we disregard the effect of thermal
diffusion as an effect of the second order (14, 15], and the barodiffu-
sion effect drops out by virtue ol the approximations of boundary-layer

theory):

N
l‘ -p‘V‘-p z mT‘:':'-’l).U vt, (‘- 1' 000g .\'), D.U-()o (2.1)
jm|

where the multicomponent diffusion coefficlents DIJ on the basls of the
kinetic theory of i1deal gases are expressed in first approximation in
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terms of the %N(N — 1) binary diffusion coefficients DiJ of the var-
ious pairs of components in the mixture,'Vl is the mass diffusion rate
vector of the ith component, py» My, X, are the density, molecular
weight and molar (numerical) concentration of the ith component re-
spectively, p 1s the density of the mixture, m is the average molecular
welght of the mixture, and N 1s the number of components in the mixture.
Since the coefficients DIJ are expressed in terms of D1J in the form of
Nth-order determinants, Expressions (2.1) are not suitable for practi-
cal use, Moreover, after substituting Expressions (2.1) in the compon-
ent diffusion equations, we obtaln a system of partial differential
equations (in the approximation of boundary-layer theory) that 1s not
solvable for the higher-order derivatives and therefore difficult even
for solutlion on computers,

For these reasons, we shall proceed further from N — 1 independent

Stefan-Maxwell relationships [13]

}=1

which can be obtalned from (2.1) by use of expressions linking the D;J

N
through DiJ and the ldentity M, =m0 The advantage of using Expres-

[ B |

slons (2.2) consists in the fact they contain only binary diffusion co-
efficlents, which are well known for many component pairs., In the case
of a binary mixture (1, J) there exists a unique diffusion coefficient

Dij in the molar and mass des:ription of diffusion:

0= 1= —nD;Vr,li=-1= —pDy Ve, (2.3)
where
1® = ni(vi— v®) == n,V® | mpi(vi—v) m=pV,,

AJ N
\ mg ng
V= z ZaVa, V= 2 CaVa, Ci = — Xy, F PR I (2.“)
Aumy Aemi m n

N
nes 2"..

Aoy
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Here, Ta*

fusion=-flux vector, ny 1s the number of moles of the ith componert per

i1s the molar diffusion-flux vector,Y1 iz the macs dif-

unit of volume,“\';1 1s the average statistical velocity of component 1
and'Vi* and vV are, respectively, the averaged molar and averaged mac:s
velocitles of the mixture,

In determining the effective diffusion coefficlient: In a multicom-
ponent mixture, we shall presently see that we muct dlictingulch the ef-
fective diffucion coefficlents for the molar description of diffusion
from the effective diffusion coefflicients in the mass deccriptlon,

Since only the projections of the diffuslon vectors onto the ncor-
mal to the surface, 1l.e.,, ocnto the y-axls, are required in the approx-
imation of boundary-layer theory, we shall henceforth operate only wlith
tne projections, denoting them by the same letters, but in llghtface

type. Then Relationships(2.2)may be presented in the form

or, .
11.-—1101.5;— (l-i,....N), (205)

where the effectlive diffusion coefficients DI for the molar description

of diffusion will be defined from one of the followlng three formulac:

| N I ). > oo r & | 1°
—_— =N DN oS L)
DS = 1).,( Vel T =T = /).,(" e (2.¢)
Jurd )=1 )=1

Hence the cdeflined diffusion coefficlent for an ith component in a
multicomponent mixture dependc not only on the ccmpositlon and the bl-
nary diffusion coefficlents, but also on the ratios of all other flows

I;(k # 1) to the flow It.

For certalin particular cases of diffuclon, the dependence of DI on

the flows can be dispensed with, Lc¢t us conslider some of thece,
1. All binary diffusion coefficients are equal (or nearly equal):

D,, = D. Then 1t follows from (2.6) that

1J
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D® == Dyy=D (l==14,..,N). (2.7)
2. Let us consider a mixture in which the components 2, 3, ..., N
move at the same speed (or are at rest): Vit muyy=... =y, Then it

follows from (2.6) that

N
’—8. Z

D,* -Eg-D—U.. Df=Dy (1=2....:M) (2.8)

The corresponding molar flows may be written in the form

d
it = - nDe ! (2.9)
n--»o.,—-z‘(z o) 3 Um. (2.10)
Ju=

The expression for D! in this case was obtained earlier by Wilke
(16].

3. In the case in which one of the mixture components moves at a
velocity much higher than those of the remaining components, then Form-
ula (2.9) applies for this component, while Formulas (2.10) remain val-
id for the other components.

Let us now pass to determination of the effective diffusion coef-

ficlents D, for the mass description of diffusion. Using the relation-

1
ships

ci= (m(/ m)z, (i=14,....N)
it 18 easy to derive the Stefan-Maxwell analogue for the mass-—concen-
tration gradients from (2.2):

N
Ve=3 2V, —vy-Sal c[‘;’ (V, =Va) (i=t....N)  (2.11)
gt Y

Aemy )=y

Instead of the vector relationships (2.11), we shall henceforth
operate with their projections onto the y-axis and denote the vector
projections by the same symbols, but in lightface type. Then Relation-

ships may be presented in the form
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Iy == —Puc(aﬂ/oy) (‘- PR A,)o (2. 12)

where the effective diffusion coefficients B1 in the mass diffusion

description will be determined fram one of the following three formu-

las:
‘-\N‘ ' 7] (1—‘/,)4’;‘0” Z, V,—V~
b perill? e .::Jn D L
(‘ I, V=0, ¢ é é Ly U, = Uy (2 13)
- T y € — - - O
,':' Du Vi —v - .)_‘ Ay V=V

e Iy 4 x; (¢ I '
-zDu( ] 1¢)+2 “ZDA,(C,T—Z—IT)'

han{
Let us again consider particular cases in which the coefficients

Di do not depend on the flows.
1. All binary diffusion coefficients are equal (or nearly equal):

Dy=D Then we obtain at once from (2.13)
DimD,,=D (i=1,...,N). (2.1“)

2. The components 2, 3, ..., N move at the same average speed

(or are at rest): vis iy =, = ... =vy. Then it follows from (2.13) that

N z,[l +T:n'-(m,—m,)]

1-a 2\ Zy+ 3¢, — €42,
1 :,- Du ,§2 D” 0 (2. 15)
m;
it
1 _ m 1 o :’( m! a Em |
o~ = + S — - - - ) e - . .
D m Du Dy; D, ' < m (D“ Dy, )(l¢ 1) (2 16)

j=3
From comparison of Formulas (2.8) with the corresponding Formulas

(2.15) and (2.16), it follows that in this case the effective diffu-

sion coefficients in the molar and mass descriptions of diffusion gen-

erally differ from one another. It is easily proven, that, for example,

in the boundary layer around the critical point (line) in the absence
of homogeneous chemical reactions, the Wilke condition:

W ey, = yy necessarily results in equali<cy of all binary dif-
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fusion coefficients, so that then Formulas (2.8) will coincide with
Formulas (2.15) and (2.16), giving:D,* = D, = DiJ = D for all components.
Hence the use of Formulas (2.8) or (2.15) and (2.16) for the effective
diffusion coefficients together with (2.5) or (2.12) and the corres-
ponding diffusion equations for solution of problems of convective mass
transfer will result, in the general case of diffusion, in a violation
of the law of mass conversation in the basic equations of motion.

3. If for a component i1 in some reglon of the flow ¢i—0, but
I, 0, then we obtain from the third formula of (2.13) in this region

1/D¢ = D) 24/D;. (2.17)
i

4, Finally, we might indicate mixtures such that the effective
diffusion coefficlients for some components are calculated explicitly
without restrictions on the diffusion velocities. Suppose that all bi-
nary diffusion coefficlents can be broken down into two groups, for
example,

Dun(M = Oy, N3, CO, CN, HCN) and DM002 (2.18)

or DMM and DMHQ’ where in each group the binary diffusion coefficlients

are close (equal) to one another. From the second definition (2.13)

for thils case, applying

{1 — Ico.

. m
Voo, = T Veo, = y— eco, Veo,
we obtain
{ _1—12co, ;. 7co, i 1 m cco,Vco, 51
m DII +cho.+(6.. UIOO,) My CcuVu Cu, ( . 9)
D¢o, = Duoo,. (2. 20)

I.e., in this case the effective diffusion coefficient for COQ(HQ) is

equal to its own bilnary diffusion coefficient for the pair co, M(H, M)
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It follows from the definitions (2.13) (see also Formula (2.19)) that
in the general case, the effective diffusion coefficients D, can be
calculated only after solution of the diffusion equations, when we
have found the diffusion flows /(eVy). I.e., the coefficlents D1 will
depend, generally speaking, on the determining parameters of the spe-
cific problem. If a generalized analogy between the mass-transfer co-
efficients 3/(0) w= 4/ (¢t —cw)(dei/Ay), o, wherecw—cnis the concentraticn gra-
dient across the boundary laser, has been established for the specific
problem, then we can calculate the effective diffusion coefficients

at the wall from (2.13). This generalized analogy can be obtained read-
ily for a frozen fiow, when the correspo.ding problem for the boundary
layer can be reduc:d tc ordinary differential equations. For example,
we have [5] for a boundary layer in the neighborhood of the critical
point (line)

eVe) _Cu—cn Duw \** e S.=un/pD 2.21
(c:V:)o cn-fn(pn) o 0BT S i ( )

on an impermeable wall,

eV Cie—2¢iy Dyo
( C,V, ). Cio — Co D,. (2.22)
on a permeable wall for a moderate influx of mass (—ng(0) =
- 0,2—06, 03 < Sw < 3) and
eVis  cw—cofDin\
(C,V, 0 C,.—C”(D,e,, (2.23)

for an intense air blast approaching the flow-detachment regime
(—ne(0) = 1, 08'< Si<14).

Here @(0) is the value of the stream function at the wall and
Sw=s (u/pD()e 1t the generalized Schmidt number also at the wall. For-
mulas (2.21)-(2.23) were obtained both analytically [5]), using asympt-
otic integration of the diffusion equations for Sy =* =, and by numeri-
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cal integration of the equations of the binary boundary layer with
variable properties in the neighborhood of the critical point (line)
and on a plate (at a Mach number smaller than two) being blasted by
six different gases (hydrogen, helium, argon, carbon dioxide, air and

mercury vapor). Formula (2.22) can be presented in the form

Dy eVi\ ¢4o—c¢
Ay om ( ) o —°n
L D| C,V’ 0Cie — Cop -1 (2' 2“)
TABLE 1
Re COy He COy
0 (0 Ay v(0) A, o(0) A, c(0) Ay
i
-0,2 0,884 ~-0,256 | 0.9 -0.4 ’ 1,967 ] --0,78 1,08
-0,3 0.989 --0.,% 1.2 --0,5 1.117

Table 1 presents the value of Aij for blasting with helium and
the value of Ai,j for blasting with carbon dioxide in air for the case
of a critical-line neighbornood with a temperature factor
To/T-=05(S,=1. Si'= n/pDy). It follows fram this table that Formula
(2.22) or (2.24) 1s satisfied for a moderate influx to within + 10%.
The analogy (2.21) 1s confirmed nicely 1in the theory of heat exchange
on an impermeable wall [17].

The generallzed analoglies between the mass-transfer coefficients
(2.21)-(2.23) remain valid with the same accuracy also for a boundary
layer with arbitrary longitudinal pressure gradient [18].

. CALCULATION OF EFFECTIVE DIFFUSION COEFFICIENTS IN THE MASS DESCRIP-
TION OF DIFFUSION FOR CERTAIN GAS MIXTURES

Using the generalized analogles (2.21)-(2.23), the effective diffu-
sion coefficients at the wall can be computed explicitly for a given
specific gas mixture. Let us perform these calculations in application
to mixtures that appear on heterogeneous combustion of plastics in a
dissoclated air stream (see Chapter 1). As follows from Tables 2 and 3,
which were compiled on the basis of data on the interaction-force par-
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ameters for the Lennard-Jones potential [19], the binary diffusion co-

efficients for the gas mixtures examined in Chapter I can be broken

down into eight groups:

Dyx(M == 03, 'Ns, NO, €O, CN, 11CN, 1INO, HCO, HCO, Nally, Sill, Ca.
Cs CeHy, Gilli et c, )

Dax(A = O, N), Duso (or Duco,), Dun,, Daso, Dan,. Du,so, Daa, (3.1)

where the binary diffusion coefficients in each group differ from one

another by no more than 2-5%, with the exception of the coefficients

Dy and DM , which differ from one another by 12-12%. Since the gas-
02 C3

kinetic parameters are at present known very approximately for the

molecules 02 and C3 and these molecules can appear in noteworthy quan-
tities only under conditions approaching those at which graphite boils
and, furthermore, it follows from the equilibrium condition [20] that

cc, »04cc,, we shall not introduce the supplementary group DMc of bi-
2

nary diffusion coefficients, even though it would not be particularly
difficult to calculate the effective diffusion coefficient.; in this
case as well. Moreover, the bolling state of graphite (of coke) will
not be reached in practice when plastics are destroyed, and the 02 and
C3 vapors willl be present in negligible quanti<tiles at the wall and in
the boundary layer. It follows fram the equilibrium condition for the
graphite vapor above the solid phase [20] that e¢c <<c, 1.e., carbon
atoms are present in small quantities. For example, with Pe = 10 bars

= 0.7633; with p_ =

and T, = 4590°K, cg = 0.0391, cC2 = 0.1376, c

2

= 107 bar and T, = 3390°K o = 0.055, ¢, = 0.115, ¢, = 0.830, etc.

3

Thus, Case (3.1) will cover a mixture consisting of no fewer than

C C

25 components. In practice, this case will cover the majority of mix-
tures that appear during the destruction, in a dissoclated stream of
air, of the structural plastics most commonly used as heat-protective
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coatings. Then omitting the cumbersame intermediate displays, we ob-
tain from the definition (2.13) the following expressions for the re-
ciprocal effective diffusion coefficients in the boundary layer for
case (3.1):

Du ma " e )
( o) +ou (e~ ) (B~ B -
(.... ) (5a -—-)] +eao] (o= o~ D)
o =l oo e
+{[M(Co+m) (20 + 20) | Buo + (e, = 2u,) Buswo +
*’(u:.'oi.)(m": 'm.’?o)“’”"‘)*(o:.'u.:.,)[ i
EURE ST I TR NS
% ‘"'(D:...- D:u,)( :.. - m”:.o» 5..;‘:..0 +

+{[-"’:'—. (co + ex) — (20 + In)]Bu, + (%Cm - luo) Bu 0 +

=) (2 -5 oo+ =) [ -

Duu Dax m Dux Dun,/ L 'my

~eoton (=) ~ w0 (5 ) (o~ *
0 b~ g N )} o

(M 0’0 N’o NO. coo CN| HCN: Qo Q)

=118 =



$ .t . 4 (4
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'(co+¢u)(—"-m-:n 'Cw( ! 1 )(-”:--—m—)-

Mg Dun  Dusw ! \'mw ~ iy,
r { _ i )( m m )} C_l_l,ﬁ. "
YO\ Uun " Dun !\ " gg!S Vo

+{[ (co + cw = i);:-‘; = (€u + 4n) ] Yso +( c..,’::;;- Iu.) Lugo +
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my \myg mgo -
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Clla( Dux bus:n)( myx mg, )l Vo '
where
£ 1 0285 U0 1 1 0723 _ 261
Dux  Dan  Dwx  Dax' Dun Duu, Duw  Dupy,
{1 oT3_ 04T 1 10108042
Dux Duso Dy Dusio  Dasio Danw Dasio Dax (3.3)
i _ .1 - .'.'.10__0,17.9_ 11 - 410 0804
Dm, Dwn, I).m, Ia ' Dau, Dusio Dm, ~ Dusio
U1 _oms_ o
Daa  Dax Daa Dan
8 -—‘-—--—‘_4-.—’ ..,-?__.-—9'%-—&12.3.-
%" Dux  Dan = Damin Dumo Dy Dax
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Dasio Dxllo
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BT Dux  Dan, Daw D, Dux Du. "Dax -b.u!,
(3 4)
Brsew e b o 4 0400 0552 _
oL Dux Dy $i0 Duso  Dun, Ihn Dy si0
- 0130 0577
n8i0 Dy
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WL i

since, according to Tables 2 and 3 ..ave, in virtual independence

of temperature

I S
ot L I

g:_:'.f - %- 1,215, %::— - Zi%.-oﬁs"i

Cot R R (3.5)
O = =30 = =

Dux Dn,co - Dan - DN.-\' = {645
Daso  Drso 0.800, Dusio  Dwsio

Dasio _ Dwswo Duw _ Dxpo _ g290.
Duso Dnsw0 41405, Duso Duso

In deriving Formulas (3.2), it was assumed that
ma = mo = my. (3.6)

In the last analysis, however, the assumption (3.6) will not be
reflected in the calculation of the effective diffusion coefficients
at the wall, since the concentration of atoms at the wall 1s equal to
zero (see Formulas (3.21) below). Further, we have taken advantage of
the fact that the molecular welights of all components with the sub-
script M are nearly equal (equal).

An expression for 1/DN is obtained from the last formula for 1/Do
by replacing therein Xg and o by XN and Cye respectively. In deriving
Formulas (3.2), the notation has been shortened in the atom group
(symbol A), with only the O and N left. If 1t 1s necessary to
account for other components with diffusion properties similar to those
of atoms, such as CH, HO, H,0, NH and others (see Tables 2 and 3), then

formulas for the 1/Dy, 1/Dso and l/DH2 of such a mixture will be obtain-
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. ed from Formulas (3.2) if ¢o + ¢y 1n these formulas is replaced by
q + ey * ccue * Cug ¥ o0 Xg Xy by Xo + Xy * xCHz + Xyg * oo and
covo + cNVh by cOVb * cNVh + °CHevc32 + °HOVH0 * qnus

In the formula for l/bo, Xy should be replaced by xy + xcu2 o

+Xyo * rees CoF Oy DY Cg + Oy + Coy * Cpg t ey Xg + Xy DY Xy 4

Q
+xN+xcae+xn°+ ... and °NVN by CNVN*' CeH VCH+ CHOV‘{O * seoan

Expressions for I/QN. 1/Dcu, 1/Dygs -+ will be obtained from thd
formule for 1/D, by cyclical replacement of the subscripts 0, N, CH,
RO ...

From Formulas (3.2), we can obtain expressions for the effective
diffusion coefiicients of a number of important particular cases. For
example, for the case of combustion of graphite in dissoclated air at
temperatures in the boundary layer above 1400°K and pressures P < 100

bars, i.,e., when the presence of 002 may be disregarded, we obtain

=)t

+ m _ i ecVe + coVa
ma \Dau  Daa Vn '
{ | | 1
B —mmo - +
De Dax b Daa Daxm
m ( i 1 eoVo + enVn
ma\Daw Daa Ve '
‘ {=8—2x—2¢ lo+3u+zc+ ”
m ( i _ 1 )CoVo + enVn + ecVe
Dux Dam Vu '

(M = 05, N3, NO, CO, CN, G5, Ga),
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m - Q—ZQ—IN—ZQ (3.8)
my f—co—cn—c¢c

Before calculating the effective diffusion coefficients at the
wall, let us demonstrate that the following theorem applies. All com-
ponents with nearly equal (equal) molecular welghts and gas-kinetic
parameters olft0* (y,;) satisfying the boundary conditions

(em)e =10 (3.9)

(for example, M = CO, CN, HCN, HNO, HCO, HECO, N2H4, SiH, C C

o) C3, olp»
C,H) and so forth), or
(¢)o=10 (3.10)

(for example, 1 = 05, NO or 1 = 0O, N) have nearly equal (equal) effec-
tive difiusion coefficients through the entire thickness of the bound-
ary layer.

For the proof, let us introduce the dimensionless diffusion mass
flow X1 and the concentration ratio Zy for the Mth component from the

formulas

In , '
""'W' cu = (en)o + [(cx)e—(cx) o) 2m(n), (3.11)

where KoPo 1s the product of the coefficient of viscosity by the den-'
sity under the conditions at the wall, B 1is the veloclty gradient of
the inviscid flow at the critical point (line) and n 1s a dimensionless
variable related to the normal coordinate X, which 1s reckoned with re-
ference to the moving front (if destruction 1s taking place) by the
relationship [21]

v= (o) S

In these varilables, the equations for the effective Schmidt num-
bers Sy=p/pDx will be, according to the first formula of (3.2) for

1/Dy,
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N
SuXywm i3y = Xy ET;-’—-{--:» {-.}(Xo+ Xn) (1 —2u) +

Je=1

+’E’""}xﬂ°(‘ —a)+ P () R - ), b= (3.12)
P Hofo

where the subscript M runs through all components indicated in the con-
dition of the theorem, the curly brackets {...) in (3.12) signify the
corresponding expressions appearing in curly brackets in the first for-

mula of (3.2) for 1/Dy and

Xo = (¢o)eXo, Xn = (¢n)oXn, Xsio = (¢si0)oXsi0, Xu, = (cu,)oXu,

The corresponding diffusion equations in these variables will be
[21] \
Xy +np(n)s'n =0, (3.13)
where n = 1 1s the twc-dimensional case, n = 2 1s the axisymmetric
case and zp(n) 1s a function proportional to the stream functlion. It 1is
nec2ssary to solve the system (3.12) and (3.13) for the sought func-
tions Zy and XM for the boundary conditions
a(0) =0, :y(eo0) =1, (3.14)
To prove the theorem, 1t 1s sufficient to show that the boundary-
value problem (3.12)-(3.14) does not depend on the subscript M. The

sun in (3.12) may be represented in the form

;\ z; 1—Io—IN'—Icn—... Io+1ﬂ+zcn,
2 B " D t—pm—  (3:15)

from which it follows that the sum (3.15) does not depend on the sub-
scripts M, since DMM and DAM for any M are nearly equal (equal) by the
condition of the theorem. For the same reason, the expressions in curly
brackets do not depend on the subscripts M. The boundary conditions

(3.14) are also the same for all M. Hence all furctions z, and Xy will

M
satisfy the same equations and boundary conditions, 1l.e., they coincide

identically. But then the effective Schmidt numbers
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S = (3% | X) (3.16)
will also be independent of the subscript M. Q.E.D. If the components
satisfy the boundary conditions (3.10), then instead of the system
(3.12) we shall have

SiX; = Iz = X E'Dijj--——g—- {...} (Xo + Xn)n =

- ':’-(---)Xs.oz'—-%{...}x,.__z‘, Xim—— At

(Ci)c ”‘W‘-;O‘ .

Equations (3.13) and the boundary conditions (3.14) remain un-
changed. From this 1t agailn follows that the effective diffusion coef-
ficients for components with nearly equal (equal) diffusion properties
that satisfy the boundary conditions (3.10) are equal through the en-
tire thickness of the boundary layer.

Similarly, we might prove the theorem that for O and N atoms,
which satisfy the boundary conditions (ca)s =0, the effective diffusion
coefficlents are nearly equal (equal) over the entire thickness of the
boundary layer.

It 1s readily seen that the theorem proven above also remains val-
1d for all self-modeling solutions to the equations of a multicomponent
boundary layer. It follows at once from these results that the mass-
transfer coeffilclents 24(0) = ¢’:(0) / (cie — cio) are equal for all components

satlsfying the conditions of the theorem, 1l.e.,

Ci’(o) = Cie — Cio 3.1
ey (3.17)

Thls fact substantially reduces the number of mass-transfer coef-
ficlents that we seek. For example, for the mixture considered in Chagp-
ter 1, 1t 1s necessary to find, instead of 30-35 mass-transfer coeffi-
cients, only six mass-transfer coefficients: z'M(O) (M = CO, CN, HCN,
HNO, HCO, H,CO, N,H,, SiH, C,, c3, CoH,, CoH)y ete.), ZA(O) (A = CH,
CH,, CHy, HO, H,0, NH etc.), and #so0(0), z'r(0), 0, (0) = 2’50 (0), 2°0(0) = 2'~(0).
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The mass-transfer coefficient for molecular nitrogen need not be

found, since this coefflcient and the concentration Cy  can be found
e

from the identity cy, =1 -—k?;'g';- To find the remaining unknown quantitiles
Zi(u) » we calculate the effective diffusion coefficlents at the wall.
Here we shall assume that complete recombination of the atumc of the
air and complete consumption of the oxygen take place at the wall.

Then Formulas (3.2) at the wall, using the boundary conditions

(€0)o = (cn)o = (co,)o = (cx0)o = 0, |coVo|o, |enVN/o, [eo, Vo, o,

| exoVno o< oo (3.18)
and the relatlonshlp
M) o (=2 —%sio
(mx)o (JHCH‘—CS‘O )0 (3'19)

will assume the simpler form

1 1 Dy Duy
et (2 1) (5]
D Daxl = Uusxo o Dyy, / T

m [ m m 1 1
+ {(—m—A- cs10 — sto) Bsio + (—”Km, — ZH, )Bu, + == (Umx _D,\.\x) +
+cu [(_m-__'_'i_ ( 1 __.1_4)_(_"_1_.._.._,”,1_ (-1___'-_1_.\-‘+
L\ mx ma /\Dum ", mm  mu,/ \Dun  Dax/.

& I’( m m )( | 1 ) ( m m \( 1
C P R el it v s
o my ma \Dun  Dyusio My msio/\ me

Vv Vv '
__1_\]} co¥o 1 oxVx {( . Cn,—xu,)Bﬂ,Sm+

Dax/ Vi msio
m 1 1 [( m m )( 1 1 A
e el i B i | e e TRy, | P
myu ('7m| Dusno)+ €t my  msio /\ Dux Dsu(:f'
‘'m m | | CmoVsm {( m _ \B "
B ) e e (B ) B

N ’"( 1__..._1_.)4.c [(_"l,.__’?__)(.L_- ! )7 _
‘my \Dunx Dy, SO\ My~ mso \Dux D,/
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- (e (2~ 2 ) S

(M = 03, Ny, NO, CO, CN, HCN, Cs, Gs),

10

1 i [ ( Dux ( Dyun Dun
s | 4, —4 J# -
Dsio  Dun 0 Dusio ) e Dsion, Dns

1 i ( m
+awocn, = motn) Buo + (5= = 5 (o~ o

)]+

\ €si0Cx, —

- =0l (g = Bs) [~ o= (s - ]+
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DA.. )
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+ (2 coo— as0) Bso + (- cw, = om,) Bu, + - (EE' D“
+ou [ (7 - ) (o~ ) (Z'..- u,,‘
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(zu,cs10 — cu,Zs10) Bu,sio ( e e SI0CH
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X( = e e+ {(

¢ z m )U
M, = <H,— — i, 810 —
my  m, u, Vs, ' mgo

== cw) (l):n( - D:u,)( e <1)1... - D:sno) 8

m m m csioVsio
X | ———cx ) = CH,,
My Niyg my Cu, Vu i

;;—i--%--ﬁi-:[i-t-:sm(-l?ﬁ‘;—1)+zu,(—D—::1‘— i)},

1 1 1 r Dux ) Dy
b= D = D 1 0 (o = 1)+ 2, (ns,r*’ﬂ

That 1s to say, for those components whose concentrations at the wall

are zero, while thelr mass diffusion flows are other than zero, the ef-
fective diffuslon coeffilclents at the wall are calculated explicitly

in terms of bilnary diffuslon coefficlents and composition. The expres-
sions for the remalning diffusion coefficlents include the ratios of
the corresponding diffusion flows at the wall, which can be expressed

by means of the generalized analogies (2.21)-(2.23). Then we obtain an

algebraic system of equations for determination of the coefflclents D1
at the wall. Let us solve this system for the case of moderate blasting
(analogy (2.22)) and in its absence (2.21). We note at the outset that
1t follows from comparison of Formulas (3.2) for l/DM with the formula

for 1/Dslo that the effective coefficlents Dy(M = CO, CN, HCN, etc.)
differ from the diffusion coefficlent Dgy by no more than 10%. Hence

for the sake of simplicity in the displays, we shall include D in

S10
the coefficlents Dy. Then, applying (3.22) and (3.5), we obtain from
(3.20) the following final expressions for the effective diffusion co-

efficlents at the wall:
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Du Dll

Dam - = T=0.724zu,
a=Do=Dn = i, = P = T,
Du,= Duc, [t + (0,747 + 0201 cw,) —o2 ] '
H, MH, mu y v CH, 1_0‘68133' i
1-2,62 " cx,
M
Du = Dux| T—572a,
m Cae
(OADY+ koo, — Qi — 0SMem ) G T Uiiem, |
+ 1= 0,7%z, -
(3.21)
m

M =1=%m (M=o, CN, HCN, Si0, HNO, HCO, H:CO, N:H,,

my 1 - CR,

SiH, G, Gy, CH3, GH), ca=co + on.

It follows from analysis of these formulas that during burnout of
plastics with a 50% (or smaller) content of phenol-formaldehyde resin,
when the hydrogen concentration in the condensed phase amounts to
¢l < 003—0,05 and 1s even smaller in the boundary layer ¢, < 0!

(zr, < 0,13—0.15), the effective dilfuslon coefficients for the pyrolysis
and combustion products of the plastic willl depend chiefly on the de-
gree of dissociation (CA)e of the air at the outer boundary of the
boundary layer. Here, 1f we disregard the influeace of the small quan-
tity of hydrogen in Formulas (3.21), then we shall have in approxima-
tion (to within 3%)

Dy = Dun (1 + 0,747cas);
Dy = Duu(i + 0,399 CM).

i.e., the effective coefficients for the combustion products (mole-
cules) vary in the interval
Dux < Du < Daxc (3.22)
For the mixture under consideration, therefore, four essentially
different effective diffusion coefficients appear: DA(A = 0, N), DM(M =

= €O, CN, HCN, S10, HNO, HCO, HyCO, NoHy, SiH, Cp, C3, CpH,, CoH, etc.)
- 125 =



Do, = Dvo» Phy’

If we take into account the presence of a small quantity of hydro-
carbons, CH, CH2 and HO, Heo, NH, etc, then stlll another effective dif-
fusion oefficient makes 1ts appearance. For the case (3.7), the ef-
fective diffusion coefficlents at the wall, taking into consideration
the boundary conditions (32.18) and (cco)e = (con)e = (cc)e = (cc.)e = (cc, )e = 0,
and (3.5) will be

Do Dyx
Da=Do=Dn =4 oa6z,: Do Pw = T
Dax m 1-2zc
Dc=1+0262 Cac omm 1-cc ] 30
ma 1 — 0,262x¢
DA DC
—— 1+0'285—( * Dun o m) (M = CO, CN, C,, C;)
M Mu 1 —0,285z¢ P

It follows from these formulas that 1f the group of components pos-
sesses only approximately equal (equal) molecular weights and gas-kin-
etic parameters, but these components satilsfy different boundary condi-
tions: (co)o = (cN)O = 0, (cc)e = 0, then the effective diffusion coef-
ficients for them will differ.

Let us now present an example in the which the effective diffusion
coefficients at the wall are calculated by application of the analogy
(2.21) for the case of a dissoclated filve-component air: O, N, NO, 0,

N,. We obtain from (3.7) and the boundary conditions (3.18), less the

20
condition for 02,

Do = Dx = Dy, Do = Dy, (3 24)
Do Do Dox, \ coVo + enVx
—_—= 1 y [ — alal
Do, DO,N, [ + ( DOO. ) CQ.VQl Co,] (3 ’ 25)

Using the analogy (2.21), where we denote the exponent 0.6 by Kk,
we obtain instead of (3.25) an equation for determining the effective

diffusion coefficient for 02:
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Do Duu Dax [1_*_ (1 Do.n.) (ca)e(c0,)o (Du )]‘ (3.26)

b—o-' Do' Do.n' DOO. (col). == (co,). DO.
TABLE 4

f€a)e 0 0,231 0,5 ( 0,75 1

k=06 1,390 | 1,291 1,179 | 1,086 |

? kw08 1,309 | 1,286 | 1.173 | 1.082 1
0,)0 | k=10 1.309 | 1.281 1,167 | 1,078 1
k18 1,399 | 1,268 | 1.i52 | 1.070 1

k=20 1,399 | 1,254 | 1.139 | 1.063 !

We shall assume that all of the oxygen at the outer boundary of
the boundary layer 1s dissoclated; then we get from (3.26)

(DA" ~Doo, _ 399 see Tables 2 and 3

Do, Do,
Do DO A 2
= 1,399[1—0.285(“),(0—0) ] cae = 0,231, (3.27)

For complete dissoclatlion of the alr at the outer boundary of the

boundary layer, we shall have from (3.26) and (3.27) Do = Dy = Dpy-
2

In the absence of dissoclation, D =D . For the intermediate cases,
Oy 70N,

1t follows from Table 4, which has been drawn up on the basis of the
solution to Equaticn (3.27), that

Do D
< Do, < Do, 1,399

for any exponent k > O and, moreover, that variation of k in the inter-
val from 0.6 to 2 has practically no effect on the accuracy with which
the effective diffusion coefficient is determined (variation of k
through a factor of 3.5 affects the solution by no more than 3% for all
values of (CA)e)' This circumstance enables us to use Analogy (2.22) in
determining the effective diffusion coefficlents at the wall when the
latter 1s being destroyed, and to do so for a broad range of variation
of the blasting parameter —n¢p(0) > 0. The approximate value of the blast-

ing parameter ng(0) can always be found before solving the problem (see
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Chapter 4).

If the effective diffusion coefficients have already been deter-
mined, then we can use the generalized analogiles (2.21)=(2.23) to find
the ratios of all mass-transfer coefficlents to one another. To find
the last mass-transfer coefricient,.it 1s necessary to solve any of the

N diffusion equations
[(/8)2) + np(n)z/ =0, 2i(0) = 0, 2i(0) = 1. (3.28)

This equation was solved numerically for varlable 1 and S, for the

i
case of a blnary boundary layer with various gases being blown in over
a wide range of variation of the external parameters, Jjointly with the
impulse and heat-inflow equations; 1t was also solved with the parame-
ter 1 variable and the number S1 constant. Approximation of these nu-
merical solutions gives [21]

2/(0)Si~t = 0,570(1 + 0,34b)1,044-0.0468 =08 4 0,67a (1 + 0,21),

b=n—1 a=ng(0)<0, 03<Sw<3 (3.29)

For — a € 0.5, the deviation of Formula (3.29) from the numerical
solutions does not exceed 3-4%. For —a ~ 1, the error may reach 10%.
Actual calculation of the generalized Schmidt numbers Sio shows that
they are of the order of ordinary Schmidt numbers as calculated from
the binary diffusion coefficient [22]. Hence Formula (3.29) can also
be used for a multicomponent boundary layer wilth substitutlion therein
of the corresponding generalized Schmidt number SiO' Application of the
integral method of solution to the problem (3.28), using the linear
profiles for concentration and veloclty, gilves

5/ (0) S0~ = [2/(0)Sio']o + (1 — "sSi~%-M)a, (3.30)
where [z/(0)Sw']Je 1s the value of the mass-transfer coefficient for a =
= 0 and k 1s the exponent in the generalized analogies (2.21)-(2.23).
For the analogy (2.22), sio'eé(l‘k) = 1 and the additive term in (3.30)
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will coincide with the additive tem governed dby forcing the inflow in
Formula (3.29), if we disregard the small linear term of the order of

o, |

The method of asymptotic integration [5] also gives a value for
the mass-transfer coefficient zi(o) closely similar to that from Formu-
la (3.29).

For mixtures in which the heat capacities of the components are
clusely similar, or if components with sharply divergerit capacities ap-
pear, but do so in small concentrations (for example He and °H2 < 0.01),

then application of Formulas (2.21)-(2.23) to the heat-transfer coeffi-
cient gives a generalized analogy between heat and mass transfer. In
this case, therefore, the problem of finding the heat- and mass coeffi-
cients in a multicomponent boundary layer in the neighborhood of the
critical point (line) will be solved. Utilization of these results will
enable us to reduce any problem of heterogeneous combustion (with a
finite or infinite rate of reaction advance) to the solution of the
corresponding system of finite transcendental equations f€or the concen-
trations, temperature at the combustion front and the blasting parame-
ter a (combustion rate) [22].

!}, EXAMPLES

1. As our example, let us consider the problem of determining the
composition of the alr on an impermeable ideally catalytic wall in the
neighborhood of the critical point (1ine) when the wall temperature is
held rather low, so as to satisfy the boundary condltions

(co)e = (cxo)e == (cx)s = 0, [c5Vole lenVnls, |enoViole < oo.  (4.1)

In the boundary layer, however, the flow will be regardecd as frozen.
The law of conservation of the element O on the impermeable wall is
written in the fom

CoVo+¢o.Vo.+-‘%mVno-0. (4.2)
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The law of conservation of the element N is a corollary of (4.2)
and the identities

N N
Sa=t, TFaVi=0.
heni hent

Using the analogies (2.21) and Conditions (4.1), we can transform
Relationship (4.2) as follows:

@t (2 [t Gn(F2)] 3

where, in accordance with the boundary conditions (4.1) and Formulas
(2.17), we have, virtually irrespective of wall temperature (see Tab-

les 2, 3):

(DD_L:)Q-%?_;?. (4,1&)

For tne ratio of the effective diffusion coefficients Do/'Do ) We
2

find, applying (4.1) and (2.21) to Formula (3.25):

Do\  Doo (4 _ Do\ _(ca)e(co)s (Do \**
('Fo-,). Do.n.,[‘ = (‘ Doo, )(Co.)c— co, o’('DS:). ]’ (4.5)
(ca)e = (co)e + (cw)e
We note that for complete dissociation of the air at the outer

boundary of the boundary layer, when (CA)e = 1, (cO )e = 0, it follows
2
from (4.5) that Dy = Dy = Dyy - Then, according to (4.3), we get

2 2
(co )O - (co )e’ i.e., there are no changes in chemical composition at
2 2

the wall. For(c), < {we get from Equations (4.3), (4.4) and (4.5)

Do\ _Doo,|"y [y _ Dom (€a)elco e 1 (se)
(Do.)o D;;‘l: ) ( Doo, )(co). - ‘I'u(cno):-(v;, )':

where the concentration of molecular cxygen at the wall (co )o must be
2

found from the transcendenta’ equation
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(wdemlomde+ (2] %

g l:' (1-2e) (0o + Y (ewe)s
X [ (n).-o-‘lu(m)o(‘-’ﬁf.):‘] (4.7)

P

The solution of this last equation may dbe presented with suffi-

cient accuracy in the form

_ f.)o + (%:f_‘.l ):. [ (code + '/u(m).( g&?):a]
(co)e 1406 (0 - %) (%:_:.:)U(u). . (4.8)

From this it follows that for (c¢.). = 0, (¢ ) = (¢, ). and no
O'e O2 C>2 e

changes in the concentration of the element O take place at the wall.

The maximum value of the o2 concentration at the wall will occur at
(°0)e = 0.231 and will be equal to (°02)0 = 0.280. As 0.231 ¢ Cro =1

the separating effect will be veakened and it will tend to zero as

(°A) e — 1. This is a consequence of the obvious fact that for (c‘). >
> 0.231 at the outer boundary of the boundary layer, atomic nitx;ogon,
which has the same elevated diffusivity as oxygen atoms, degins to make
its appearance.

The comparison given in [5] between Formulas (4.6) and (4.8) and
the numerical solutions shows a difference no greater than 2% in the
concentration of components and the effective diffusion coefficients at
the wall.

2. Using the results of Chapters 2 and 3, the task of finding the
concentrations of the components at the wall and the combustion rate of
the plastic can be reduced to solution of a finite system of transcen-
dental equations if we lknow the temperature of the wall. Indeed, if,
for example, the components O, O,, NO, N, Nz, cO, CN, HCN, R, !lz, C,
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02, 03, 310, coz are present in the dboundary layer and the components
N:!’ Ha. ON, HCN, CO, S10, 002, C, CQ, c3 are preoent at the combustion
surface, then the laws of conservation of the clements C, O, H and C10
(310 may be regarded as an clewent if it is ascimed that 510 doer not
rcact with other camponents at the cambustion 1ront) at the frout,
taking Analogy (2.22) and the boundary conditiona

(¢o)e = (ew)e = (cwo)e = (co,)e = (cr)e = U,

| eoVo |o | enVule, lewoViole |co,Vo, |0 < oo, (4.9)

(cce)e = (com)e = (€00, ) e = (cuan)s =

= (¢0)e = (00,)e = (¢0,)e = (om,)e = (cm0)s = O

Anto account, can be written in the fom

'Iu,(%'-').m +¥cco + Yecuon + Yucon +(%—z\ So +co.+co
= ¥\ coo, + Vh 6ge + /o cucm + */ua con + o + ¢o, + ¢co, = eg

) ,-/“(Qa.) 00+ Yreco = (co)e ( _ZL-).- (“")"(%EL ) "

% ucco ,+%/vcco — coV

L
( E .".*‘/m D” ‘ m N
- en, + Vemon — e ( D..'). esi0 — g0’ '-E‘cu- . (4.10) [

In Equations (4.10), the quantities ci(l) denote the concentra-
tions of the corresponding chemical elements in the condensed phase,

and the auxiliary parameter — ¢ = “°(°)(Sm)o[zi(°)]-1 is connected “ith
the dimensionless stream function at zero ne(0) = g by the relatiouship

(oce Formula (3.29))

_ 8 o 08701 +0.343) t (4.11)
IR T(Sx) 1S8R 15 0,67(1 +02a)8 "

The ratios of the effective diffusion coefficients at the wall
nshould be taken from Formulas (3.21). If to Equations (4.10) we add com-
buntion-equilibrium conditions (or any other conditions that corres-

pond to a finite rate of the heterogeneous reactions)
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1 '

20, o DGO 500 G T < 10K,
" 02771 —BOH_ o qorms—mn, 0% _ 13 . oinm guum 4.12
; Yew, cu, You, VIm ( )

cc=Ni(T), co,=heRY, co,= (),

{ vwhere functions f,, {,, and r3 are known [20], then this battery of
{ equations may be regarded as a system of eleven equations for determin-

ation of the ten concentrations cCOQ’ ¢co’ °HeN’ Scn’ ¢’ cca, cc °q .

cs40’ and SN at the wall and the parameter &, which depends on three
2

parameters: the temperature To at the combustion front, the pressure Pe

{ at the critical point (line) and the degree of dissociation of the alr
(CA)e at the outer boundary of the boundary layer. To determine the
temperature To at the combustion front, 1t 1s necessary to invoke the

{ condition of energy conservation on the combustion front [22]). Then the

mass rate of combustion will be defined from the formula

~ oD =1 B=(5) (4.13)

rt
We present here a particular solution of this system.

For wall temperatures 1400 < T < 3000°K and p_ > 1073 bar at the
combustion front, there wili Ye practically none of the components C,
Ca, C3, CO, CN, HCN. Then we obtain for this region of temperatures and
pressures, using (4.10),

—pm 100 _ ‘/eco =k _ (Du/Duen, (4.14)
’/7‘00 - ec® ‘/‘UCCO-CO“) ‘m, — eV J
ke = (Do/Du)s(¢o)e + (Do /D)se(co,)s- (4.15)
From thls,
kg ke
%00 = e ¥ rec = ea® & e — e’
cxt®

%= /D) + T
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If 4in Formulas (3.21) we disregard the weak influence of the
emall hydrogen concentration on the effective diffusion coefficients,

we obtain

0,334 + (Dau/ Dux = 1) (¢o). 'y 1+ 0747 (c),

b e O D =T (e), * OmlDude= 882 ).

Finally, using (4.11) and (4.13), we obtain a finite formula for
the mass rate of combustion:

oD _ 0570(4 +0.348) :
Voiebe  LMBN(S) 88 4 + 087(1 + 02a)¢’ (4.16)
where
(Su)o = 0,75 k,

TF03M(ca).’  ° Voo —cq®

From this it 1s evident that the combustion rate depends essen-
tially on the degree of dissociation (CA)e of the air at the outer
boundary of the boundary layer:

(PD)(o , ) =0an = 1,399 (piD)(c , ), =s-

It also follows from Formula (4.16) that the mass rate of combus-
tion of a plastic not containing oxygen (i.e., graphite) will be lowest,
given identical external streamlining conditions and identical body
shapes. On the other hand, given the condition of equilibrium combus-
tion, maximum ablation will occur on a material whose elementary compo-
sition approaches the condition ec" = ¥o®, if we consider that no CO2
is formed. On plastics based on phenol-formaldehyde resins, as a rule,
eV > Yica® , 1.e., 1t 1s necessary to have an additional influx of oxy-

gen from the air for complete combustion of the coke (graphi.e).
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UDK 538.
HYDROMAGNETIC AND THERMODYNAMIC PATTERN OF A MAGNETIC STORM
V.P. Shabanskiy

This article deals with the pattern of a magnetic storm. The shock
wave that 1s propagated from the sun through the interplanetary gas
(or by means of a solar corpuscular stream) intensively heats the in-
terplanetary gas in the vicinity of the terrestrial magnetosphere. In
this event the magnetosphere, subjected to the pressure of the corpus-
cular stream, heats up with considerably less intensity as a result of
the existence within the sphere of a strong magnetic field. The virtual
adiabatic compression of the magnetosphere during this period coin-
cides with the first phase of the stom.

With passage of time the magnetosphere is heated up by noncolli-
ding magnetohydrodynamic waves which form at the boundary of the magne-
tosphere.

As the effective temperatures are evened out in the magnetosphere
and the stream, the magnetosphere experiences an expansion despite the
fact that the pressure in the stream may not diminish. In this case the
relative expansion of the magnetosphere considerably exceeds the ini-
tial compression.

The quantity of energy transferred by the hydromagnetic waves dur-
ing the period of the expansion process 18 adequate for the establish-
ment (or reiaforcing) of the ring current which is responsible for the
mailn phase of the storm.

1. MODEL OF STORM

A magnetic storm begins on the earth with the arrival of a solar
corpuscular stream. This 1s intended to refer to -the augmentation of
the solar wind. A pronounced augmentation of the solar wind causes a
storm exhibiting a sudden onset. It is possible to evaluate the rate
of propagation for the perturbation from the sun to the earth by compar-
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ing the instant of the sudden onset with a solar flare preceding the
8 10 The "m’
plorer X" launched in March of 1961 beyond the limits of the terres-

magnetic storm. This rate is of the order 3-107-10 cme sec
trial magnetosphere disclosed a directed stream of pro-ons with an en-
ergy of 500 ev [1]). This corresponds exactly with a rate of 3-107

cm-sec'l. The stream of protons fluctuated about a mean value of

8 2 1

3:10° cm®.sec” ~ which for the density of the plasma ylelds 10 protons

and electrons per cm3. Certain da*ta indicated that the temperature of

6°K. Toward the end of the flight a

the stream was of the order 105-10
magnetic storm was recorded, and during this period the "Explorer X"
detected both an increase in density and an increase in proton energy.
Similar results were obtained with other rockets and satellites, laun-
ched beyond the limits of the magnetosphere: the "Mariner II" [2) and
"Lunik-2" and "Lunik-3" [3], the rocket sent to Venus (4], and "Explor-
er XII."

The most natural assumption would be that the sudden onset of the
storm should be ascribed to the arrival of a shock wave propagated
from the sun through the interplanetary plasma (or ascribed to an un-
perturbed supersonic corpuscular stream — a solar wind). Despite the
fact that the mean:-free path of 1ndividual particles in interplanetary
plasma 1s greater than the distance from the sun to the earth, because
of the presence of a magnetic fleld the width of the front in the solar
wind in such noncolliding plasma may be considerbly less than the mean
free path and is defined by the Larmor proton radius. With B ~ 10°°
gauss protons with an energy of 500 ev exhibit a Larmor radius of the
order of 108 cm. The duration of the increase in the horizontal compon-
ent of the magnetic field at the surface of the earth — a period of
time of the order of a single minute — indicates the slope of the per-

turbation front producing the sudden onset. This time ccincides exactly
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with the time required for the passage of & stream moving at a velocity
8 1

of 10~ cm-.sec” -~ through the region occupied by the terrestrial magneto-

sphcre, this region exhibiting linear dimensions of the order of

10

10 cm. Therefore the width of the stream front should not exceed

cm. It 1s difficult to concelve a plasma cloud moving from the sun
to have such a sharp front in each case of a storm with a sudden onset.
At the same time, the hypothesis of a shock wave with a sharp front
corresponds to the observed pattern.

Having attalned the region occupled by the terrestrial magneto-
sphere, the shock wave 1s partly reflected from it and in part 1t pass-
es through the magnetosphere. Prior to the arrival of the shock wave
responsible for the sudden onset, the magnetosphere was surrounded by
a reglon of elevated density on the dayligiht side behind the shock-wave
front (fixed relative to the earth) formed by the unperturbed superson-
ic solar wind flowing into this reglion. The arriving perturbation will
experience partial reflectlion at the boundary of this region, increas-
ing in the region the Jump in density, pressure, temperature, and in
the interplanetary magnetic fleld frozen into the solar plasma. As a
result, the stream behind the surface of the reflected wave, directly
interacting with the magnetosphere, becomes more dense, hotter, and
less supersonic.

The first phase of a magnetlc storm assoclated with an increase
in the horilzontal component of the magnetic fleld at the surface of the
earth may be explalned by a reduction in the volume of the magneto-
sphere as a result of additional compression brought about by an in-
crease in pressure 1n the gas surrounding the magnetosphere; it 1is
through thils gas that the shock wave from the sun passed. In this case
it 1s tacltly assumed that the shock wave, having passed through the

magnetosphere, will not heat up the plasma of the magnetosphere. Only
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in this case will the mugnetosphere be compressed by the action of the
pressure in the gas surrounding the magnetosphere, this pressure having
been elevated by the shock wave. Such a situation indeed follows from
the theory of magnetohydrodynamic shock waves. In the transition to a
medium exhibiting a larger magnetic field (i.e., of lower compressibil-
ity) the Jump in pressure and density at the shock-wave front diminish-
es. Since on the average the magnetic field of the magnetosphere 1is
considerably greater in magnitude than the magnetic fields of inter-
planetary space, the magnetosphere (with the exception, perhaps, of

1ts outermost parts) is heated considerably less by the shock wave
than the ambient interplanetary gas. The compression of the magneto-
sphere under the action of the external pressure may be regarded as an
adiabatic process.

The first phase of a magnetic storm with a sudden onset on the
average lasts from 2 to 8 hours, after which the main phase of the
storm begins, during which period a reduction in the horizontal compon-
ent of the magnetic fleld at the surface of the earth in the middle and
lower latitudes is observed. In this case the effect of the reduction
of the field during the period of the main phase proves to be several
fold more intense than the effect of the increase in the field during
the first phase of the storm. This fact cannot be comprehended within
the framework of the simple hypothesis cf a reduction in the external
pressure in the solar wind, as a result of which the expansion of the
magnetosphere and, consequently, the reduction of the horizontal com-
ponent of the fleld at the surface of the earth should not exceed the
effect of the initial compression. Moreover, a great many phenomena con-
tradict the hypothesis of an attenuation of the solar stream during the
2-3 days after the onset of a storm, and particularly the great dura-

tion (up to 10 days) of the Forbush decay in cosmic radiation, produced
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by this stream. Therefore the model of a storm must make it possible

to have the main phase occur under conditions of even more elevated

jexternal pressure.
It 1s possible to imagine that during the first phase and during

1the first half of the main phase of a storm there occurs an evening out

=of temperatures between the comparativelr cold magnetosphere and the

ginterplanetary gas surrounding the magnetosphere, heated by the shock
wave. In this case the reference to the temperature of the interplane-

1 tary gas should be understood to refer to a certain effective tempera-

gture of the turbulent nonuniformities in the space between the fixed

' front of the reflected wave‘and the boundary of the magnetosphere — a

i region with a regular magnetic fileld. It would be most natural to as-
sume that the ~nergy carriers are the hydromagnetic waves generated at
the boundary of the magnetosphere by the nonuniformities c¢f the stream.
The magnetosphere as a whole (or at least its internal region, if the
pressure of the solar wind continues to increase) begins to expand dur-
ing the process of temperature leveling. In order for this expansion in
thecased a nondiminishing external pressure to result in a significant
reduction in the horizontal component 1t 1s necessary for the relative
expansion in the internal regions of the magnetosphere to be greater
than in the external regions. The existence of a region of elevated

! plasma density around the earth (the geocorona) with a sharp drop in

! density at a distance of 3.5 earth radii [5] should result in the par-

j tial reflection of the hydromagnetic waves propagating from the surface

! of the magnetosphere at the boundary of the region exhibiting the ele-

i vated density, and consequently, it should result in more intense heat-
ing and expansion of the plasma at this boundary.

3 Thus it 1s possible to imagine the following pattern for the course

of a storm. A shock wave from the sun intensely heats up the interplane-

3
]
1
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tary plasma and weakly hecats the gas of the magnctospherc. The pasuage
of the wave through the magnetosphere corresponds to the sudden onget of
a stom. The clevated pressurc of the interplanetary placma behind the
front of the shockwave leads to virtually adlabuatic compreccion of the
comparatively cold magnetosphere. Then there occurs a slowcr procecsc of
temperature leveling between the magnetosphere and interplanetary pas.
This process 1is accompanied by an expansion of the entire magnetuspherc
or of its internal region. In this case there 1s a reduction in the hor-
izintal component of the magnetic field at the earth in the middle and
lower latitudes. An estimate of the time required to transfer the erner-
gy from the magnetosphere stream by hydromagnetic waves, thils energy
adequate for thc reduction of the horizontal component of the fleld at
'the equator, 1s presented in Section 2. The heated magne.osphere ever
prior to the complete leveling out of the temperatures expands at cor-
stant external pressure to dimensions exceeding the dimensions of the
magnetosphere in an unperturbed state. As will be demonstrated ir Secticr
3, this occurs because the density of the gas of the magnetosphere cr.
the average 1is considerably greater than the density of the stream pla:-
ma.
2. HEATING OF MAGNETOSPHERE BY HYDROMAGNETIC WAVES

Let us consider a case of perpendicular shock waves, 1l.e., vaves
propagated in a direction perpendicular to the magnetic fleld. For rare-
ficd plasma

8aP | Bt < 1, (1)
vhere I3 1s the fleld etrength and P = nkT 18 the gas pressure; the per-
pendicular shock waves dissipate with the condition (6]
M > 1 4 Y,(8P | B%)', | (2)

vhere M = ul/sa is the Mach magnetic number, u, 1s the velocity of the
vave front, By = B/lmp)l/2 i1s the Alfven velocity, and p 1s the density
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of the frozen-in plasma. This condition is eqﬁivalent to the condition
V> Vo where Ve is the thermal velocity of the electrons, and v 1is
the electron velocity perpendicular to the magnetic field in the plane
of the wave front. The beam instability which arises in this case de-

velops along the length

I ~ (c/we) (B*/8al), (3)
where ¢ 1s the speed of 1light, and w, = (hﬂezn/he)1/2 1s the plasma
electron frequency. The quantity 1 defines the wildth of the front of

the noncolliding perpendicular shock wave. With a density n ~ 103 cm'3

4 om, and B2/8mP at a distance of about 3.5 earth

the ratio c/mb ~ 5.10
radil from the center of the earth is of the order of 103 for cold
(e ~ KT ~ 1 ev) and of the order of one for heated (e ~ 103 ev) magne-

4 cm, indicating

tospheric plasma. Therefore 1 ranges from 5-107-5-10
that noncolliding shock waves can exist in a magnetosphere exhibiting
characteristic dimensions of 109--1010 cm. The heating of the plasma
fram an energy of 1 ev to 103 ev per particle of a distance of about
3.5 earth radil from the earth's center, where the density n ~ 103 is
adequate for the creation of the ring current of westerly direction
that is responsible for the reduction in the horizontal component of
the fleld during the main phase of the magnetic storm by 100-200 .
From the conditions of continuity at the front of the shock wave

the expression for the velocity of the front relative to the nommoving

medium in front of the wave front may be written in the following form:

up = [(Pm) /o] [(a+ 1) /a] - [1 + a(a+ 2)B), (4)

where
n= (P,—P) /P, am= (p3—p)/p= (By— By) /B,

are the relative jumps in pressure and density at the front of the

shock wave, B = B%/BNPI, with the subscript 1 pertaining to the medium
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before the front and 2 pertaining to the medium behind the front of
the wave.
For a weak shock wave (a ¢¢ 1) and a rarefied plasma (8 >> 1) we
will have
M=u /s =1+ 3. (5)
Therefore Condition (2) reduces to the conditirn impoced on the
amplitude of the magnetic fleld in the wave
a = 8B/B > (8nP [ BY)", (6)
we can see from (6) that for dissipation the amplitude of the
wave should not be too small.
In order to evaluate the heating time let us use the ormula for
the irreversible changes occuring in the weak shock wave (7]
8/ me —(82)?/ 12(8P* | 32%), (7)
where 6U 1s the energy liberated at the front of a weak wave per 1 g
of mass, S 1s the entropy, and x = 1/p 1s the specific volume,
P® = P 4 D*/8n = P + A?/8ns?, (8)
and A = B/p = const (the condition of being frozen on both sides of
the front). Since 8U is a quantity having the third order of smallness
with respect to the jump 1in density, the relationship between P and x
on both sides of the front may be taken into consideration in zero or-
der, 1l.e., we hold S = const. Then the adiabatic curve PxY = const,

vhere v 1s the specific-heats ratlo c /c , together with (8) defines

P
the equation of state Pr the "gas-magnetic field" system in the varia-

bles P*, x. Having substituted P = const x_ Y into (7), we will have

8U/U w= 8T /T ms {(y—1)u®/ 12} - {(y + 1)y + O(B*/8aP)). (9)
For a rarefiled plaima the change in energy per single heavy parti-

rle with mass m 1s equal to

O0c = MU == /ims dal, (10)
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where it has been taken into consideration that U = P/p(y — 1).
Given an oscillation frequency of v the velocity and characteris-

tic heating time will, respectively, be equal to
d'/d‘ - l/.m’.'n‘v, § ~ h/m.’a‘v. (11)

g - 2-1015 cm2-sec'2 for

If we assume n ~ 103 cm'3, € ~ 103 ev, 8

a distance L ~ 3.5 earth radii, we will have
t ~ 2/a. (12)

The time calculated from the sudden onset to the arrival of the
maximum of the main phase (to the end of heating) may cover a wide
range, i.e., from several hours to days (4-103 sec < 6 ¢ 10° sec). This
yields the limits within which the perturbation parameters are corfin-

4 1

ed: 2:10"° sec < a3v € 4.-107 7 sec. For example, with a ~ 107~ it is

necessary to have field oscillations with a period of a minute, and

with a ~ 3-10"1

halr-hourly oscillations are required. At the moment it
is not known whether or not such oscillations exist in the magneto-
sphere.

It should be pointed out that the given mechanism 18 effective
for the cold component of a plasma. With regard to the particles in the
belts, since thelr energy considerably exceeds 103 ev, their heating 1is
a considerably slower process. In particular this pertains to the pro-
tonosphere detected during the observations conducted by the "Explorer
XII" and consisting of protons exhibiting energiles in excess of 10° Jev
(8]. If the density recorded by "Explorer XII" of protons with ener-
gles from 150 kev to 4.5 Mev 18 actually that great, as maintained in
[8] (n ~ 0.5 cm™3 at the maximum of the proton belt at L ~ 3.5), the
main energy must be contained precisely by that component of the plasma
of the magnetosphere. However, the mass of the gas 18 determined by the
cold component (n ~ 103 cm3). Although this specific medium, strictly

speaking, requires a special approach to clarify the behavior of shock
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waves, the above-cited formulas are approximately valid if it e
maintained that the Alfven velocity in [11] is governed by the cold
component (n ~ 103 cm"3), while the energy and pressure ue defined by
protons exhibiting energies in hundreds of kev. As calculated in (9],
the ring current of the protonosphere reduces the horizontal component
of the magnetic field at the equator at the equator by 40 y. Concee
quently, in order to explain the main phase the protonosphere must de
heated 2-3 times. As can be zeen from (11), the time needed to heat the
protonosphere is greater by more thar two orders of magnitude than the
time required to heat the cold component to 103 ev. The same can de
said about the storm-attenuation phase,which for the protonosphere will
be considerably more prolonged. Moreover, Condition (6) makes poss'ble
the dissipation of the waves in the noncolliding plasma and calls for
the existence of amplitudes somewhat too large, since for the protono-
sphere Be/BwP ~ 6 [8]. Thus from the standpoint of the considered mech-
anism, the cold plasma particles of the magnetosphere, heated by hydros
magnetic waves, are responsible for the reduction of the field during
the main phase of the storm. However, this does not preclude the possi-
bility of the protonosphere serving as a constant externsl force for
the reduction of the horizontal component at the surface of the earth
by an order of magnitude of 40 v.

3. ng?TIONSHIP BETWEEN THE AMPLITUDES OF THE FIRST AND MAIN STORM
PHASES

Let us now examine another aspect of the probiem: is it possibdle

as a result of heating, for the cold magnetosphere, initislly compres-
sed by a shock wave, to expand under conditions of constant external
pressure to dimensions greater than the nonperturbed value? For a rough
qualitative consideration of the processes of magnetosphere compression

and expansion during the course of a storm we need not tako inte consi.
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ideration the fact that in the nonperturbed state there already exists
?within the magnetosphere a constant ring current stretching the lines
}of force in the direction from the surface of the earth and reducing
ithe horizontal component of the fleld, i.e., it 1s possible to assume
jthat prior to the onset of the storm the pressure of the plasma within
gand without the magnetosphere 1s i1dentical. In this case the pressure
|
on the plasma from the side of the magnetic field in nonperturbed
state will be equal to zero. The relative compression of the magneto-
sphere results in the first phase of the storm, whereas the extension
of the magnetosphere produces the main phase. In this case, in terms
of the approach to the problem, the magnetosphere should here be under-
stood to refer to the region that is most active in causing the changes
in the field at the surface of the earth, 1.e., the region bounded by
magnetic shells with L ~ 3-5. The volume and, consequently, the magni-
tude of the fleld at the surface of the earth, thus defined as the
magnetosphere, 1s defined in the various phases of the storm by the re-
lationshilp of the gas pressures on the two sides of the conventiornal
boundary of the magnetosphere and the magnetic pressure. Let us assume
the pressure directed into the magnetosphere as the positive pressure
from the side of the magnetic field, 1.e., the pressure which appears
with an increase in the volume of the magnetosphere. For a magnetic
pressure PB we can assume the simplest linear relationshlp with respect
to the volume V, and namely
Py = K(V — Vo) Vs, (13)
where Vb is the unperturbed volume and K is a positive coefficlent of
proportionality, expressed in the units of pressure.

During the first phase (the compressed state) volume V1 and the

gas pressure P1 for the magnetosphere are defined by equations
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Py = Py(V,/ V), (14)
P, =P, 4 K(V,— Va) | Vs, (15)

where Po is the pressure of magnetosphere prior to perturbation and Pc
is the pressure during the perturbation in the corpuscular stream be-
hind the front of a fixed 1eflected wave. These equations describe the
quasisteady state of the magnetosphere directly after the sudden oncet
and reflect the rapid process of the leveling out of pressures (Eq.
(15)) and the transfer of energy (the adiabatic curve (14)), delayed in
comparison with the aforementioned process. Prior to perturbation the
pressure in the corpuscular stream in our assumptions was obviously
Poc ~ Fo-

Let us assume that Pc is comparable with Po, and K > Pc, PO. The
last condition indicates the greater elasticity of the lines of force
and the limited relative change in the volume of the magnetosphere.
With these assumptions the solution for System (14)-(15) ylelds

AVy/ Vo= (Vi — Vo) [ Vo= —(P. — Po) | K, (16)
AP, | Py = (Py — Po) | Po = ' (P. | K) (P — Py) | P. (17)

The change in temperature (from the equation of state for an ideal

gas)
Ar/To- (T‘—To)/ro"—- [(1’,—Po)(YP¢—Po)]/KP0- (18)

Let us now consider the main phase of the storm. From the instant
of the onset of the main phase, there occurs a slow isothermal expan-
sion of the magnetosphere during the process of the leveling out of
temperatures between the cold magnetosphere and the interplanetary gas
heated by a shock wave, this leveling out being accomplished by means
of transferring energy from the corpuscular stream of the magnetosphere
by means of hydromagnetic waves. The expansion will continue until the
temperature T2 of the magnetosphere becomes equal to the effective

temperature of the ambient plasma (the regions vehind the front of the
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reflected wave). The final state of the magnetosphere (Pe, LY T) is
described by equations
PV /PVy=T|T, (19)

Py = P, + K[ (Vs — V4) | Vi) (20)

It may be held that Vl = Vb; T1 = TO. In this case, assuming K >> Pc’

P. we will have, in first approximation,

o)

AVy/ Ve = (Vi — Vi) | Vo o= (TPy — PcTs) | (KTy — P,T) ==
= P./K(n/n—1), (21)

where n and n, are the number of particles per unit volume 1in the mag-
netosphere and the corpuscular stream, respectively. Having carried out
a comparison with (16), we see that the ratio of volumes for the main

and first phases will equal

AVy/AVy= —P. | (Pc — Po) (n[n.—1). (22)

Since the average density of the gas in the magnetosphere exceeds
the average density of the stream, this ratio in terms of absolute mag-
nitude 1s greater than 1, 1l.e., the expansion of the magnetosphere dur-
ing the main phase of the storm and, consequently, the proportional re-
duction in the horizontal component of the field at the equator exceeds
the effect of compression during the first phase. A simllar qualitative
relationship 1s always encountered.

Thus a rough but essentlally correct model confirms the thought
expressed earlier to the effect that the expansion of the active re-
Zgion of the magnetosphere and the main phase of the storm are not as-
soclated with the exit of the earth from the corpuscular stream or a
reglon of elevated pressure, but may occur within the body of the
stream itself with a nonattenuating pressure Pc. Moreover, the exnan-
sion of the active region may occur in the case of an increasing Pc.

This 1s well 1llustrated by observations [10] with "Explorer XII" dur-
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ing the storm of 30 September 1961, when a shift in the outer boundary
of the magnetosphere toward the earth from the daylight side fram a
distance of 10 to 8 earth radii was observed during the main phase, and
this indicated that there was an additional increase in the pressure
in the stream. In this case, apparently, the ground stations failed to
record any unique features at this instant on the magnetograms, e.g.,
a pronounced increase in the horizontal component, which might have
been expected. It should be pointed out that the effect of the addi-
tional compression of the magnetosphere boundary during the period of
the main phase should have appeared with the shift of the sharp bound-
ary of the outer radiation belt of electrons with energles of 10-100
kev to the higher latitudes; however, there are no data in [11] from
"Injun I" for the indicated storm.

We can see from (21) that for various storms exhibiting identical
amplitudes of fileld increase at the equator during the period of the
first phase (identical Pc in the streams) the reduction of the fileld
during the period of the main phase 1s all the greater, the lower the
density n, of the stream, 1.e., the greater the density n, in the cor-
puscular stream, the more intense the first phase of the storm, the
more rarefied and "hotter" ii.e stream, and the more intense the main
phase. The absence of a first phase 1n certain storms may also be in-
terpreted as the passage of the earth from a more dense cold region to
a.less dense hotter region of the stream, given the equality of pres-
sures in these regions. In this case, the temperature of the stream
behind the front of a fixed siiock wave reflected from the magnetosphere
should be understood to refer to a certain effective temperature for
the motion of plasma and magnetic nonuniformities.

In conclusion let us deal with the problem of the energy balance

of stream and storm. It is a widely held opinion that the energy of
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the corpuscular stream is inadequate for maintenance of a storm. The
maximum energy supplied by the stream during the time t of the stomm
may be evaluated as

Ac = 2myvnenlingt ~ 5.40% ergs (23)
1, a density n, ~ 10 cm'3,

an effective cross section of the magnetosphere wLarO2 (where L ~ 10,

with a siream velocity of v, ~ 5.107 cm. sec

ry 18 the radius of the earth), and t ~ 105 sec. The energy expended
on the heating of the plasma of the magnetosphere in the development
of the ring current during the main phase 1s of the order of

A = neV ~ {0®ergs (24)

with n ~ 102 cm™3, ¢ ~ 103 ev, and an active-reglon volume of V ~ 1027
emS.

If we take iInto consideration that the main phase develops against
a background (particularly in the high latitudes) of half-hourly oscil-
lations with an amplitude larger than the regular component of magne-
tic-fleld reduction, 1t perhaps becomes necessary to ralse the estimate
of energy A by an order or even two of magnitude. In this case the ra-
tio A_/A remains of the order of 5.10°-5:10°. If we take into consider-
ation that prior to the flow past the magnetosphere the stream 1is heat-
ed behind the front of the wave reflected from the magnetosphere and
that the region behind the front of the wave 1s turbulent, and that in
actual fact interaction of the hot stream with the magnetosphere 1is
not limited by section with L ~ 10, but that there occurs a sectlion
over the entire magnetosphere extended away from the sun which, accord-
ing to data from "Explorer X," s considerably greater than L ~ 10, we
can assume that the coefficient of energy transformation from tne

stream to the magnetosphere is in no case less than 10'2-10'3, which

is fully adequate for energy balance.
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Of the role of magnetic flelds frozen into the stream we can say
the following in so far as this pertains to the transformation of en-
ergy from the stream to the magnetosphere. The greatest of the obser-
ved field values of the order 10-50 ¢ show that the fleld energy may
be greater than the thermal energy of a supersonic stream before the
front of a reflected wave, but it 1is smaller_than the energy of direc-
ted motion. It is preclisely for this reason that the magnetic fields
which possibly extend over great distances are incapable effectively
of raising the coefficient cf transformation, since even in the as-
sumption of virtuslly laminar flow of a corpuscular stream past the
magnetosphere the effective cross sectlon of the magnetosphere should
not experience a noticeable increase, because the magnetic fleld with
an energy smaller than the energy of the directed motion of the stream
is incapable of imparting to the magnetosphere the momentum of the
stream particles moving relative to the disk L = 10 with great impact

parameters.
Recelved
27 March 1964
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UDK 551,51
ON THE FINE STRUCTURE OF THE THERMAL- EMISSICN SPECTRUM OF THE
EARTH'S ATMOSPHERE
K.Ya. Kondrat'yev and Yu.M. Timofeyev

The difficulties encountered in studying the composition and struc-
ture of the earth's atmosphere from measured data on the spectral dis-
tribution of the outgoling radlation obtalned by means of satellites
are discussed. Calculations are made to determine the contours of ilso-
lated emission lines of various intensities at various helghts 1n the
atmosphere. The variation in the line contours with altitude 1s analy-
zed under the conditions of standard atmospheric layering. Phenomena
of line "invercion" and "splitting" are detected. The importance of in-
vestigating the fine structure of the atmosphere's emission spectrum
to solve "inverse" problems of atmospheric spectroscopy 1s pointed out
with reference to the samples consldered.

* *
*

During recent years, study of the earth's atmosphere with the aid
of rockets and satellites has been developing vigorously. Here 1t 1is
obvious that direct measurements of composition and structural parame-
ters of the atmosphere can be made only at high altitude. The proper-
ties of the atmosphere's lower layers can be studied by means of satel-
1ites only when indirect techniques are employed (as regards the neces-
sity of using satellites for such purposes, this 1s dictated by the ef-
fort to obtain informatlon on the properties of the atmosphere on the
planetary scale). It 1is most natural to use information on the radia-
tion field of the earth as a planet in elaborating such methods, since
the quantitative characteristics of the radiation fleld that can be

measured by apparatus aboard a satellite are determined to an essential
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degree by the composition and structure of the atmosphere. This applies
particularly to the thermal radiation of the atmosphere, which, in
turn, 18 determined by the distributions of temperature at the atmos-
pheric components emitting the thermal radiation.

This has been the occasion for the appearance, in recent times,
of a considerable number of papers devoted to the problem of interpre-
ting spectral measurements of the thermal radiation of the earth as a
planet with the object of obtaining data on the vertical distribution
of temperature and the absorbing components of the atmosphere [1]. The
same also applies to investigations of the atmospheres of other plan-
ets (and, in particular, to the problem of detecting life on other
planets).

One of the baslc difficulties in determining the structural param-
eters (including temperature) of the atmosphere from spectral thermal-
measurement data consists in the fact that, on the one hand, the emis-
sicn srectrum of the atmosphere has an exceptionally complex structure
characterized in many cases by the presence of line and absorption-
band overlapping. On the other hand, contemporary measurement technique
does not permit us to resolve the fine structure of the spectrum under
the conditions of satellite measurements (the chief obstacle consists
in i1nadequate sensitivity of existing infrared receivers). Given such
a situation, the problem of interpreting the measurement data is com-
plicated in the extreme. Let us imagine, for example, that measure-
ments of the spectral energy distribution have been obtained in the re-
glon of a highly intense absorption band (for example, the carbon-diox-
1de band at 15 u).

In this case, a spectral instrument of low resolving power is cap-
able of measuring no more than the distribution of energy in the radia-

tion spectrum of an ideal black body at a temperature equal to the
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temperature of the gas, so that even qualitative interpretation of the
measurement results - identification of the emitting gas — 1s possible
here. In other, simpler cases (weak and ncnoverlapping absorption
bands), the problem of interpreting the measurement data becomes come-
what easier. Nevertheless, considerable difficulties will be inevita-
ble in attempts to interpret the data of any measurements that "blur"
the fine structure of the emission spectrum. Only measurements made
with instruments of high resolution, instruments of capable of resol-
ving the fine structure of the spectrum, can deliver data that admit
of comp.etely correct interpretation. With this in mind, the authors
have calculated the contours of 1solated spectral lines at various al-
titudes in the atmosphere with the object of ascertaining circumstan-
ces of importance for the interpretation of measurement data on the
fine structure of the atmospheric emission spectrum.

The intensity of ascending monochromatic atmospheric thermal ra-
diatlion Iv(p) at a level z to which the pressure p corresponds can be
calculated from the follcwing familiar formula [2]:

db,
at

d& +EV(T(PO))PV(P.vp)o (1)

V4
sec 0

P(pp) = exp [ - 222 (raoan ]

Ny

re= §Eaa
P

Here EV(T) is the intenslty of monochromatic radiation from an
ideal black body at the frequency v and the tempterature T; p,(pip) 1s
the monochromatic transmission function; Po 1s the pressure at the lev-
el of the earth's surface; Py 1s the pressure at the level £; O is the
sighting directlon angle reckored from the nadir; g 1s the acceleration
of gravity; kv 1s the mass absorption coefficlent; g 1s the relative
concentration of the emitting gas (calculated per unit mass of air).

Under the conditlons prevalling in the earth's atmosphere of alti-
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tudes up to 30 km, the contours of the spectral lines may be regarded

as Lorentz contours:

u-%((v-mwﬂ* (S-.S u-). (2)
where S 18 the total intensity of the lines: Yo 18 the frequency cor-
responding to the center of the line, and a i1s the line half-width,
which depends on pressure:
o = as(p/ps), (3)
where ag 1s the half-width of the line at p = Po- Although, as we know,
the half-wlidth 1= also a function of temperature, this may be taken in-
to account in the present case (for normal vertical temperature gra-
dients in the atmosphere) by substituting for (3) the relationship
a == Ap*, (4)
Here A 1s a constant; n varies 1n the interval from 0.9 to 1.1.
In the calculations whose results are to be presented below, we have
assumed a, = 0.07155 em L,
Generally speaking, the dependence on temperature should be taken

into account for the line intensitles; it 1s defined by the formula

S =Sd(T) = So(Te/T) exp ([(Ev + En) [K)(4/Te— 1/ T)},  (5)
where SO is the intensity of a line of the rotational/vibrational ab-
sBrption band at the temperature T = TO and Ev and ER are, respective-
ly the vibrational and rotational energies of the molecule in the low-
er state.

In a number of cases, however, the temperature dependence of 1line
intensity 1s found for all practical purposes to be negligible, since
the factor 1/T and the exponential factor in Formula (5) compensate
one another. It 1s Just such cases that are considered below. We also
note that we limited ourselves to consideration of spectral lines of

carbon dioxide. This 1s essential, in particular, from the standpoint
- 157 -




of the fact that the relative volume concentration of carbon dloxide
in the atmosphere may be regarded as constant at O,03%.

Taking the assumptions that we have made into account, together
with (2) and (3), 1t is not difficult to derive a formula for the

transmission function:

[ aap\?
(v—w)t + —"
p/ 1 Spl
Poipnp) = (— o T oo (n-2 - ) (6)

where Po is the density of the atmosphere at the level of the earth's
surface. The following values of n were adopted for the specific calcu-
lations: N, = 1772, N, = 177.2, and q3 = 17.72. The limiting valuec «f
n correspond to cases of weak and strong absorption lines. The calcu-
lJations were based on layering corresponding to the standard atmos-
phere: ARDC = 59 [3). The line contours were calculated up to an alti-
tude of 50 km with an altitude step of 10 km, and apply for radiaticn
in the direction of the vertlcal to the earth's surface. Not only the
Lorentz, but also the Doppler broadening of the spectral lines was ta-
ken into account in the layer above 30 km (calculations showed that the
assumption of a purely Lorentcian contour for the 30-km level results

in errors of calculation of the radiation intensity not exceeding 87).-
The data on the line contours were taken from Reference [4]. In this

case, the transmission function may be calculated by the formula

~ 2¥{ps D) == ¢~ (7)
t'-z:leH(a.m)da. y-ﬁ,—%, a-r’ln_Z'%. m-nn_z";"',

where a8y and a5 correspond to the bou.ndaries of the layer under consi-
deration, ay is the Doppler half-width of the lines, C is the volume
concentration of carbon dioxide and H(a, w) is a known (calculated)

function.
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It 1s not difficult to understand that the shape transformations
undergone by the spectral lines at various levels in the atmosphere are
due primarily to the following factors: the variation of temperature
with altitude, the line intensities and the dependence of the line
half-widths on pressure. The infiuence of these factors may be traced
in Figs. 1-3, which represent the intensity variations of the ascending
themal radiation within the limits of an 1solated spectral line at
various levels and at various values of the parameter v (the line in-
tenr’ty). As we see, the contours of the spectral emission lines may

be classified into three categories in the case under consideration.

1 ] o

Fig. 1. Intensity of ascending radiation as a function of frequencX at

the level z = 20 km. A) I, ergs/(sec-cmcm-cm~1); B) v — Vor om .
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Iparedte yeio
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Fig. 2. Intensity of ascending radiation_as a function of frequency at
the level z = 30 km. A) I, ergs/(sec-cme-cm-cm~1); B) v — vo,cnn'];

1. The intensity of the ascending radiation is minimal at the cen-
ter of the line arnd increases in the direction of the 1line skirts (Fig.
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1). A similar phenomenon of line "inversion" 1s observed in cases 1in
which the underlying layers of the atmosphere are warmer, as 1s the
case, for example, at the level z = 20 km. It 1s natural that the most
distinct "inversion" effect should appear in the case of weak linec (v =
= 1)), when the layers of the atmosphere situated at great dictancec
from the level under consideration make a conslderable contrlbution to
the radiation in the reglon of the skirts of the line.

2. The intensity of the ascending radiation is at !l.: mazimum at
the center of the line and diminishes toward the skirts (Fig. 3). In
this case, the emlssion line 1s similar to an absorption line, a poccsi-
bility provided that the underlying layers of the atmosphere are cocol-
er (as we know, the temperature maximum is situated at the 50-km level).

3. The intensity of the ascending radiation varies little as a
function of frequency. Such a situation arises either in the case of
highly intense lines (Fig. 1-3, curves for v = 1000), or in the pres-
ence of a rather extensive 1sothermal layer below the level under ccn-
sideration. Therefore it 1s obvious that in any case in which the radi-
ation does not depend on frequency, we may Jjudge of the temperature of
the corresponding 1sothermal layer from the intensity of the radlation
(in a region of intense lines, this is a thin layer of the atmosphere
adjacent to the level being examined). It is interesting to note in
this connection that 1t was precisely this ldea that was used to deter-
mine the temperature of the lower stratlsphere from measurements of
the outgoling radiation at the center of the carbon diloxide avsorption
band (wavelength interval from 14-16 u) made with the American weather
satellite "Tyros VII."

The shape of the spectral-line contour at the 30-km level 1s quite
peculiar (Fig. 2). In this case, we observe '"fine structure" in the

spectral line: with increasing distance from the center of the line,
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Fig. 3. Intensity of ascending radiation _as a function of frequency at
the level z = 50 lon. A) Iv’ ergs/(sec-ch-cm-cm'l.

/
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Fig. 4. Contribution of various layers of the atmosphere to assendlng

radiation at the level z = 50 km; ¥y = 100. A) I, ergs/(sec-cmé-cm-cm 1;

B) mb.

the radiation 1ntensity first diminishes slightly and then rises sharp-
ly. The line appears to be split into two parts: a weak ("normal") line
near v = v, and a strong ("inverted") line at a certain distance from

Vo= v, Such a dependence of the radiation in the line on frequency is

- 161 -




0 0 Eﬁ 30
l"uu emcn'

Flg. 5. Contribution to ascending radiation at altitude z = 20 knm ai a
function of altitude of the layer (y = 1000). v — Vo? 1) 0.2862 cr™ iy

2) 0.7155 em™%; 3) 1.431 em™; 4) 2.862 cm”l. A) P, mb; B) I, ergs/
(sec-cme-cm-cm'l).

determined completely by the singularities of the vertical temperature
distribution (temperature drop in the troposphere, isothermy in the
lower stratosphere and inversion in the upper stratosphere).

It was noted earller that the dependence of the line half-uwidth on
pressure has a sub.tantlal influence on the transformation of the spec-
tral-1line contours. This 1s manifested in the fact that with increasing
altitude (diminishing pressure), the spectral lines become narrover. It
is found as a result that, at suff.ciently high altltudes, where the
lines are extremely narrow, the chlef contribution to the radiation ir
the frequency reglons remote from the center of the line 1s made by
the radlation of tlie line skirts, which 1s generated at lower levels,
or even by radlation from the earth's surface. Obviously, the profiles
of the emission lines are found to be highly complex in such a situa-
tion.

The "mechanism" by which the spectral-line contour is shaped 1in

the atmosphere can be followed in Fig. 4, which represents the results
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of a calculation of the contributions made by various layers of the
atmosphere situated in the altitude range from 20-50 km to the in-
tensity of the ascending radiation at the 50-km level for a parameter
v = 100. Clearly discernible here 1s the fact that shaping of the
emission-line skirts i1s determined by the radiation of atmospheric
layers remote from the level under conslideration.

This conclusion 1s also represented in Fig. 5, wh*~h characteri-
zes contribution to the intensity of the ascending radiation at the
level z = 20 km as a function of the altitude of the emitting layer
(y = 1000). It 1s natural that in the frequency region close to the
center of the line, the ascending radiation 1s governed by radiation
from layers of the atmosphere bournding the level belng studled. As we
move into the region of the line skirts, however, the contribution
made by radlation from remote layers increases steadlly and the neigh-
boring layers become less important. At great distarc:es from the cen-
ter of the line, the fraction of radiation arriving from below increas-
es monotonically with increasing depth of the layer. Under such condi-
tions, the influence of the earth's surface also begins to make 1itself
felt to a considerable degree.

The calculations examined above indicate that even in the simplest
possible case, that of an 1solated spectral lilne, 1ts contour exper-
iences a highly complex transformation in the atmosphere. This means
that averagling, which smooths the flne structure of the emission spec-
trum, may make it exceedingly difficult (or, strictly speaking, make
it 1mpossib1e) to Interpret the experimental data. It must be stressed
once agaln that experimental investigations of the emission-spectrum
fine structure offer the greatest promise for solution of "inverse"

problems of the physics of planetary atmospheres.

Recelved
2 January 1964
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UDK 551.593:523.4
SCATTERING OF LIGHT IN A SPHERICAL ATMOSPHERE. III

I.N. Minin, V.V. Sobolev

The present article, as was the case in the previous articles [1,
2], contains a study of the scattering of light in the atmosphere of a
planet, with consideration of the curvature of the atmospheric layers.
It 1s assumed that the coefficlent of absorption diminishes exponen-
tially with altitude. Expressions have been derived for the optical
distances in the atmosphere. An approximate solution has been found for
the problem of the scattering of light 1n an atmosphere bounded by a
reflecting surface. The found solution has been used to calculate: 1)
the brightness of a planet close to the terminator; 2) the brightness
of the zenith when viewed from the surface of the earth for various
zenith distances of the sun.

In the present article, as in the previous articles (1, 2], the
problem of the diffusion of radliation 1in the atmospnere of a planet 11-
luminated by solar rays 1is considered. The curvature of the atmospheric
layers is taken into conslderation in this case. In (1] the basic equa-
tions for the problem weré derived, and in [2] their solution for the
case in which the coefficlient of absorption i1s constant in the atmos-
phere was found. Bclow we introduce the assumption that the coefficient
of absorption diminishes exponentially with altitude. For this case the
probtlem will be solved in first approximation. It 1s the intention 1in
the following to refine the derived solution.

Basic equations. As before, we will hold that a planet of radius

R is illuminated by parallel solar rays producing an illumination of an

area perpendicular to these rays that 1s equal to mS. The dlstance of
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any point in the atmosphere from the center cof the planet will be de-
noted by r and the angle between the radius vector and the direction to
the sun is denoted by ¥.

Iet J(r, ¥) be the mean intensity of the diffuse emission at the
poin% having coordinates r and ¥. In (1] for purposes of determining
the magnitude of J(r, ¥) the followinz approximate equation has been

derived:
& — [a’(r) | a(r)) 1 07 | Or == a3 (K] — f), (1)
k- (3= Azy) (1 — ), (2)
f==AS/4[3 + (1 — A)z]eT, (3)

where 4 is the Laplace operator; x, is the first coefficient in the ex-
pansion of the scattering indicatrix x(y) for the Legendre polynomial;
A is the albedo of the scattering particle; T 1s the optical distance
from the sun to the given point in the atmosphere.

Let us assume that the coefficicnt of absorption diminishes expon-
entially with altitude, i.e.,

6(r) = a(R)e~tr-mvn,, (4)

where H, is the altitude of a uniform atmosphere. In this case Eq. (1)

assumes the form

2, 1\
57""( et iy oy("" )= e -, (5)
T=gqa(r) § ‘-%m-n“ (6)

¢ recosy
Subsequently, in the cited equations 1n the place of r we will use
another variable — the optical depth 7 - equal to

[ J
= S a(”)dr = a(r)H,. (7)
The optical thickness of the atmosphere, denoted by To is equal

to
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L L S e(r)dr=a(R)A,. (8)
»

Boundary conditions must also be associated with Eq. (5). As was

| shown in [2], at the outer edge of the atmosphere (when T = 0) we have

ol Ea) 2

while at the inner boundary (with T = TO):
| 2
| -4y 3 - Ax
Here A denotes the albedo of the planet surface. It i1s clear that T(ro,
| ¥) == vwhen ¥ > m/2.
Definition of the function T(T, ¥). For the problem under consid-

(14+4) [~ 32+ Tz cony |+ ASeTeN cony. (10

eration the quantity T(T, ¥) 1s of great significance, representing the
optical path of the solar rays in the atmosphere to the point having
coordinates T, ¥. This magnitude is defined by Formula (6). We will now
simplify this formula, takilng advantagz of the fact that the altitude
of a uniform atmosphere 1s considerably smaller than the radius of the
planet. Initially we will hold that ¥ < n/2. In this case Formula (6)

can be rewritten in the following form

T—q(r)i.;%'._L
) ramiy (11)
|
Assuming here that r' = r + Hx, we will obtain
[
(r+ H.z)dz
Twg(PNA\ * —m——m—m—o
O T 3
Having used Formula (7) and having denoted 1/10 = u, we will find
that
T(v, 9) = vb(u, y), (13)
where
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{+—32 '
.(“")-S'-._'_'_T_-_——ﬁ’* 4
V(t-m'-o-—:)(uuu-r—s\ =
T= - . (15)

When H, << r the function b(u, ¥) can be expanded in series

b(u,9) = be(u, ¥) + by(u, ) +..., (16)
where
3 dz
be(u, ) = = o (17)
+oine, Vl—olnv-bl-tlz
and

{+2siny A, - zdz . (18)

(1 +sing)" r Vl —sinY +—2
r

bi(u,p) =

Having introduced the denotation
amr/H,(1 —siny), (19)
in the place of (17) and (18) we find

bou, ¥) = £(c) sec ¥, (20)
- i 0 1+ 2siny
(w0 = [ 1+ 1j¢(a)]2““im' S, (21)

where
06) =2V { ey (22)
Ve

Let us note that when a >> 1 for the calculation of g(a) we can

use the expansion
Therefore with angles V not close to m/2 we obtain in approximate

terms T = 7 sec ¥. From (20) and (21) it follows that
b (v, o) = e a.(..,’z')-_“’.ib,( ) (24)

2
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It is clear that the quantity 2T(t, n/2) = 2tb(u, 7/2) represents
the complete optical path of a solar ray in the atmosphere, reaching
the greatest optical depth 7.

If v > n/2, for T(%¥, ¥) we will have

T(t,9) = 2T (v, 5/2) —T(s.x—¥), (25)
where Ty is the greatest optical depth in the atmosphere for the solar
ray under consideration. Having used Expression (13) for T(t, ¥) and
having denoted u, = Tl/TO, in the place of (25) we will obtain
b(u, $) = 2(us/u)b(un /2) — b(u, 8 — ). (26)
For u,, taking into consideration (15) and (19), we will find
nu/u=aqam== (4 ~siny)(R/H, —Inu). (27)

Table 1 shows the values of the function b(u, ¥) for various val-
ues of u and V. During the calculations it was assumed that R/H,= 800
(this 1s approximately the situation for the earth). Since the quantity
H/R is very small, only the first term was taken in Expansion (16),
i.e., the function bo(u, ¥) was actually calculated. Let us note that
when ¥ < n/2 at the upper edge of the atmosphere, the function bo(u, V)
i1s equal to bO(O, ¥) = sec ¥.

TABLE 1
The Value of the Function b(u, V¥)

»

(] 10— 10-¢ 10- 10~ o 1
80° 5,76 s,sol .59I 5.59 5,58 ] 5,58| 5,58
82 7.18 6,81 6,81 6.81 6,80| 6,80| 6,80
84 9.57 |. 8,7 8,75 8,75 8,73 | 8,73| 8,713
86 14,3 12,0 12,0 12,0 12,0- | 12,0 | 12,0.
87 19,1 14,7 14,7 14,7 14,7 | 14,7 | 14,7
88 28.6 18,7 18,7 18,7 18,7 18,7 18,7
89 57.3 25.0 24,9 24.9 24,9 | 24,9 | 249
90 o0 35,7 35,7 35,6 35,6 (35,5 | 35,4
91 o0 55.8 55,7 55,7 555 | 55,3
92 oo 98 .4 98,1 97.8 97.4 | 97,0
93 oo 203 202 201 200 108
o4 0o 504 500 496 493 409
96 oo 6 080 5990 5910 5830
98 oo 19200 18 800

The most interesting conclusion which follows from Table 1 in-

volves the fact that the function b(u, ¥) for the given value of ¥ vir-
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tually does not change. Only in the uppermost layers of the atmosphere,
in the case of extremely small values of u, does this function increase
with altitude. The same conclusion may be drawn on the basis of Formula
(27) from which we can see that the quantity g and ul/u for large R/H,

and not excessively small u are virtually independent of u.

Thus the function T(T, ¥) with an accuracy adequate for many ap-
plications may be represented in the form of the product of the optical
depth 7 and the quantity b which 1s a function exclusively of ¥ and
plays the role of a "generalized secant." This markedly simplifies the
theory of the scattering of light in a planetary atmosphere.

It should be pointed out that the problem of the optical distances
in the atmosphere has been considered earlier in a number of works. Of
these particular attention should be given to the articles by V.G. Fes-
enkov (3] and Lencble and Sekera [4], in which the exponential law was
adopted for the drop in the coefficlient of absorption with altitude. In
(4] the equation for the transfer of radlation in a spherical atmos-
phere was also derived, and the authors propose to undertake a detailed
examination of this equation.

Solution of problem in first approximation. The sought function
J(T, ¥) 18 defined by Eq. (5) with boundary conditions (9) and (10). If

the altitude of a uniform atmosphere is considerably smaller than the

radius of the planet, Eq. (5) may be rewritten in the form

®/ 14  { &
TI‘-+E7;+-§'.—5‘_V’—-°‘(”J-I). (28)

Having introduced the denotation Ra(R)d¥ = dt, in the place of

(28) we obtain

o 1
’+(-1"-)'%-w-;. (29)

In maling the transition from (5) to (28) or (29) we essentially
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make the assumption that the atmosphere consists of plane-parallel lay-
ers. This assumption i1s usual in the theory of the scattering of light
in atmospheres of planets. It is clear that this assumptionmy be ac-
cepted in the given case, since its validity 1s a function only of the
structure of the atmosphere, and not of the manner in which the atmos-
phere 1s 1lluminated.

It 1s usual in the theory of the scattering of light in planetary
atmospheres also to hold that T = T sec ¥, where ¥ = const in the en-
tire atmosphere as a result of which no derivative with respect to ¥ is
included in the equation to which the considered prcoblem is reduced.
The indicated additional assumptions may be regarded as acceptable only
when the angles ¥ are far from n/2. In general, these assumptions may
not be made, and in the derivation of Eqs. (28), (29) they are omitted.

However, as the first approximation to the solution of the problem
in Eq. (29) we have nevertheless eliminated the term containing the de-
rivative with respect to t, leaving the expression for f without change,
i1.e., we will assume that the atmospheric layers are illuminated at
each point by solar rays just as in the case of a sphericual case. In
this case Eq. (29) assumes the form

®llde =k —f, . (30)
where f 1s given by Formula (3), while T 1s given by the formulas con-
sidered 1n detail above.

For the derivation of Solution (29) to the function defined by Eq.
(30) 1t will subsequently be necessary to add a certain correction fac-
tor. It is clear that for angles ¥ not close to m/2 this correction
factor will be small. When, however, the angle ¥ is close to m/2, the
correction factor will apparently be significant. However, for the time
being we will not find this correction factor and the function J(t, V)
defined by Eq. (30), will be accepted as the first rough solution for
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the problem.
The solution of Eq. (30) has the form

for A <1
‘ ]
] = Ce* + Dot — ﬁ'g J(¥) M=) = e=M=V)] dY, (31)
for A =1
J=C+Dy-{f(v) (s - v)dv. (32)
[ ]

Here C and D are constants defined by the boundary conditions (9)
and (10).

If the function (T, ¥) 18 known, then the formulas cited in [1,
2] can be used to find the intensity of radiation at any given point in
theatmosphere. Below the intensities of radiation are determined for
two cases which are of particular interest from the standpoint of prac-

tical applications.

Brightness of planet close to the terminator. Let us assume that a

planet 1s surrounded by an atmosphere of infinitely great optical
thickness. Proceeding from the fact that J does not increase with

T = o, for the constant C included in Formula (31), we find

{.
C= % f(x)eMvdx, (33)

0
For the sake of simplicity let us hold that the scattering of

1light in the atmosphere is isotropic. Then, from the boundary condl-
tion (9) (for X = 0) we obtain
D=—-i{3-2k)/(3+30)]C (k=y3[T=D). (34)
Substituting (33) and (34) into (31) leads to the following ex-

pression for J:

(o 3 -2k
J -273. [ s - 22 o) fv)av, (35)

Let us find the distribution of the brigntness of a planet along
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the equator of intensity. Let 6 be the angle between the radius vector
and the direction to an observer. If the thickness of a uniform atmos-
phere is small in comparison with the radius of the planet, it may be
held that along a beam passing through the atmosphere to the observer
the angles € and ¥ do not change. In this case the intensity of radia-

tion from the atmosphere will be equal to

10, 9 =2 § 165, w1+ %rmw] e 9 goc 9 v, (36)

Having substituted (35) into (36) and having used Formula (3) (for

X, = 0), we obtain

16.9) = 2§ =7t 0 gocq s +
0

3 Al 2+3cos0¢ -
M Rl ey e ."H""—“‘es."'"'""')' 7

If we hold that the quantity T 1s represented by Formula (13) and
b is a function only of ¥, then instead of (37) we will have

AS
Ji -
LA 2k i o wy
q‘ At 2+3coad ¢ ocoet 0
+4 sl—k’cos’ﬁ( 2k+3 b+k f+beo-o)' (38)

The following quantity in Formula (38)

Lo =2 ___1

4 14+ bcost (39)

represents the intensity of radiation governed by first-order scatter-
ing.

Let us note that the sum of the angles ¥ and @ (or their differ-
ence) 1s equal to the phase angle, i1.e., to the angle at the planet be-
tween the directions to the sun and to the earth.

Table 2 presents the values of the quantities I and I1 defined by
Formula- (38) and (39) for a phase angle of 90° (in units of 1073 CHE

The calculations have been carried out for the case of pure scattering
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(M= 1). For purposes of comparison the values of the quantity I, have
also been given, this quantity having been defined by Formula (38) for
b = sec ¥, 1.e., representing the intensity of the radiation found from
the conventional theory (without consideration of the curvature of the
atmospheric layers).

It might be thought that Venus has an atmosphere of great optical
thickness. Measurements of the brightness of Venus close to the termin-
ator were carried out by N.P. Barabashev [5]. A comparison of his re-
sults with those cited in Table 2 shows that the calculated brightness
of the planet behind the terminator diminishes considerably more rapld-
ly than the brightness that was measured. Probably this divergence can
be explained by the imperfection of the theory. At the same time it
should be borne in mind that the observation data are not reliable,
since the phenomenon of photographic irradiation affects the observed

brightness of the planet [6].

TABLE 2

Brightness of Planet Close to Terminator
] h | 1, v 5L | I

- 80° 38,5 148 145 90 6.85 21.7 0
82 32.2 120 13 91 4.42 13.6 0
84 258 92.6 829 || 92 2'52 7.1 0
86 19.2 658 s4.6 || 93 1.24 3.76 0
87 15,9 52.7 407 || 94 0.508 1.52 0
) 12,7 K 28 l a | 0.0425 0,127 0
% 9.65 3.0 133 | o8 0.0133 0.0396 0

Zenith brightnesg. Let us assume that the atmosphere is of fin-

ite optical thickness TO and touches a surface having albedo A. We will
also hold that pure scattering of light takes place in the atmosphere
(M= 1). In this case for the quantity J we must take Formula (32).

In the determination of constants C and D from the boundary condi-
tions (9) and (10) we assume that X, = 0. In particular, this pertains
to the 1sotropic scattering and to the Rayleigh scattering indicatrix.
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With the above-indicated boundary conditions we find that C = 2D/
/3, and

t
U= An]D =1 - A (e e — ) +
' [ ]

L 7
2 .
+ 5 +4) S.t(v)dt +ASe-Tw Y cony. (40)

The last term in Formula (40) 18 equal to zero when ¥ > n/2.

Knowing the magnitude of J makes 1t possible to determine the in-
tensity of radiation in the atmosphere. In particular, it is possible
to find the zenith brightness in the case of observation from the
surface of the planet. Having denoted the brightness by I(v¥) (the angle

¥ 1s the solar zenith distance), we have

1(9) = { (s, )=+ dr + I(w), (41)
[ ]

where Il(V) is the zenith brightness governed by the first-order

scattering and equal to

%

li(p) = z(9) -;E S e~T(%. 9—swtt g (42)
¢

Having substituted (32) into (41), we find

I(9)=D(%—1/3+1/36%)+

+10 (1 2w+ 1o b+ 1y, (43)
The function f(7) 1n.(43) 1s defined by Formulas (3) and (13). In
the case under consideration (A = 1) we have
f(x) == ¥ .Se=¥, (44)
As before, we will hold that b i1s a function only of ¥. Therefore

with the substitution of (44) into (43) we obtain
1 1
19 =D(s-g5+zev)+

(T (S SRR RS
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TABLE 3
Values of Io and Al

al | Al
Y
- A=03 A=08 S b A=03 A=08
1.-0.! 1.-0,3
80° 18,2 3.3 7. 80° 30,2
-:3 17.2 2.9 6.0 8 26,2 :ﬁg f&?
s :}; gA 4.8 84 21,6 8,9 14.4
- M lg 3.4 86 16,2 6.6 10.3
“ lo.c l. 208 87 '303 5.‘ a.‘
” aow lo‘ 2.2 “ lo.‘ ‘93 6'5
% e 0%8 1.70 89 7,72 3,19 ¢.85
o $u % 1.18 90 5,38 2,2 3.35
H 3 ) 0.78 9l 3.4 1,39 2,12
2 .14 gﬁg oy % 0’58 3. 455
s Vi | o0 ] 0 gg 0.93 0,379 | 0.705
98 0.0382 | 0 0048 3'%772 9 8'(3:;'?2 8'(')?33 9.232
%8 0.0119 | 0.0016 | 0.0022 98 0.00975 | 000398 &&g&
The substitution of (44) into (40 ylelds
5+ (0 4):.].0 ‘—b[(i-A) ("'b‘*b‘""")*
2 4
foed -— p=—¥te y 4
+3(1+A)(1 e-bv) 4 34f “b“"V]. (NG)
while for the quantity I,(¥) we now have
S e v — et
L) =z(9) o — " (47)
4 |
Quantity I(¥) is conveniently presented in the form
I= z(p)ls+ Al (48)

where IO is the intensity governed by the first-order scattering in the
case of a spherical scattering indicatrix, and AI is the intensity due
to scatterings of higher orders. The quantity I0 18 defined by Formula
(47) when x(¥) = 1, and 4I 1s found from Formula (45).

Table 3 shows the values of I, and 8I (in units of 1073 S) as
functions of the solar zenith distance ¥ for various magnitudes of
the atmospheric optical thickness T,. The quantity AI 1s given for two
values of the albedo of the planet's surface (A = 0.2 and A = 0.8), ap-

proximately corresponding to summer ana winter conditions.
From Table 3 we can see that the relative role of higher-order

scatterings changes little with a change in the solar zenith distance.
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TABLE 4

Zenith Brightness for Rayleigh
Scattering Indicatrix

Bt %=0)

'-

A=03 A=08 A=03 cAmbS
0° 17,3 2.4 2.5 45.8
2 16.0 19.2 31.0 38’6
" 14.4 16.7 28.3 0.6
1 12,2 137 - (8,9 22’4
8 11.0 121 15,6 18,4
» 9.33 102 12,1 14.3
® 784 NT 9,00 106
90 556 5.95 6.26 7.39
9l 3.62 3,87 3,94 467
) 2'04 2°19 2,20 2.61
9 . 1.00 1.07 1,08 1,41
94 0.402 0.432 0,438 0.515
9% 0.0338 0.0362 0.0364 0.0432
98 0.0107 0.0113 0.0114 0.0134

Howaver, no great importance should be given to this conclusion, since
it is based on an approximate cheory.

Table 4 shows the values of the total zenith brightness calcula-
ted according to Formula (48) with utilization of Table 3 for the Ray-
leigh scattering indicatrix. As is well known, the zenith brightness
for various zenith distances of the sun was determined by observation
in many works (see, for example, [7]). A comparison of the calculated
and observed values of zenith brightness shows that in general they
agree with one another. However, let us postpone a detailed comparison
of theory with observation until the theory is refined.

Conclusion. As was stated, the theory of the scattering of light

in a spherical atmosphere that we discussed above 1s rather approximate.
However, it can be refined by bearing in mind the term in Eq. (29) that
we discarded. An even more exact solution to the problem can be derived
by considering the integral equation which describes the diffusion of
radiation in a spherical atmosphere ~ the equation constructed by us 1in
Reference (8]. The results of the numerical solution of this equation
will be presented in a separate report.
In the equation for the transfer of radiation that we have used in
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this work we have not taken into consideration the refraction of radia-
tion. However, consideration of refraction apparently should be carried
out only in a consideration of first-order scatterings for angles ¥
close to m/2. In consideration of scatterings of higher order the re-
fraction can probably be neglected, as it 1s neglected in the conven-
tional theory for the scattering of light in planetary atmospheres
(without taking into consideration the curvature of the atmospheric
layers).

The authors express thelr gratitude to Ye.B. Babkova and L.P. Sa-
vitskaya for the calculations that were made for this article.
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UDK 551.593
THE DAYLIGHT LUMINESCENCE OF THE UPPER LAYERS OF THE
TERRESTRIAL ATMOSPHERE IN THE 1.25u REGION
N.M. Gopshteyn, V.I. Kushpil’

This article presents the results obtalned in the measurement of
the brightness of the terrestrial atmosphere in the near infrared re-
gion of the spectrum at altitudes below 30 km. A significant increase
in the brightness of the upper layers of the atmosphere was observed
in the region of 1.25u in comparison with the adjacent sections of the
spectrum. The intensity of the observed luminescence is not a function
of altitude and azimuth. Concepts pertalning to the possible causes of
the luminescence are formulated.

A number of works [1] have recently been published and these have
been devoted to the photochemical reactions in the upper layers of the
terrestrial atmosphere. In this connection 1t is regarded as usefu.
that we report certain of the results obtained in the measurements of
the btrightness of scattered radlation at altitudes below 30 km, these
measurements having been carried out in 1956 by means of balloons, and
it was at this time that an anomdlously high brightness was encountered
in the spectral region around 1.25.

The measurements were carrlied out in the near infrared region by
means of a self-recording photoelectric spectralphotometer. The separa-
tion of individual sections of the spectrum was achleved by means of
interference light filters. A germanium photodiode in conjunction with
a tube amplifier was used as the emission receliver., After amplification

the signal was rectifled by a synchrcnous detector and recorded on a
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strip of photo-sensitive paper by means of a mirror galvanometer.

“L The relative spectral sensitivity of the
: I ” n . instrument for the selected light filters 1is

| shown in Fig. 1.

The calibration of the instrument was

carried out on the basis of a white diffusely

scattering surface illuminated by an incan-

descent bulb with a tungsten filament. The
Fig. 1. Relative spec-

tral sensitivity of in- distribution of the energy in the spectrum
strument for various
filters., of the bulb was taken from [2], while the 11~
lumination of the white surface was changed by altering the distance
between the surface and the bulb.

The minimum brightness recorded by the instrument at a signal-to-
noise ratioc of 2 was as follows:

Wavelength, u il 1.25 1.59

-l.ster~t. 3.10°7  2.1077 3.10°8,

Brightness, w~cm'2°u

During the measurements the photometer was directed at the sky at
an angle of 30° to the horizon. The fleld of view amounted to 20. As a
result of the rotation of the instrument about the vertical axis a 30o
small-circle [almucantar] section of the sky was viewed. The position
of the photometered sect’on of the sky was determined with respect to
the sun and the horizon line by means of a panoramic camera with a
field of view of 2&00. On the basis of the photographs produced by this
camera 1t was also possible to determine whether or not clouds or other
extraneous items entered the field of view of the photometer.

Below we present the results of the measurements obtained from two
flights. In the first flight (23 September 1956) an altitude of 30 km
was attalned; on the second flight (9 October 1956) the altitude of

20 km was attained.
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Fig. 2. Measurements of brightness on 23 September 1956 for points in
the sky having an azimuth & with respect to the sun equal to 150-180°.
The scattering angles ¢ = 115-1259; H 1s the altitude at the instant of
meaiurement; h is the height of the sun above the horizon. 1) w.cm=2.
ou'

.ster-l; 2) u.

16°F 8,0m-cai®- s cmep' 1
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Fig. 3. Measurements of bright-
ness on 9 October 19545, The de-
notations are th% saTe as 19
Fig. 2. 1) wecm=c.py=iester=+;
2) Me

On the first flight the ascent lasted approximately two hours and
the instrument was positioned for approximately one hour at the maximum
altitude. For this reason at a level of 30 km there are measurements
for the sun at heights of 24 to 30°.

The relationship between brightness and altitude for wavelengths
of 1.00, 1.25, and 1,59 u is presented in Figs. 2 and 3. From these
figures we can see that on 9 October 1956 the brightness at altitudes
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of 5-8 Jm was close to that observed on 23 September 1956, while at
higher altitudes it diminishes somewhat more rapidly. However, the
over-all shape of the curves remains similar; the observed difference
1s due to the change in meteorological conditions. In both cases for
wavelengths of 1,00 and 1.59 u the brightness diminishes monotonically
with altitude, whereas for 1.25 u, beginning with an altitude of 18-19
km, brightness ceases to diminish and approaches a certain limit equal
) 1

to 2-2.5°10 w-cm'aou.'loster' .

"ahﬂ'ﬂgw A

4R

L NN

1%

ey

Fig. 4. Spectral relationships in terms of measurements taken on 23
September 1956. Azimuth € = 105-150°% 1) H = 6 km; h = 149; 2) H « 10
km; h = 169; 3) H = 14 km; h = 189; 4;}{:18 lam; h-lg.So' 5) H =22
ln; h = 21°; 8) H = 26 km; h = 23%; 7) H = 29 knm; h = 2407 £) w.cm=2.
eu-lester=l; B) u.

168, 0m-caid- mi' - cmep’
[} 1 -
ll!‘lﬂe
A
N
i \.\ﬁ-'—. ~ !g.!_nx

SR M i (T M T M T M7 A TT A Y T
M Tl Ll T T T T T T |

Fig. 5. Absolute indicatrices with respect to measurements taken on 23
September 1956. H = 29-30 km; h = 29-30°; € 1is the azimuth of the mea-
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sured point and 9 is the scattering angle. 1) w-cm'2 1 1

3 2) e

This phenomenon appears more clearly if we present the result 1in

ey "ester”
the form of a spectral relation of sky brightness for various altitudes
(Fig. 4). It 1s seen clearly that at wavelengths of 1.0C and 1.59 u the
brightness diminishes with altitude, while in the case of 1.25 u, be-
ginning with an altitude of 22 km, brightness virtually does not dimi-
nish.

If at an altitude of 19-20 km the results of the measurements for
the two days differ on a wavelength of 1.25 p by no more than 20%, then
for the wavelengths of 1,00 and 1.59 u the brightness on 23 September
1956 differs from that measured on 9 October 1956 by a factor of almost
two.

It 18 interesting to trace the relationship between brightness and
the angle of scatter. Flgure 5 shows the absolute indlicatrices of scat-
tering for the same spectral sections. No significant difference in the
shape of the indicatrix for various wavelengths 18 observed.

The absence of a change in lumlnescence at 1.25 u with altitude
indicates that the source of this luminescence 1s found above 30 km.
The observed phenomenon cannot be explalned by reflection or scatterins
of solar light by any ~louds in the upper atmosphere, since this as-
sumption would make 1t impossible to explaln the specifics of the spec-
trum (Fig. 4).

The effect may apparently be caused by luminescent or photochemi-
cal reactions in the upper atmosphere under the influence of solar ra-
diation. The circumstance that the brightness considerably exceeds (by
a factor of 375) the brightness of night-sky luminescence indicates the
significant role played by the sun in the origin of the luminescence
observed on 1.25 u, whereas the daylight brigntness on 1.59 4 at an al-
titude of 30 km is greater than that at night by a factor of only 50
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(3].

Recelved
25 November 1953
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UDK 624.376.234:539,12
EFFECT OF HIGH-ENERGY PROTONS ON SEMICONDUCTOR NUCLEAR-RADIATION
DETECTORS
L.S. Brykina, B.M. Golovin, A.P. Landsman, B.P. Osipenko

and 0.P. Fedoseyeva

The action of high-energy protons on surface-barrier silicon nu-
clear-radiation detectors is studied. Data are obtained on the depen-
dence of pulse amplitude, the signal/nolse ratio and energy resolution
as functions of the radiation dose that has been received by the detec-
tor. A working model developed earlier 1is used for estimation of the
lifetimes of such detectors in the earth's radiation belts.

The present paper represents a partial report of research done by
the authors into the effect of high-energy protons on semi-conductor-
1zed instruments, and contains a preliminary communication concerning
changes that take plgce in certain properties of semiconductor detec-
tors when they are bombarded by protons with energies around 650 Mev.

Specimen surface-barrier detectors made from n-type silicon with a
resistivity of 200-500 ohmsecm and resciutions varying from 1 to 3% in
the registration of alpha-particles with energies of 4.8 Mev were sub-
Jected to bombardment.

The process on which series production of these devices will be
based was used in preparing the detectors.

The pulse amplitude, capacitances, energy resolution, back current
and noise level of the detectors were studied during the experiments as
functions of the doses recelved.

In all, 14 specimens were bombarded. The intensity of the proton
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beam was determined from the activation of aluminum foil (in the reac-
tion '‘AI¥(p, 3pn)Na*) placed in the same position as the detectors. The
measurements made showed that the proton-beam intensity varied from
1.7-108 to 6-108 proﬁons-cm'2 between different bombardment sessions.
The maximum dose received by the detectors in this study was around
2.1013 protona-cm'a.

To permit comparison of our data with the results of other authors
[1, 2], which were obtained on bombardment of semiconductor detectors
with neutrons having energies of 14 Mev, reference is made to the re-
sults of our paper [3]. In this study, the energy-dependence of the de=-
trimental effect of the nuclear particles on silicon photoelectric
cells was calculated on the assumption that the detrimental effect of
the nuclear radiation is determined by the quantity of energy expended
per unit time in the specimen on the formation of displaced atoms.

According to the results of this study, the damage to the speci-
mens as a result of bombardment with neutrons having an energy Tn and
protons with an energy Tp will be the same 1f the relationship

Dy(Ty)Wy(Ty) == Da(Ta)Wa(T4), (1)

1s satisfled; here Dn and pp are the neutron and proton radiation doses

received by the specimen, respectively, and wn and wp are the detrimen-

tal effects due to the neutrons and protons.

1 D, npomenjcnd

'w" 2 ¢ G 210" ¢ 5 810" 2

e————— . ———— 9

U158

ast <y, (D 2 %'
Un

Fig. 1. Amplitude of pulse genérated by counter on excitation by alpha
particles with energy of 4.8 Mev as a function of radiation dose that
has been received by the counter. 1) D, protons/cm2; 2) Ug = O.

It can be stated on the basis of this relationship that the same

changes in the characteristics of the specimens that were observed when
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Fig. 2. Detector back-current
measurement as a function of
radiation dose that 1t 8 re-
ceived, 1) D, protons/cm<; 2)
UB-SO

they had received a neutron dose Dh
will appear when they are given a
proton dose Db’ provided that

Dy(Ty) = g:—:;:—;b.(f.).

Given neutron energies of 14 Mev
and proton energies of 650 Mev, this
leads, in agreement with the results
of [3], to the relationship

Dp(650 Mev) = 0.52 D, (14 Mevz.)
2

The changes in the detector characteristics as a result of bom=-

bardment are illustrated by Figs. l-4, whose construction took into ac-

=
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[/
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P

2

1

B npomsafomi
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Fig. 3. Optimum value of ratio A-g-‘-(p)/.gé(o, as a function of radiation
- -

dose received by .counter. 1) D, protons/cma. Up= Ugpe

Ly
:ﬂﬂ'

15

(7

T

"l 2 ¢ 88M?2 ¢ 64n”
D, npomon/cn?

Fig. 4. Energy resolution of detector
that it has received. 1) D, protons/cme.

33 a function of radiation dose

count not only our data, which were averaged over all of the irradiae

ted specimens, but also the results of References [1, 2], which were

devoted to neutron bombardment of semiconductor detectors.

The resulte

ing data can be characterized briefly as follows.
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Fig. 5. Energy resolution of detector as a function of its time of res-
idence in maximum-intensity zones of the earth's radiation belts: 1)
Effect of protons with spectrum (3) and Ty = 10 Mev; 2) same with Ty =

= 5 Mev; 3) same with To = 1 Mev; 4) effect of electrons with spectrum
given in Reference [5]. A) t, sec.

a"" 6 88052 o 6810°2 4 081072 ¢ gant
b t.cewA

Fig. 6. Ratio'AgA1q/;qm as a function of counter's residence time in
= -

maximum-intensity zones of the earth's radiation belts: 1) Effect of
protons with spectrum (3) and To = 10 Mev; 2) same with Tq = 5 Mev; 3)

same with T, = 1 Mev; 4) effect of electrons with the spectrum given
in Referenc® [5]. A) t, sec. U, =Ug-

l. No marked difference 1s observed between the radiation stabil-
ities of specimens in whose preparation chemical and electrochemical
surface-polishing techniques had been used. Semiconductor detectors
with a tin-oxide film showed the same radiation stability as ordinary
specimens.

2. All parameters of the detectors change rather slightly under
doses Dp(650) =~ 5-1011-1012 protons-cm'z. When doses in excess of this
value are received, the characteristics of the detectors begin to
change considerably more rapidly as the dose is increased.

3. The amplitude of tie pulses (see Fig. 1) put out by the counter
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Fig. 7. Counter back current as a function of counter residence time in
maximum-intensity zones of the earth's radiation belts: 1) Effect of
protons with spectrum (3) and Ty = 10 Mev; 2) same with Ty = 5 Mev; 3)

same with Ty = 1 Mev; 4) effect of electrons with spectrum given in (5).
Bias on detector: 50 v. A) t, sec.

under standard excitation (alpha-particles with an energy of 4.8 Mev)
changes slightlymover the entire investigated interval of radiation do-
ses; here, this effect is more distinct when the detector works without
blas (AU/U ~ 20-30% for D, = 10'3 protons.ecm™) and is virtually ab-
sent at blases from 10-15 v,

4, The changes in the detector back currents (Fig. 2) are found to
be considerably sharper for small bias values (0-5 v) than for large
ones (20-50 v).

5« The optimum UA/Ush (signal/noise) ratio is shown in Fig. 3 as
a function of radiation dose. It is interesting to note that the bias
corresponding to the optimum value of this ratio changes slightly with
radiation dose.

6. The change in energy resolution of the detectors upon bombard-
ment is shown in Fig., 4. A marked deterioration of resolution begins at

12 2

doses D = 10~ and 1.5-2-1013 protonsecm -, This loss in resolution

P
may reach 250-300%. The bias at which the detector resolution is found

to be optimum also changes to some extent with increasing dose received
by the specimen. However, as in the case of the ratio UA/Ush’ it 18 not
possible to discern any regularity 1in this change between specimens.

7. The change in the capacitance of the detectors was insignifi-
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cant over the entire range of radiation doses studied. The only tenden-
cy detected was one toward a slight decrease in the capacitance of the
irradiated specimens. A sharp drop in capacitance was noted only for a
single specimen, which, after receiving a dose of 1.6'1013, showed a
considerable deterioration in all of its characteristics.

A question raised on more than one occasion 1n the literature of
recent years 1is that of the expediency of using semiconductor detectors
in investigation of cosmic rays. In fact, the portability, small power
requirements and high resolving ability of these devices make their use
under the specific conditions prevalling aboard artificial earth satel -
lites so attractive that we may confidently expect widespread use 1in
future space research.

For this reason, 1t'1s of interest even now to estimate the pos-
sible length of service 1life and the basic property changes of semicon-
ductorized detectors during prolonged residence in the earth's radia-
tion belts. The calculation methods described in the above-cited work
[3] and the experimental data secured in the present study were used to
obtailn such estimates.

In making the calculations, 1t was assumed, as in [3], that the
spectrum of the protons in the inner radiation belt 1is described ap-
proximately by the function

I, = T-\» (3)
while the electron spectrum of the outer belt takes the form given in
[4]. Thecalculations were made on the assumption that the lower limit

T of the proton spectrum assumes one of the values Tmin =1, 5 or

min
10 Mev. The results of the calculations are presented in Figs. 5-7.

If the detector 1s subjected to simultaneous bombardment by pro-
tons with spectrum (3) and electrons with the spectrum of [5], then the

change in 1ts parameters for Tmin = 5-10 Mev will be determined basi-
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cally by the detrimental effect of the electrons. For Tnm = 1 Mev, on
the other hand, the damaging effect of the electrons may be disregarded.
The authors are indebted to V.P. Dzhelepov for his unflagging in-
terest in the study and his assistance in carrying it out, ana to N.G.
Zaytseva for her assistance in determining the proton-beam intensity.
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UDK 621.383.8:536.248
ANTIREFLECTION COATING AND TEMPERATURE STAEBILIZATION OF SILICON

PHOTOELECTRIC CELLS INTENDED FOR WORK UNDER CONDITIONS OF
RADIANT HEAT TRANSFER
M.M. Koltun and A.P. Landsman

A two-layered coating that makes it possible to combine effective
antireflection coating with a sharp improvement in the radiation char-
acteristics of the receiving surfaces of silicon photoelements 1s pro-
posed and calculations made for it. An increase in the short-circult
currents and efficiencies of the photoelements by 40-42% was obtained
experimentally by antireflection coating, with a simultaneous drop in
the coefficlent ratio ac/e to 0.94-0.98, which signifies temperature
stabilization of the photoelements at the 44-45° level in operation
aboard automatic interplanetary stations.

Tne temperature dependence of the efficlency of silicon photoele=
ments 1s defined by the relationship dn/dT =006% /°C. For photoelements
mounted on flat panels deployed perpendicular to the sunlight and car-
ried on interplanetary stations receding from the earth (which makes it
possible to disregard heating by solar radlation reflected from the
earth and the thermal radiation proper to the earth itself), the value

of the equilibrium working temperature can be figured from Formula [1]

r-[u—q)-s»i‘-'f 3‘]".‘ (1)

oA ¢

where n 18 the efficiency of the photoeletric generator, S 1s the power

of the incident sunlight, o 1s the Stefan-Boltzmann constant (5.67’-1()‘8

watt'a'degree'u), Aa and A.e are, respectively, the areas of the ab-
c

sorbing and radiating surfaces of the photogenerator, a, is the inte-
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gral coefficient of absorption of solar radiation by the photogenerator
and € 1s the integral coefficient of intrinsic emission by the receiv-
ing surface of the photogenerator.

For silicon photoelements with a clean polisted surface (ac = 0.69;
e = 0.24; S = 1400 watts-m'2; Aa/Ae = 0.5 since the dark surface of the
panel is only a radiator with high €; n = 10%), the equilibrium temper-
ature 1is 150-1700. This means that photoelements without temperature-
regulating coatings on the receiving surface will be put out of commis-
sion in practice under the conditions of circumterrestrial cosmic space,
since their efficiencies will drop to 0.1-0.2 of the value at 30°.

In developing coatings for photoelements, the necessity of combin-
ing good radlation characteristics in the coating with high antireflec-
tion properties presents particular complexity, since a consequence of
the relatively high refractive 1index of silicon 1s that reflection from
the polished surface reaches 34-35% in the spectral sensitivity region
of the photoelement (0.4-1.1 p) and, consequently, produces a corres-
ponding efficiency loss.

As was indicated in [1], temperature-regulating coatings for sili-
con photoelements (which increase & sharply at 30°) must have a low in-
dex of refraction and must be suffic ilently thick as compared to the
wavelength at the body's emission maximum at 30° (10 p) in oruer to in-
crease absorption in this region of the spectrum. This requilrement
means that a single-layer coating that 1lmproves the radiation charac-
teristics of the surface cannot be used as an effective antireflection
coating in the region from 0.4-1.1 p, since the optimum antireflection-

coating parameters [2]

d = A4 and n = (ngepyoond. matertal) /2

(where d is the optical thickness and n is the refractive index) are not
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maintained in this case.

The best temperature-regulating coatings that we produced (inor-
ganic films, glass, silicones) have refractive indices n = 1.45-1.55.
Consequently, the basic reflection losses in the regiam from O0.4-1.1 p
take place at the boundary between the temperature-regulating coating
and the sil%con, due to the great difference between the refractive in-

dices of these media (at A = 0.6 u, ngy = 4,05 and n = 1.5), while

t.p.
reflection from the air-coating boundary amounts to nopmore than 4-5%.
From this we can understand why the attempt made 1in [3] to improve the
antireflection properties of a temperature-regulating coating by reduc-
ing reflection from the top boundary of the coating (by applying an an=-
tireflection layer of MgF2 over a thick temperature-regulating 81203
{11lm) was crowned with very modest success.

The authors 1lnvestigated the possibility of reducing reflection at
the boundary between the silicon and the temperature-regulating coating
by introducing between these medla an antireflection coating with an
index of refraction intermediate between Ngy and nt.p..

Assuming n = 1.5 (in the region from 0.4-1.1 u), we find that

t. Pe
for a maximum reduction of refloction from this boundary, the interven-
ing antireflection layer for such a two-layered system must have a re-

fractive index np.s. of

115-4,05 =247 for 0.6 p
715-367 =234 for 0.8 .
Among the easily reproducible, transparent antireflection coatings

with good adhesion to the surface of the silicon that we produced,
films of cerium dioxide and zinc sulfide have refractive indices clos-
est to those calculated above. For an antireflection layer of zinc sul-
fide (n0.6u = 2.33 and ng.g, = 2.?) between silicon and a temperature-

regulating coating with n, p. = 1.5, the reflection from the boundary
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between these two media, as calculated by the formula fmm = (ns* - nny)?/
(na? + nina)? [2], will be reduced from 17.5 to 0.041% at 0.8 p (for an op-

"tical thickness of the layer d = 0.2 u) and from 21 to 0.32% for

ZnS
0.6 u (for d, g = 0.15 we

A detalled calculation of the coefficlent of reflection 1in the
spectral region from 0.4 to 1.1 u was carried out for this same case of
a two-layered coating with an antireflection underlayer of ZnS. The
scattering of the refractive index of the zinc sulfide film, together
with the values of n given above for the wavelengths 0.6 and 0.8 u,
were taken from Reference [4). The calculation was made for two optical

thicknesses of the ZnS film: d = 0.15 p (Amin = 0.6 p) and 0.2

(A,

min = 0.8 w)e. The scattering of the refractive index of the tempera-

ture -regulating coating was not taken into consideration. In calculat-
ing the over-all reflection, a 4% reflection from the upper boundary of
the temperature-regulating coating was added to the coefficient of re-
flection from the antireflection-coated sllicon, which was figured with

consideration of multiple reflections in the film using the formula [5]:
rd + 2riracos 4nd [ A + r?

= 1+ 2rracos4nd /A + rirg’

where

rn= (n2—mny) /na+ny), n= (ny—ng) / (ny + n3), ny = ng,
n2 = nzps, Ny = nArn =1, 5.

The spectral coefficient of reflecticn from the clean polished n-type

0 atoms-cm'3) of silicon photoele-

surfaces (concentration Ng = 4e10°
ments, as used 1n the calculations, was measured on two instruments: an
SF-2m spectral photometer (0.4-0.75 p) and an IKS-14 infrared spectro-
photometer (0.75-1.1 p) with a special adapter for recording total re-
flection. For comparison, a calculation was made to determine the spec-

tral coefficient of reflection from a surface that had been antireflec-
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Fig. 1. Spectral reflection coefficients in the region O.4-1.1 pu (cal=-
culation): for two-layered coatings with an antireflection underlayer
of ZnS with d @ 0,15 p (1); ZnS with d = 0.2 p (1') and S10 with d =

= 0.2 (l"z; for single-layer antireflection coatings of ZnS with

d = 0,15 p (2); ZnS with d = 0.2 p (2'); S10 with d = 0.15 u (3); Si0
with d = 0.2 p (3'). The experimental curve A represents reflection
from a silicon photogbement with_a clean polished surface (n-type, con-
centration Ng = 4.10 atomsscm=3). 1) A, microns.

tion-coated with single layers of ZnS and silicon monoxide Si0, as well
as after application of a two-layered coating consisting of a tempera-
ture-regulating layer with n = 1.5 and an antireflection underlayer of

S10 (n = 1.9; the scattering of n was taken into account on the ba-

S10
sis of the data in Reference [4)). The results obtained are shown in
Fig. 1.

It must be noted that although Rmin was somewhat higher after ap-
plication of the two-layered coating (due to reflection from the upper
boundary of the temperature-regulating coating) than in the case of
purely antireflection films of ZnS and Si10, the reflection coefficient
R declined, on the whole, in the interval from O.4 to 1.1 u. Comparison
of curves 1' and 1" in Fig. lc shows how heavily the effectiveness of
the double-layered coating depends on proper selection of the material
for the intermediate antireflection layer.

On the basis of experimental data on the absolute spectral sensi-

tivity of the photoelement without reflection coating (consisting of
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Fig. 2. Comparison of experimental (dashed curves) and calculated (sol-
1d curves) spectral reflection coefficients (R) and the absolute sensi-
tivity (I/E) of a silicon photoelement with a polished surface before
(I/E - curve B) and after application of two-layered coatings with an
antireflection underlayer of ZnS with d = 0.2 y (R is indicated by
curves 1 and I/E by curves 1') and of S10 with d = 0.2 p (R indiceted
by curves 2), a) I/E, u a/mw; b) A, microns.
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Fig. 3. Load current-voltage characteristic of a silicon photoelement
with a polished surface: before antireflection coating (1); after anti-
reflection coating with a single layer of S1C with d = 0.2 p (2) and
ZnS with d = 0.2 p (3) and two-layered coatings with an antireflection
underlayer of S10 with d = 0.2  (2') and ZnS with d = 0.2 p (3'). Mea-
surements made on a device simylating the extraatmosphecic radiation of
the sun !ith S = 1375 watts'm™<., Area of photoelement receiver surface
0.72 cm~< [sic]. a) I, ma; b) U, mv.

0

the short-circuit currents Ik.z. of the photoelement in pa, measured
for each wavelength and then converted to mw of power of the incident
radiation), a calculation was made, using the reflection curves ob-
tained, to determine the spectral sensitivity of the same photoelement
after application of the double-layered and single-layered coatings.
Conversion of the spectral-sensitivity curves into the spectral dis-
tribution of the illumination created by the extraatmospheric sun made

it possible to obtain the spectral distributlon of the Ik = of the an-
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1) Coating on polished surface of silicon photoelement; 2) calculated
short -circuit currents of photoelement in operation on sun (S = 1400
watts/mc, ma; 3) optical thickness of antireflection coating, u; 4)
two-layered coating (antireflection film of ZnS under a temperature-
regulating coating with n = 1.5); 5) single-layer antireflection coat-
ing of ZnS; 6) single-layer antireflection coating of S10; 7) no coat-

ing.

tireflection-coated photoelement in operation on the same radiation,
while figuring the areas bounding these curves enabled us to compare
the short-circuit points [sic; tochkl, points 1s probably an error for
toki, currents] exhibited by the photoelectric cell after application
of two-layered and single-layer coatings, for operation on sunlight.
The results of the calculations are listed in the table. It follows
from the table that even on the basis of antireflection properties con-
sidered alone, the two-layered coating of the type that we have pro-
posed not only surpasses the 2ZnS antireflection coating, but is almost
equivalent (d = 0.15 p) or superior (d = 0.2 u) to the single-layered
antireflection coating of silicon monoxide, which is the optimum for
antireflection coating of silicon photoelements.

The experimental results shown in Fig. 2 correspond almost per-
fectly with the results of calculation. A silicone coating with n0.6u -
= 1.51 and a thickness ~ 80 u, which is stable against the solar ultra-
violet radiation and transparent in the region from O.4-1.1 p was se-

lected as the upper temperature-regulating layer. Measurements of the
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load volt/ampere characteristics of the photoelements showed that antie-

reflection coating results not only in an increase in I close to

KeZs
that calculated, but also in a sharp increase in the efficiencies of
the photoelements (Fig., 3). It is clear from Fig. 3 that the large

(40-42%) increase in the I and efficiency as a result of antire-

k. Z.
flection coating 1s retained and even improved when the single-layer
coating is replaced by a double-layer coating with an antireflection
ZnS underlayer (curve 3', Fig. 3). Simultaneously with the rise in
Ik.z. and efficiency, the integral radiation coefficlent € increased
from the values of 0.19-0.27, which are characteristic for a photoele-
ment antireflection-coated with a single layer, to 0.92-0.94, The co-
efficlent a, of photoelements with a two-layered coating including a
ZnS underlayer with d = 0.2 ¢ is 0.865, while it 1s 0.915 with a ZnS
underlayer having d = 0,15 p.* As a result, the ratio ac/e is 0.94.0,98,
which indicates temperature stabllization of photoelements at the 44-
450 level in outer space.

The merits of a double-layered coating of this type also include
protection of the antlireflection coating from attack by the environment
and the absence of additional heating of the photoelement due to the
"hothouse" effect.

Recelived
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Manu-
script
Page [Foctnote]

No.

200 The coefficients ac and e were evaluated with reference to

direct measurements and by calculation (3].
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UDK 537.591:629.195
INVESTIGATION OF RADIATION WITH THE FLIGHTS
OF THE "MARS-1" AND "LUNA-4" INTERPLANETARY AUTOMATIC STATIONS

S.N. Vernov, A.Ye. Chudakov, P.V. Vakulov, Ye.V. Gorchakov,
Yu.I. Logachev, G.P. Lyubimov, A.G. Nikolayev

A brief description of the equipment carried aboard the "Mars-1"
and "Luna-4" stations 1s given, this equipment intended for the record-
ing of radiation, and there 1s a discussion of the derived results. It

has been observed that at a distance of 0.24 astronomical unit from the
earth,the intensity of cosmic radiation remains virtually constant.

Data are also presented on the intensity of cosmic rays for varie
ou> periods of the solar-activity cycle.

During the flight of the "Luna-4" station, slow, smooth changes 1n
cosmice-ray intensity were recorded, and these are associated with a
change in the magnetic conditions in the solar system. On belng launch-
ed from the earth the "Mars-1" station cut through the radiation belts
and data about these are presented.

The flights of automatic interplanetary sctations to tine moon and
the neighboring planets of the earth make 1t possible to carry out an
investigation of the primary cosmic radiation beyond the limits of the
terrestrial magnetic field. This is particularly important for the study
of the loweenergy parts of cosmic radiation that play such an important
role in a number of effects. Thus the change 1n the intensity of cosmic
radiation during the ll-year cyele of solar activity oceurs primarily
a8 & result of loweenergy particles; solar flares generate cosmic rays
of similar low energles and these serve to explain the various varia-
tions in intensity that are assoclated with the change in the magnetic
conditions of the solar system.
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The determination of the change in cosmic-radiation intensity
with a change in distance from the sun is also of interest.

Below we examine the results obtained in the recording of cosmic-
radiation intensity outside ol the terrestrial magnetic field during
the flight of the "Mars-1" automatic interplanetary station during the
period from 20 November 1962 through 25 January 1963, and during the
flight of the "Luna-4" automatic station in the period from 2 through
14 April 1963. Data are also presented on the radiation belts of the
earth, these data having been obtained by means of the equipment aboard
the "Mars-1" station at the time of its launch from the earth on 1 No-
vember 1963 [sic].

Apparatus. The interplanetary automatic "Mars-1" station carried
apparatus for the study of cosmic radiation in interplanetary space and
in the radiation belts of the earth along the near-earth segment of the
flight trajectory of the station. This apparatus consisted of two scin-
tillation and two gas-discharge counters. One of the scintillation
counters, carried inside the interplanetary station, was fitted out
with a cylindrical Nal crystal 20 mm in diameter and 20 mm high. By
means of this counter the total ionizatian produced by the radiation in
the crystal was measured, and this counter also provided a record of
the number of events in which energlies above a given level were liber-
ated in the crystal, and namely: above 30 kev and above 2.5 Mev.

A second scintillation counter with a cylindrical CsI crystal hav-
ing a diameter of 20 mm and 3 mm thick was mounted on the outside of
the station contalner. The crystal of this counter was covered by a
thin sheet of aluminum foil (~ 2.2 mg-cm'a) on the free-space side
through a solid angle of about 3 steradians. In other directions the
crystal and photomultiplier were covered by a layer of aluminum
~1 g-cm’2 thick. This scintillation counter recorded the total energy
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Fig. 1. The intensity of cosmic radiation during the flight of the
"Mars-1" station as a function of the distance r from the sun. 1) Ac-
cording to the Geiger counter; 2) ilonization of internal scintillation
counter; 3) according to the 30 kev threshold of the internal scintila-

tion counter; A) pulses-sec’l; B) date; C) distance from sun, astronom-
ical units.

liberated by radiation in the crystal and the number of particles lib-
~erating energy.in the crystal in excess of 30 kev. Electrons with an
energy 2_70-80.kev and protons with an energy > 500 kev might have ser-
ved as such particles.

Gelger counters (working length 50 mm, diameter 10 mm) were mount-
ed in the int:rplanetary station,

The measurement of ionization and of the counting rates of the
scintillation gas-discharge counrters was carried out by the same meth-
ods as in the previous Soviet satellites and space rockets [1].

A gas-discharge counter (length 50 mm, diameter 10 mm) was mounte
ed in the "Luna-4" automatic station launched on 2 April 1963 toward
the moon for the purpose of studying radiation. The counter was mount-
ed inside the station close to the shell under a material layer of
about 1 g°cm'2. The counter was heavily shielded on the remaining side
(> 10 g-cm"2 of material). The continuous measurement of cosmic-radia-

tion intensity was carried out by means of this counter, with continu.
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ous transmission to the ground of the total number of counts between
periods of communication. A statistical accuracy of about 0.1% was
achieved for the measurement days. The accuracy achieved in the meas-
urement of the number of counts and of the time was several times
higher,

Cosmic-ray intensity as a function of distance from the sun. Dur-

ing the flight of the "Mars-1" station it proved possible to study
the cosmic-ray intensity relationships for distances from the sun up

to 1.24 astronomical units.
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Fig. 2, Counting rate N of Geiger counters aboard the "Mars-1" station
and n in the stratosphere at latitude_64° in the vicinity of Murmansk
as a function of time, 1) pulses-sec™l; 2) date; 3) November 1962; 4)
December 1962; 5) January 1963.

The results obtained in the measurement of cosmic-radiation inten-
sity by means of the Geiger counter, for ionization and for one thres-
hold of the internal scintillation counter of the "Mars-1" station are
shown in Fig. 1.

In order to account for the time variation 1in intensity a study
has been conducted of the level of cosmic-ray intensity in the stratis-
sphere at latitude 64° (at Murmansk). Figure 2 shows the counting rate
of the single Qeiger counter aboard the "Mars-1" station and the count-
ing rate in the stratosphere (at the intensity maximum, height
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50 g-cmfa) for the period from November 1962 through January 1963,

As can be seen from the figures, no definite conclusion:s can be
derived with respect to a change in cosmic-radiation intensity with in-
creasing distance on the part of the "Mars-1" station.

Within the 1imits of the measurement errors (~2-3%) the intensity
of the primary cosmic radiation remains constant at a distance of lecs
than 1.24 astronomical units from the sun,

The intensity of cosmic rays as a function of distance to the sun
was studled during the flights of the American "Pioneer-V" and "Marin-
er II" space vehicles. The "Pioneer-V'" was launched in March of 1960
and approached the sun to a distance of 0.9 astronomical unit, A cer-
tain reduction in intensity was noted at that time, but it fell within
the 1imits of error [2]. At the end of 1962 the "Mariner-II" space
vehicle passed close ;o Venus, approaching the sun to a distance of
0.7 astronomical units. No chanées in intensity were observed with
approach to the sun [3].

Thus in a year close to the minimum of solar activily, in the vi-
cinity of the earth's orbit at distances of 40 million km on the side
away from the sun and on the side toward the sun the intensity of cos-
mic radiation remained constant with an accuracy to several per cent.

Intensity of cosmic rays as a function of the cycle of solar ac-

tivity. In 1959, during the flight of Soviet space rockets, the most
exact data were obtalned on a stream of primary cosmic radiation beyond
the terrestrial magnetosphere and on the average ionization capacity
of cosmic-radiation particles [4]. Let us recall that a stream of cos-

1 at an average

mic rays in 1959 involved 1.98 + 0.1 particles.cm 2.sec”
ionizing capacity greater than the minimum by a factor of 2.5,

In 1963, during the flights of "Mars-1" and "Luna-4" data were al-
2o obtained on cosmic rays which can be compared with the data obtained
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in 1959.
Table 1 shows the streams of cosmic radiation recorded by the

Geiger counters mounted aboard the "Mars-1," "Luna-4" stations, and
in Soviet space rockets, these data having been avereged over the time
of flight.

The conditions under which the inside counters were shiclded

aboard the space vehicles and the "Mars-1" and "Luna-4" stations are
approximately identical. Thus the stream of cosmic-radiation particles
in 1963 exceeds the stream of particles in 1959 by a factor of almost

2.
TABLE 1
- e ——— e —
lkoenm annapar F lll'l'lmmrm 3 ooy mm - um.._.
11 -

| 21199 rt2 |1 romTolinepe 0,10
2 :::m: :::: 121X I%O'.l'.12 i 'll"lFT. -e 2,"“3: 01

2 xocunsecxan pawera { |12 IX 1950 r. Bwe moerveidmepe 198 =01
%’::c:::o::a:l pr. 4.{’(!‘5'0&'. oSmussie momTelmepa &3:&:
Cramuan oJlynsds 10 2.1V io&3r. e 44520,

#The error is due to the indeterminacy of the geo-
{ metric dimensions of the counter working volumes.
H

! 1) Space vehicle; 2) date of rocket launch; 3) position of counter; 4)

stream, cm?eosec'l; 5) 1st space vehicle; 6) 2nd space vehicle; 7) 2nd
space vehicle; 8) 3rd space vehicle; 9) the "Mars-1" station; 10} the

i "Luna-4" station; 1IJ 2 January 1959; 12) 12 September 1959; 13) 12

| September 1959; 14) 4 October 1959; 15) 2 November 1962; 16) 2 April
1963; 17) inside the container; 1 5 the same; 19) outside of the con-
tainer; 20) on the skin of the container; 21) inside the container; 22)
the same,

i The scintillation counters aboard the space rockets and the
"Mars-1" station exhibited slightly varied characteristics from the
standpoint of recording the ionization produced by emission in the crys-

tal. Thus the instruments of the space rockets had Nal crystals 40 x
X 40 mm in size, whereas the instrument aboard the "Mars-1" station
operated on a crystal whose dimensions were 20 x 20 mm, Moreover, the
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instruments aboard the space rockets recorded the energy liberation
in the cgystal without distortion, exceeding thec average enefky liber-
aticn of a relativistic proton by a factor of 200, whlle the in:stru-
ment aboard the "Mars-1" station recorded without distortion encrgy
liberation greater than the average energy liberation of a relativis-
tic proton by a factor of only 3.

In 1959 the scintillation counters recorded a total energy lliber-

ation in the crystal of 1.5-109 ev-sec'1 produced by cocmic ray:z, and

1 was obtained from the "Mars-1" station.

a value of 1.8-108 evesec
These values of energy liberation

TABLE 2
lead to various magnitudes of the mean

: paccron-
BoeTH 8 STpETOSGOPS I:-'}'ﬂo':o": ionizing capacity of the cosmic-radiation

st |u
1,28 ||.4s

A =4l

~),1

i particles, differing by a factor of 2 be-

tween 1959 and 1963 (in 1959 it was great-

1) At the intensity max-
imum in the stratospherc;
2) at a distance from
100,000 to 700,000 km
from the earth.

er by a factor of 2 than in 1963). However,
consideration of the nonlinearity of the
instrument aboard the "Mars-1" station
significantly reduces the observed difference. With consideration of
this correction factor we can draw the conclusion that in 1963 rela-
tive to 1959 the mean ionizing capacity of the particles of primary
cosmic radiation had not increased.

All of the data on the change in the intensity of the cosmic radi-
ation from 1959 through 1963 in the stratosphere at latitudes 41, 51,
and 6“0, as well as outside of the terrestrial magnetosphere, and the
conclusion regarding the absence of an increase in the mean ionizing
capacity of cosmic-ray particles make 1t possible to arrive at a con-
clusion regarding the average energy cf the particles addcd in 1903 in
comparison with 1959, Table 2 shows the ratios of cosmic-radiation ine
tensity and mean ionizing capacity in 1963 and 1959 on the basis of
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various data. The data for the stratosphere measurements have kindly
been given by A.N. Charakhch'yan and T.N, Charakhch'yan.
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Fig. 3. Counting rate of Geiger counters during the flight of the
"Luna-4" station (solid 11ne§ and balloonsondes in the stratosphere
at latitude 64° in the vicinity of Murmansk (dashed line) during the
period from 1 to 1§ April 1963. 1) Luna-4 (pulses-.-sec~1l); 2) strato-
sphere pulses.min~1; 3) average for Luna-4 data; 4) April 1963; 5)
date.

This change in the number of particles at various latitudes may
have been brought about by the additional particles of rather great
energy (2-5 Bev) with a spectrum close to that of the primary cosmic

radiation.

Variation in cosmic-radiation intensity recorded during:fliggg of

the "Luna-4" station. Figure 3 shows data derived during the operation

of the "Luna-4" station. The average value of the counting rate for
the counter comes to 19.161 + 0.005 pulses-sec"1 (shown by the horizon-
tal dashed line). The maximum deviations from the mean value are +2.5%
with an accuracy of about‘io.lﬂ for each measurement. The voltage sta-
bility for the power sources employed by the apparatus during the
course of the flight was maintained with high accuracy. The change in
intensity as a result of fluctuations in the temperature inside of the
station during this period amounted to no more than 0.5%.

We can see no other equipment factors for a change in intensity
and it 1s our opinion that the recorded fluctuations in intensity are

real.
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This same figure also shows the results obtained in the measure-
ments of intensity of cosmic radiation in the stratosphere in the vi-
cinity of Murmansk for this same period of time.*

The change in intensity at Murmansk does not correlate with the
change in intensity recorded aboard the "Luna-!" station. This leads
to the conclusion that the fluctuations in intensity recorded during
the flight of the "Luna-4" station were caused by particles exhibiting
energles less than 2-3 Bev, not recorded in the maximum of the absorp-
tion curve at Murmansk (height 50 gocm'e). In any event, it may be
stated that the spectrum of particles responsible for the varlations
in intensity recorded during the flight of the "Luna-4" station 1is
softer than the spectrum of particles responsible for the ll-year
change in cosmic-radiation intensity.

During the flight in 1interplanetary space of various space vehi-
cles (the 3rd soviet space rocket, the "Ploneer V" rocket, the "Marin-
er~I," and the "Mars-1" station)time variations in intensity were no-
ted, and these exhibited an amplitude of several per cent. Therefore,
it 1s not the magnitude of the change 1in intensity recorded during
the flight of the "Luna-4" station that 1s unanticipated, but rather
the smooth manner of this change. It 1s not impossible that this 1is
a result of the fact that during the period of minimum solar activity
the sporadic processes taking place in the sun and leading to pronoun-
ced fluctuations in cosmic-ray intensity occur but infrequently or are
entirely lacking, and that a change in the magnetic situation prevall-
ing in near-earth outer space begins to play a role as a result of
time changes in the solar wind. In this case the periodicity of the
change in the magnetic situation in interplanetary space may be associ-
ated with the time required for the propagation of corpuscular streams

in the solar system, 1.e., with a time of the order 5-10 days. A perio-
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| dicity of this scale has been noted with the "Luna-4" station.
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Fig. 4. Intensity of radlation recorded during the flight of the
"Mars-1" station in the radiation belts around the earth on 1 November
1962 as a function of distance from the center of the earth. 1) Ener
liberation per second in crystal of external scintillation counter; 2
energy liberation per second in crystal of internal scintillation
counter; 3) counting rate of external scintillation counter; 4) count-
ing rate of internal scintillation counter at 30 kev threshold; 5)
counting rate for Geiger counter; 6) counting rate of internal scin-
tillation counter at 2.5 Mev threshold; A) log I ev-sec™l); B) log N
(cm~<.sec™+); C) R, thousand km.

Measurements in the radiation belts around the earth. The radia-

tion in the radiation belts of the earth was recorded at the time the
"Mars-1" station was launched from the earth. Figure 4 shows the radia-
tion intensities as a function of distance from the center of the earth
Our attention i1s drawn first of all to the limited extent of the radi-
ation belt. This is explained by the fact that the trajectory of the
"Mars-1" station differed markedly from the trajectories of the first
Soviet space rockets which cut through the outer radiation belt close
to the equator. The "Mars-1" station, during its flight close to the

equator, intersected the inner belt and then, moving away from the
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earth, intersected the outer radiation belt at the higher geomagnetic

latitudes.
A Particularly surprising is the
1,0’
"w" completely identical shape of the cur-
o ves recorded by the various counters.
w
For example, curve 5, showing the in-
' tensity of electrons with an energy
" of >70-80 kev (or of protons with an
I i A L i I

I A TRy
L energy of >500 kev) 1s completely sim-
Fig. 5. Energy liberation

in crystals of internal 1lar to the curve for the counting
scintillation counters for

the "Mars-1" station (1) rate of the gas-discharge counter
and the second space roc-

ket (2) as a {unction of L. which effectlvely recorded electrons

A) I, ev.sec”
with an energy of >3 Mev (or protons

with an energy of >50 Mev). During and prior to this flight there were
no significant disturbances of the geomagnetic fleld. The passage
through the outer boundary of the outer belt by the "Mars-1" station
occurred at around midnight local time.

A comparison of the states of the belts in 1963 and 1959 1s a
difficult proposition because of the various flight trajectorles for
the space rockets and the "Mars-1" station. Figure 5 shows the values
of energy liberation in the Nal crystals for the second space rocket
and the "Mars-1" station as a function of the parameter L which charac-
terizes the given magnetic shell [5]. The figure shows that the nature
of the outer boundary of the outer radlation belt differed for the
second space rocket fram that of the "Mars-1" station. The second
space rocket passed beyond the outer belt in the vicinity of the equa-
torial plane, while the "Mars-1" station passed out of the outer belt
in the high latitudes. If 1t 1s malntalned that the state of the belts
during the time from September 1959 thr-ugh November 1962 underweni no
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change, it becomes possible to draw the conclusion that there exists
a more clearly delineated boundary of the outer radiation belt in the
high latitudes than is the case in the vicinity of the equatorial
plane. In other words, with large L there are no captured particles
with low points of reflection. However, it 1s most likely that the
change in the shape of the outer radiation belt should be ascribed to
temporal variations that were first detected in the flight of soviet
rockets (4] and studied i detail during the flight of the American
"Exploren-VII" satellite [6].

It 1s not out of the question that this difference in the shapg
and position of the edge of the belt 1s assoclated with the variation
in the local time at which the flight through the edge of the belt
took place. A simllar effect was first detected during the flights of
the American "Injun-I" satellite by means of a counter recording elec-
trons with an energy of D40 kev [7].

It turned out that at low flight altitudes (~1000 km) at noon lo-
cal time the edge of the belt is situated in the higher geomagnetic
latitudes than at midnight local time. Table 3 shows the instants (lo-
cal time) of flight through the edge of the outer radiation belt and
the parameter of the boundary magnetic shell from data produced by the
Soviet space rockets and the "Venus-1" and "Mars-1" stations. That mag-
netic shell at whose intersection the energy liberation in the crystal
exceeded the energy liberation from cosmic rays by a factor of 10 was
taken as the edge of the belt.

After leaving the radlation belts of the earth, all of the detec-
tors of penetrating radiation aboard the "Mars-1" station recorded a
virtually constant radiation intensity which, however, differs signifi-
ficantly from primary cosmic radiation.

Table 4 shows the values of the streams of particles and energies
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TABLE 3
1 > Mecrnoe apenn nporera Fpaxnua 3
= TpanNUN NORCA e nonrs
Kocunvecunil annspay o]
4 are e | mMmnyT™ L
T 1-n wocunvecxan paxera 10| 311959 r | g 30 6,7
{) 3-8 MoCMEwECKAR paxeTa 13 121X 1959 r. | 20 30 6,5
8 3-8 xocumwocxan paxera 14| 4.X 1959 r. 14 30 %
10 Cranums ¢Benepa-le 26,0 12.00 1961 £ | 14 50 5,1
11 »  «Mape-l» 16 2.XI 1962 r. | 21 30 6,9

1) Space vehicle; 2) local time of flight through boundary of belt; 3)
belt boundary; 4) date; 5) hours; 6) minutes; 7) 1lst space rocket;
8) 2nd space rocket; 95 3rd spaze rocket; 105 the "Venus-1" station;

The "Mars-1" station; 12) 3 January 1959; 13) 12 September 1959;
143 & October 1959; 15) 12 February 1961; 16) 2 November 1962.
TABLE 4
BryTpeunnfl cHuNTRANAUNOMHNN CETIRN 2 e e ?-:3'.-2'5:3
y oz [ e st 33 Moe pomse. g 8 v camered
8100 l 25100 I 20 l 10' l 4109 30

1) Internal scintillation counter; 2) external scintillation counter;
3) Geiger counter; 4) ionization, ev/sec; 5) 30 kev threshold ev/sec;
6) 2.5 Mev threshold, pulses/sec; 7) lonization, ev/sec; 8) 30 kev

threshold, pulses/sec; 9) pulses/sec.
recorded by all detectors after passage out of the radlation belt.

The average energy liberated in the crystal jer single reading of
the external scintillation counter amounts to approximately 2 Mev per
reading. The count of the gac-dlscharge counter 1s smaller by a factor
of approximately 103thanthe count of the scintillation counters for
the 30 kev threshold. This indicates that the recorded radiation 1s
due to electrons with energlies ~2 Mev, directly recorded by the exter-
nal and internal scintillation counters and on the basls of the brems-
strahlung recorded by the Gelger counter. (The Geilger counter was more
heavily shielded than the cyrstal of the internal scintillation count-
er).

Since the stream of recorded electrons proved to be extremely sta-

ble in time, it 1s natural to assume that these electrons are the pro-
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duct of the decay of long-lived radioactive nuclei.®* The irradiation
of the "Mars-1" station by protons from the inner belt results in the
appearance of induced radioactivity. On the other hand, radioactive
nuclei formed in the atmosphere as a result of nuclear explosions
shortly before the flight of the "Mars-1" station may have been depos-
ited on the surface of the "Mars-1" station. However, an estimate of
the number of radioactive nuclei arising during these effects shows
that there are two few to explain the observed counting rates of the
radiation detectors aboard the "Mars-1" station.

It 18 therefore not impossible that the observed effect is pro-
duced by the appearance of high-energy electrons of unknown origin in

the vicinity of the earth.
Recelved
30 January 1964
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[Footnotes)
After data from A.N. Charakhch'yan and T.N. Charakhch'yan.

Within 1 hour of measurements the intensity of radiation di-
minished by less than 5%.
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EFFECTIVENESS OF PHARMACOCHEMICAL PROTECTION IN GAMMA IRRADIATION AND
IRRADIATION BY PROTONS WITH ENERGIES OF 660 AND 120 Mev
V.S. Shashkov, P.P. Saksonov, V.V. Antipov, V.S. Morozov, G.F. Murin,
B. L. Razgovorov, N.N. Suvorov and V.M. Fedoseyev

The comparative effects of gamma-rays from Co60 and 660- and 120-

Mev protons were studied in experiments on 1360 white mice. At a v-ray
dose rate of 364 r/min, the DL100/30 came to 850 r (720 rad). On irra-
diation in a pulsed beam of 660-Mev protons (dose rate 600-700 rad/min),
the DL100/30 amounted to ~ 1178 rad. Cystamine (150 mg/kg), aminoethyl-
isothiuronium (150 mg/kg), serotonin (50 mg/kg) and S-methoxytryptamine
(75 mg/kg), inJected intraabdominally 10-15 min before - or proton ir-
radiation, protected 50-80# of the animals from death. The protective
effects of tryptamine and 5-hydroxytryptophane came to 20-25%., The rel-
ative blological effectiveness of 660-Mev protons as compared to Co &
v-rays is 0.75 wlth respect to the DL50 for mice, and 0,73 with respect

to the DLlOO'

The problem of the biological effect of cosmic rays on living or-
ganisms 1s not only of theoretical 1importance, but also of great prac-
tical importiance in the era in which man 18 conquering cosmic space.
Further mastery of the cosmic reaches requires comprehensive evaluation
of the radiation hazard, with recourse to simulation of a number of ra-
diation components under terrestrial conditions.

The cosmic radiation 1s one of the chief obstacles, particularly
to long flights.over great distances [1, 2]. According to modern con-
ceptions, the cosmic radiation includes rays originating from the Gal-

axy (the primary cosmic radiation), protons with various energies
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formed in solar flares, and the penetrating radlation of the circumter-
restrial radiation belts. From the practical standpoint, that of the
radiation hazard, the corpuscular radiation (high-energy protons, heavy
multiply charged nuclel) are of special interest; these are formed in
large quantities in solar chromospheric flares and are incorporated in-
to the outer and inner radiation belts.

In view of the complexity of the cosmic radiation spectrum, the
difficulty of calculating absorbed dose for high-energy particles, the
nonuniform transformation by the tissues of the absorbed energy, which
is expended on 1lonization, excitatlion of electrons, nuclear ilnterac-
tions, the generation of bremsstrahlung x-ray and y-radiation, etc.,
determination of the dose and blological effect of the cosmic radiation
components presents considerable difficulty.

It 1s customary to regard the absence of characteristics for the
relative blological effect (OBE) of the cosmic radiation as the chief
obstacle to approximate evaluation of the blologlcal eflects of cosmic
radiation, even given the avallabllity of adequate information on its
physical constants and satisfactory dosimetry.

Study of the OBE, first of all for protons, heavy nuclel and neu-
trcns, 1s part of one of the fundamental radioblological problems of
space flight, which [w11ll] acquire ever-increasing importance as space-
ships are fitted with nuclear powerplants,

Elaboration of this problem entered a stepped-up phase after 1t
had been found possible to use high-altitude sounding balloons, rockets,
and, first and foremost, satellites and space vehicles capable of re-
turning to the earth for purposes of studying the biological effects of
cosmic radiation. However, altitude experiments involve the necessity
of studying the complex effect of space-flight factors on the 1living

organism and isolating the contribution of cosmic radiation from this
- 218 -



e X ]

effect.

The ultimate result is that in order to determine the contribution
of ionizing radiation to the biological effect of space-flight factors,
it 1s necessary to resort to laboratory experiments with the radiation
levels registered in flight artificially reproduced, a task that some-
times involves considerable additional difficulties.

Determination of the OBE of the heavy cosmic-radiation component
under laboratory conditions is impessible at the present time, since
there 1s no apparatus available to generate particles of such high en-
ergles, and 1f there were such devices, they would not be adaptable for
biological experimentation. Here we must make the reservation that even
if we had information pertaining to the OBE of all cosmic radiation
components, it would hardly be possible to draw inferences as to the
blological effect of the complex-spectrum radiation on the basis of the
summed influence of the individual components [3-5]. This purpose would
obviously require the construction of special apparatus to produce a
mixed beam of particles with an established spectrum and definite ener-
gles in its individual components.

As we have already noted, the OBE of various forms of radiation,
including the corpuscular radiation, depend on many factors. The ion-
ization uensity and linear energy losses on passage through a substance
are important factors in this respect. Thus, an increase in the speci-
fic ionization from 3 to 100 ion pairs per 1 u of path has little ef-
fect on the OBE, which remains approximately equal to unity. An in-
crease in the ionization density from 100 to 1000 ion pairs per 1
gives an increase 1in the OBE 1in proportion to the logarithm of the
specific lonization [6].

Various authors [6-13] consider the OBE as ranging from 2 to 30

for a specific lonization above 1000 ion pairs per 1 .
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At we know, protons are the form of penctratlng radlallon moit
commonly encountered in outer space. They compose 85% of the primary
cosmic radiation and are generated in large numbers in colar chronoi-
pheric flares, forming parts of the outer and inner radlation belto.

The f'irst steps have recently been taken toward determining thc
OBE for protons. According to [14-16], the OBE of protons wlth an cner-
gy of 660 Mev with reference to Co60 v-rays is 0.5-0.6 for mlce, and
0.6-0,/ for rats. OBE for protons with an energy of 510 Mev have been
established for dogs (1.2) and for rats (0.8) [1/].

The above coefficlents were determined from consideration of the
survival times of the animals, the survival rates and the distinctness
of the changes in the indicators investigated.

In experiments on monkeys, the OBE was 2 for protons with an ener-
gy of 730 Mev, with reference to y-rays [18). The OBE of protons with
an energy of 157 Mev is 0.77 + O.1 for mice, with x-rays as the refer-
ence [19].

On the basis of the literature data, it 1s important to note that
the OBE of any given type of radiation depends on what criterion was
used as a basis for deriving it. The OBE of the identical form of rad-
iation 1s often found to differ for different blological systems or or-
gans (7-9, 12, 13, 19-23].

Thus, the radiation injuries caused by protons and neutrons are
less reversible than those due to exposure to x-rays. As regards gene-
tic consequences and injury to the crystalline lens, a certain cumula-
tive effect has been noted for corpuscular radiation.

The OBE increase considerably with increasing irradiation time and
time of observation after irradiation by high-energy particles [3, 5].

Neutron irradiation produces more pronounced charnges in the chrom-

osome apparatus than in the structures of the cell that are not related
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to them. This relationship is reversed for x-rays [24, 25-33].

The OBE also depends on radiation dose, the functional state of
the organism, and so forth. The irreversibility of changes governed by
corpuscular radiation must be kept in mind in studying the biological
effect of cosmic radiation, which has a complex, heterogeneous spectrum
[25].

In evaluating the genetic effects of cosmic radiation, it is ne-
cessary to take into account both the hazard to the descendants and the
somatic and cytogenetic changes in the irradiated organism, which re-
sult in shortening of the 1lifespan, disorders of the blood, malignant
neoplasms and other pathological manifestations [31, 32].

While acknowledging that we deal, under laboratory conditions,
with particles that simulate individual components of the cosmic radia-
tion, we must nevertheless point out that thanks to devices capable of
generating definite forms of radiation, it is possible to form some
idea of their biological effectiveness.

The present paper was concerned with the influence of 660- and
120-Mev protons on animals and the prophylactic effect of radioprotec-
tive agents that are known to be effective in x-ray and <y-irradiation.

Experiments were conducted on 1360 mongrel male white mice weigh-
ing 18-21 g. The animals were subjected to Co60 v-irradiation with pro-
tons having energiles of 660 and 120 Mev.

The animals were y-irradiated on the GUBE-800 experimental instal-
lation at the Biophysics Institute of the Academy of Sciences USSR at a
dose rate of 264 r/min. Proton bombardment of the animals was accom-
plished in the pulsed beam of the OIYaIl* synchrocyclotron (at Dubna)
with a density of 108-109 protons per 1 cmz/sec.

The number of pulses per second was 100, each lasting 200-400 usec.

Determination of the dose of protons with the 660-Mev energy and the
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irradiation technique were as described in[16]. The dose rate deter-
mired from the induced activity in carbon plates was 500-700 rad/min in
our experiments. Irradiation of the animals was accomplished in elther
case in plastic chambers, 10 mice at a time (5 controls and 5 animals
that had been protected with the prophylactic agents).

It must be acknowledged that definite data do not exist for calcu-
lating the dose to be attributed to a single proton. On the basis of
calculations in [16], 1t was found that in a beam of protons with ener-
gles ol 660 Mev with the above intensity and a section diameter of 10

8 rad/proton. According to information

8

cm there are (5.3 + 0.18)°10~

from staff members of the IBF MZ, the same value is 4,3°10° - rad/proton.

According to foreign authors [34], the dose contribution in a beam of

8

protons with energies of 500 Mev is 5°107° rad/proton. In our experi-

-8
ments, we used 4.,3°10 rad/proton in calculating the dose.
TABLE 1
OBE for Vagious Doses of 660-Mev Protons With Refer-
ence to Co®0 y-rays
1 y-aywm Co* . | 2 Mporonws 660 Mae
3 4 .\Z(l- oy ('IN‘I "y~ 3 W :I.?:o;l-l-.——-g_cpﬂﬂhll n; 2
Ross. wmsor-| 335 lwwnas (remunncrs | 4928 S22 | a0 n |5, 2| Romwrete: | OB2
EHE  |cyyxan|oMOcTN m::t.m. pe HUE  loyruam|eMOCTR] a1y o
400 | 40 40 100 - 400 40 | 40 100 — =
500 | 0 | 28 | 80 | 186 | 50 | 40 | 40 | 100 - —
- | =] =1 =1 = 560 | 40 | 38 | 95| 128+53 [ —
600 | 40 | 2¢ | 60 | 12,i 650 | 40 | 32 | 80 | 142+42 | —
700 | 40 | 16 | 40 | 118 | 7:0 | 40 | 28 | 70 | 141 =32 | 0,75°%
800 | 40 6 | 15| 84 | 89| 40| 2 | 55 | 16331
=2E S S — 950 | 40 | 12 | 30 | 124233 | —
&0 | 4w 0 o 7.8 {60! 3 | 1,7 117229 | 0,730

*The coefficlent used inconverting r to rad was

** From DL50.

*#% EFrom DLlOO'
1 Co60 v-rays; 2) 660-Mev protons; 3) dose, rad*; 4) number of animals;

5) survived for 30 days; 6) % of survival; 7) average survival time,
cays; 8) average survival time, days + m; 9) OBE.

The energy cf the protons was lowered from o60 to 120 Mev by the
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use of polyethylene blocks 1.5 m thick with an additional 6 cm of lead.
The flux intensity and dose of the protons were determined from the ac-
tivity induced in carbon indicators, which were read using a type B in-
strument with an MST-17 end-window counter. The intensity variations of
the beam were checked with a monitor. The dose rate at the proton ener-
gy of 120 Mev came to 60 + 10 rad/min.

Determination of the proton OBE was not part of the purpose of our
experiments.

However, since we did have at our disposal a considerable number
of animal control groups, we do have an opportunity to present data on
the OBE here as well. Judgements were made as to the OBE of the 660-Mev
protons from the influence that the various radiation doses had on the
survival rates of the animals during the 30-day observation period and
the weight change. The data from these experiments are given in Table 1.

Thus, the table indicates that the DL50/30 of 0060 v-rays in our
experiments 1s 650 r (600 rad), while that of 660-Mev protons 1s ~ 900
rad. The DL100/30 with reference to 0060 y-rays 1s 850 r (790 rad), and
that of 660-Mev protons 1s 1178 rad. The OBE of the protons, based on
DL50/30, 1s 0.75, while it 1s 0.73 on the basis of DL100/30. These data

are in fair agreement with those obtained in [16] on conversion of the

-8 rad/proton.

dose by a coefficient of 4.3°10

As we know, the differences in the OBE for the different forms of
radiation are linked to the differences in the spatial distribution of
the ions (lonization density) or to the linear energy losses (LPE) in
the tissues, by which this quantiﬁ& 18 generally defined.

On interaction of 660-Mev protons with matter, a complex spectrum
of secondary particles 1s formed, some with rather high LPE. Their con-
tribution to the injurious effect will obviously come more strongly to

the fore when we consider. remote consequences, to Jjudge from which the
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proton OBE will be unity at tne smallest.

The problem of pharmacochemical and biological protcctlon from
lonizing radiation forms a special offshoot of radiobiology, radiation
medicine and space radiobiology. Some authors have concluded [35]), with
reference to literature data, that the various pharmacochemical cub-
stances that are effective in x-ray and y-ray irradiation will not have
such an effect for bombardment by corpuscular radiation, particularly
as regards the genetic effect of this radiation.

It is also known that when antliradiation agents are used for pro-
tectlion from densely 1lonizing rays, we observe a lowering of thelr ac-
tiviLy on neutron bombardment. [36, 37] or the complete absence of any
radio protective effect on a-irradiation [4].

TABLE 2

Protective Effect6 f Pharmacochem-
ical Agents on Co vY-irradiation
in Dose of 850 r (DLIOO)

1 ) J ~ Cpeannn upo-
i tinaw || g e (ORISR
1apard b Ll 41 L musIe-
et MEncR r:)‘f(:'nual MorTH m’:'u:)"r(::::?
AN =z m -
b Tlneramin 0 | 22 55 1&8 +3.7
AJT 40 | 30 75 53 + 42
Ceporonun 40 24 60 l2 435
5 MeTokenTpnnTaMun 40 28 70 | 149£37
10 Tpuuzamun 20 ' 8 20 8.3+ 33
; >oxcutpinrodan 20 N 20 | 8035
Konrpoun |10 0 0 75+28
3 Buoaornveckuit  xou- |
TponL 20 20 100 -

1) Preparation; 2) number o imice; 3) surviving after 30 days; 4) & of
survival; 5) average survival time of animals that died, days + m; 6)
cystamine, 7) AET; 8) serotonin; 9) 5-methoxytryptam1ne, 10) iryptamine;
11) 5- hydroxytryptophane, 12) control; 13) biological control.

As was first shown by the severa; authors of [38-40), however, the
prophylactic effect of certain radioprotective agents manifests on bom-
bardment by 660-Mev protons to at least the same degree as on exposure
to x-rays or Co60 yY-rays, 1f not more strongly. The most convincing da-

ta on the question as to the comparative radioprotective effects of

prophylactic agents for bombardment with 660-Mev protons and y-rays are
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TABLE 3

Protective Effect of Preparations
on Whole-Body Irradiation of Mice
by 660-Mev Protons in a Dose of

1178 rad (DL,,,)

L 2 1.3 o
— :o-'nﬂ- m;::? u|9% sums- m'
ol BOOROCTE 1 musor-
nux, ANS '
M
Lincranun 80 41 51,2 |1532
g AJT 60 49 0,1 l?:: z g::
Ceporonnm 0 18 80 128238
9 5-meroxcurpam-
TAMER 0 21 70 142+ 33
10 Tpunrauss 2. 8 28 109 £ 22
11 soxcarpumro-
12 Ro.l.r;au lg ; “; 7 “.g : :::
13 [ ] (]
ROUTPORD 60, ) 98,4 ]

1) Preparation; 2) number of mice; 3) surviving after 30 days; 4) % of
survival; 5) average survival time of animals that died, days + m; 6)
cystamine; 7) AET; 8) serotonin; 9) 5-methoxytryptamine; 10) tryptamine;
11) 5-hydroxytryptophane; 12) control; 13) biological control.
presented in [40].

We conducted tests to study the radioprotective effects of cysta-
mine dichlorohydrate (150 mg/kg), S, B-aminocethylisothiuronium bromide
dihydrobromide (AET, 150 mg/kg), serotonin creatinine sulfate (50 mg/
/kg), S5-methoxytryptamine chlorohydrate (75 mg/kg), tryptamine chloro-
hydrate (100 mg/kg) and 5-hydroxytryptophane (250 mg/kg) in y-irradia-
tion from 0060 and irradiation by 660- and 120-Mev protons. The prepar-
ation doses taken were converted to the base. All preparations were in-
Jected intraabdominally 10-15 min prior to irradiation.

The data from these experiments are given in Tables 2-4.

It follows from Table 2 that AET, 5-methoxytryptamine, serotonin
and cystamine show the strongest radioprotective activity among the
substances tested for 0060 v-irradiatioa in an absolutely lethal dose.
The protective effects of tryptamine and 5-hydroxytryptophane (the ini-

tial product in the synthesis of serotonin in the organism) are consid-

erably weaker.
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TABLE 4

Protective Action of Preparations
1n Whole Body Irradiation by 120-
roton in doses of 1200 + 100

rad
100
Cpepunn
| 30 3 g npoaea-
o)
Koausectr- [Nudwmno x| & samn- | 0ms
Npenapar L :':‘IO?- JO-:‘:VF P ,,,:',:.:%,:‘
ndE, K
“m
(O ulcnuu 40 24 G0 135+ 43
‘{ 40 30 75 16,3 + 4,6
Ceporoun - 40 22 K 127 £ 3,5
3 S-meroxcurpmn-
< vaMan 40 28 70 13832
10 Koutpoas 60 2 3.3 | 9523l
Baonornweckni
Xourpoas 20 20 100 —

1) Preparation; 2) number of animals; 3) surviving after 30 days; 4) %
of survival; 55 average survival time of animals that dled, days + m;

6) cystamine, ) AET; 8) serotonin; 9) 5-methoxytryptamine, 10) control;
11) biological control.

Data on the radioprotective effects of the substances for whole-
body irradiation by 660-Mev protons are given in Table 3.

On analysis of the experimental results presented in Table 3, 1t
can be seen that AET and 5-methoxytryptamine were found most effective
Jor irradiation both by protons and by y-rays. The protective effec<ts cf
cystamine and serotonin on exposure to 660-Mev protons are similar to
their prophylactic properties for y-irradiation. It 1is interesting to
note that in the experiments of [40]), the high protective 2ffect of AET
is retained even on irradiation by protons in superlethal doses (1600
rad).

We have not succeeded 1n flnding data in the literature on the ra-
dioprotective action of certain effective antiradiation agents for ir-
radiation of animals by 120-Mev protons. The results of our experiments
in this direction are assembled in Table 4. It 18 seen from Table 4
that the effectiveness of the radlioprotective preparations studied,
which possess antiradiation properties for x-ray, y-ray and 660-Mev

proton irradiation are also retained fully fcr exposure to 120-Mev pro-
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tons.

Thus, in summarizing the results of the experiments described, it
might be supposed that the OBE of 660- and 120-Mev protons for mice do
not exceed 1 at any rate and may even be lower, with reference to the
eleétromagnetic radiation types. Here it 1s very important that certain
radioprotective substances that are effective with respect to x- or vy-
rays also retain thelir prophylactic properties when the organism is ex-
posed to high-energy protons.

We do not consider here the mechanisms by which the pharmacochem-
ical agents secure thelr radioprotective effects — mechanisms that re-
main unclear to the present day. In any event, they would appear to be
of the same type for both exposure to electromagnetic radiation and ex-
posure to high-energy corpuscular radlation with low ionization density.

The discovery of protective properties for exposure to corpuscular
radiation in a nymber of pharmacochemical agents justifies a search for
means of blological and chemical protection of the huran crew and the
entire biocomplex of the spacecraft. This necessitates further study of
the principals of pharmacochemical protection for various energles, do-
ses and dose rates of the corpuscular radiation, with emphasis on pro-
tons, and calls for investigation of the effect of radiation in combin-
ation with the other factors operating in space flight; this will make
possible at least partial evaluation of the radiation hazard, determin-
ation of the admissible cosmic-radiation levels and adoption of effec-
tive protective measures against 1it.

Received
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UDK 629.198. 621
OCCURRENCE OF CROSSING CVER IN DROSOPHILA MALES UNDER THE INFLUENCE
OF VIBRATION, ACCELERATION AND y-IRRADIATION

G. P. Parfenov

‘The influence of vibration, acceleration and y-irradiation on the
incidence of crossing over in Drosophila males 1s examined. It is cus-
tomary to assume that this class of hereditary changes is governed by
rebullding of homclogous chromosomes in the meiotic stages. This test
was also used aboard artificial earth satellites to indicate the bilo-
logical effect of cosmic radiation, and spotty results were obtained.
To analyze the differences that arose, experiments were run with Dro-
sophila specimens subjected to acceleration, vibrations, y-irradiation
and combinations of these factors. The data obtained are discussed.

One of the most hazardous and difficult-to-eliminate environmen-
tal factors 1n space flight is ionizing radiation. Although the muta-
genic effects of certain types of ionizing radiation have been thor-
oughly studied, certalin difficulties are encounteed in the use of gen-
etic material (the test objects for Biological do >t.  >f cosmic ra-
diation). The conduct of experiments for these purp ..:s necessitates
disregarding one of the basic rules of genetic research, that which re-
quires "purity'" of the experimental and control groups. According to
this rule, the content of the exr:rimental material must differ from
the control content only as regards the factor being studied, with ab-
solute identity of ali other conditions. In flights aboard artificial
earth satellites, however, the blological obJjects are subjected, simul-
taneously with the ccsmic radiation, to a number of other factors whose

action, together or in isolation, on the hereditary structures has not
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been studied or has been studied with inadequate thoroughness. These
include acceleration, vibration, the state of weightlessness, tempere-
ture fluctuations and the composition of the atmosphere.

Some of the physical factors enumerated above (temperature and vi-
bration) may affect the results of the experiments both in and for
themselves [1, 2] and in concerted action with ionizing radiation [3].
As regards acceleration and atmospheric changes, they have not been
shown to have a mutagenic effect of their own; however, they can modify
substantially the effect of the ionizing radiation [4, 5].

We employed a test for the induction of crossing over in Drosoph-
1la males on the flights of the 5th satellite spacecraft and the "Vos-
tok-1" and "Vostok-2" [6]. The results of this investigation were in
many respects not phrticularly clear, since the effect was observed in
one case (the 5th satellite spacecraft) and not observed in the two
others ("Vostok-1" and "Vostok-2"), although the conditions would ap-
pear to have been the same for the 5th satellite spacecraft and the
"Vostok-l."The flight of the "Vostok-2" was approximately 15 times as
long. We suggested that in the two flights in which the effect did not
appear, the analysis referred to male rudimentary cells that were in
the premeiotic or postmeiotic stages during the flight, and since cros-
sing over takes place preferentially in spermatocytes, crossover indive
iduals could not be found.

our hypothesis was based on the fact that for some time after the
spacecraft had been recovered, the flies in the various series of ex-
periments were not kept under identical temperature conditions. This
could have been the reason why, in analyzing the descendants of the ex-
perimental males only 10-12 days after landing, we came upon the meio-
tic stages in some cases and did not catch them in others, since it 1is

known that the duration of spermatogenesis in Drosophila 1is a function
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of temperature. In the present study, we examined the frequency of oc=
currence of crossovers under the influence of y-irradiation as a func-
tion of the time since exposure with the flies stored at a stable tem-
perature.

It was noted in the preceding communication that crossovers may
arise in Drosophila under the infl:ence of vibration. We conducted a
more complete study of this phenomenon and, furthermore, ascertained
the effectiveness of the combined action of vibration and y-irradiation
and acceleration and y-irradlation, as well as the effect of accelera-
tion taken alone.

Technique of Experiment

The occurrence of crossing over was detected in chromosome 2 of
hybrid males produced by crossing Domodededovo 32 @ and d'benvg. Thus,
one 2 chromosome was marked in the hybrids by the genes black (b), cin-
nobar (cn), vestigial (vg); the other was obtained from wild-strain
flies. All of the marker genes are recessive and possess distinct phen-
otypic effects in the homozygous state. The first affects the colora-
tion of the body, the second the color of the eye, and the third the
structure of the wings. The crossovers were taken into account in an
analyzing crossing 1n the descendants of the hybrids described above
and b ¢n vg/b cn vg females. All of the crossovers detected were
checked individually in allelomorphism tests. Since the percentage ra-
tios were calculat:-d from the total number of crossovers, they may be
somewhat on the high side. The basic crossings were made on a large
scale: four males and six brood females were placed in each test tube.
All experiments were conducted at 25 + 1° c. The age of the males at
the beginning of exposure did not exceed two days.

The frequency with which crossovers appeared as a function of time
after exposure was studied in two experiments. In the first experiment,
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the males were irradiated with a dose of 2000 r and crossed immediately
after irradiation. Every two days thereafter, the males were removed
from the cultures and crossed with fresh females. A total of 9 series
was run, so that data were cbtained on the appearance of crossovers
from the 1st through the 18th day after irradiation. The second experi-
ment was run on the.game design, but the flies were irradiated with a
dose of 1000 r and the series were renewed every day.

Since the maximum incidence of crossovers took place on the 9th-
10th day after irradiation, the males were kept with a 3-4-fold excess
of females until the 9th day after exposure in all subsequent experi-
ments in order to deplete the sperm, and were then used for three days
in an analyzing crossing. Five series were set up with a radiation dose
of 1000 r, three series with vibration (4 and 2 hours) and two series
with acceleration applied for 20 min. The combined action of vibration
and irradiation was studied in three experiments. In two of these, vi-
bration (4 and 2 hours) preceded irradiation. In the third experiment,
the four=hour vibration phase followed after irradiation. The combined
effect of acceleration and irradiation was studied in two experiments.
In one, 20 minutes of acceleration preceded irradiation, while in the
other it came afterward. In all experiments in which combined disturd -
ances were used, the pause between them was about one hour.

60 . .rays to irradiate the flies at a dose rate of 350-

We used Co
385 r/min in gelatin capsules in which 200-300 of the males had been
placed. The flies were vibrated in glass test tubes lashed securely to
the plate of the vibrating stand. The amplitude of the vibrations was
0.4 mm in all experiments, and the frequency was 70 cycles per second.

The accelerations were set up in a biochemical (arm radius 15 cm) at a

speed of 5000 rpm. The flies were not etherized for the exposure to vi-

bration and acceleration.
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Results of Experiments and Discussion

The results of the experiments are presented in Tables l-4 and the
figure. In the four control series, 11,268 F1 flies were examined and
no crossovers found among them. In the earlier study, inspection of
10,282 F1 flies had alsc failed to detect a single crossover. Since, on
the whole, there had been no exceptional individuals among the 21,550
flies examined, we took zero as the spontaneous percentage incidence of
crossing over in our calculation of the difference between the experi-

mental groups and the control.

d 3l Saeima
Incidence of crossovers after irradia-
tion of males with y-rays. A) % of

crossovers; B) 2000 r; C) days of ex-
periment.

The crossover yleld after irradiation can be assigned quite rigor-
ously to specific days. This comes particularly clearly to the fore in
the experiment in which the series were renewed dgily (Fig, Table 1),

On the 9th day after irradiation, the curve in either experiment shows

a sharp peak, in either direction from which the yield of crossovers
drops off sharply. Thus, the stages at which crossing over in the males
takes place with noticeable frequency occupy a very short time interval,
and minor variaticns in the technique (storage temperature, less rapid

depletion of sperm) can shift the results sharply. After irradiation
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with a dose of 2000 r, the peak is less distinct, an effect undoudbtedly
due to the procedure of crossing at two-day intervals in this experi-

ment.
The percentage of crossovers induced by irradiation at the 9th-
11th days is the same, within the limits of error, in the six experi-

mental series conducted (Table 2). The average crossover frequency,

R e e
.

based on the six experiments, was 0.43 + 0.05%. The relatively low sen-
sitivity of this class of genetic changes to irradiation makes the test

unsuitable for bilological dosimetry of small ionizing-radiation doses.

Y B i’

However, it can be used as an auxiliary indicator in other tests, to

’ provide a sharp determination of the meiotic stages.
i
! TABLE 1
" Incidence of Crossing Over after y-irradiation
' 1 : 2  Hou seere ebaywnse
h.’ I 3 y T
? s | o] s I ¢l v | o} o | wlou|l 8| 8] |l = 0
3
Keasvecrso myx 4 3100 l774 443 2570 5048 2000
1 20(12 4) (1 (1
§ 2000 Kommuecrso mpoccorepes| oo 0d o.n:om ot ihse {08t m“m 08 2007 | 0.1 hoe
ecrso uyz 3 218 012 | 2800 llu 1ot 17s¢ | 1584 | 1ron
1000 mecm.n,p:eeul:u !l) 4 l‘(’) 73) g} 2(3) ] 0 |210)
S+ m 25, 0,00+ lz 020000000 |000 joil =
zom:omz :o.uzo.u 20,30% 0,10/ 0,12 £ 0072 008 £ 008

Note. The figures in parentheses indicate the number of individualse
checked genetlcally.
1) Dose, r; 2) days after irradiation; 3) number of flies; 4) number of
crossovers.

The appearance of crossing over under the influence of vibration
was observed in all of the experimental series run (Table 3). This is
confirmed by the data of the communication (6). It is necessary, how-
ever, to note the absence of a distinct deperidence of the effect on the
time of vibration, which represents a departure from the results of the
first study. Moreover, the magnitude of the effect in the present ex-
periments was found to be considerably smaller. The differences noted
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could hardly be explained by the use of a different straln of flies
(D-32 instead of D-18) and (or) by the absence of a rest period in the
vibration. The origin of these differences — and the same applies to
the entire process in which crossovers emerge under the influence of
vibration — 18 not clear at the present time. However, the very fact
that crossovers do appear suggestis that crossing over in the d takes
place not as a consequence, or not simply as a consequence, of true
chromosome ruptures, but onless essential disturbances in the ¢~11 nu-
cleus, There are data indicating that the most common class of mutae
tions — recessive lethals — do not arise under the influence of vibra-
tion [7].

It is interesting that of the 26 crossovers obtained after subjec-
tion to vibration, 20 (77%) appeared as a result of exchange of chrom-
osome segments between the genes b and cn, 1.e., 1in the interval in
which the centromere 1s located, while the distances, in units of the
chromosome map, between the genes b cn and vg are approximately the
same. No such selectivity was observed under irradiation: of the 69 ex-
ceptional individuals, 31 (45%) appeared as a result of exchanges be-
tween the genes cn and vg. Thus, crossing over arises in more proximal
parts of the chromosome under the influence of vibration.

TABLE 2

Occurrence of Crossing Over Un-
der the Influence of y-irradia-
tion in a Dose of 1000 r

Konnvecr-
u:‘.. 1 é“;ﬁ'::ﬁ" 3 IOO:';;o'oc:- % tm
| 6325 27(15) 0,4\‘.) * 0,08
2 2305 8( 4) 0352 0,12
3 530 201) 038 £ 0,27
4 3526 17a1t) 048 = 0,12
5 1969 o 7) 046 £ 0,15
6 1351 6( 3) ,044 = 0,18
Hroro 16006 69 (41) 0,43 £ 0,05
u 5

1) Series No.; 2) number of flies;
3) number of crossovers; 4) Total,
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TABIE 3

Occurrence of Crossing Over Under the In-
fluence of Vidbration and Acceleration

.1 YVeassun omie Ig:...:;:" npooo- % zm
51 ‘ 1429 3) {028 0,14
; ls Lal s (V= w2 | oo
7 Hroro 5536 176) | 0,30 = 0,07
3-u copun (2 waca) 9 © 417 %) | 026 =000
: - 4568 0 000
8‘ H 33:: %(]3 3736 100) | 003 2 0,03

»

7 Hroro | #304 | 10 |o0,0140,01

1) Conditions of experiment; 2) number of flies; 3) number of cross-
overs; 4) vibration; 5) 1lst series (4 hours); 6) 2nd series (4 hours);
7) total; 8) acceleration; 9) 3rd series (2 hours); 10) 1lst series;
11) 2nd series.

TABLE 4

Occurrence of Crossing Over On Combined
Application of Vibration and Acceleration
with y-irradiation

D o (ot
1 VYcaosus onura “‘:3':;‘," me ;’:.n:: % zm
/ 4 + 1000 2983 8B3) |027x009
d 2""3: fz ::m + 1000 : 118 @) |(027=x0,6
émo%”; + subpamma (4 wacs) 2813 19(9) | 068 =015
Yenopeune + 200V p 3681 3121) | 084 £ 0,15
glm p + ycxopenue 4325 19(10) | 0.44 £ 0,10

1) Conditions of experiment; 2) number of
flies; 3) number of crossovers; 4) vibra=-
tion (4 hours) + 1000 r; 5) vibration (2
hours) + 1000 r; 6) 1000 r + vibration (4
hours); 7) acceleration + 2000 r; 8) 1000
r + acceleration.

In our experiments, the acceleration did not induce crossing over
in males (Table 3). Among the 8304 individuals examined, one exception-
al case was found (Q <+ cnvg), but could not be verified genetically. Nor
does this treatment produce recessive lethal mutations [8].

On combined subjection to vibration and subsequent irradiation,
the number of crossovers that appeared was exactly the same as that -
observed when vibration was applied alone (Table 4). In all probability,
the vibration may, while preserving the injurious effect proper, con=-
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tribute to a placement of the chromosomes — which persists for at least
1l hour — that favors restitutions of the chromosomes rupture. by the
ionizing radiation and interferes with their recombination. With the
disturbances applled in this order, the vibration may be regarded as a
protective factor. When they are applied in the reverse order (irradia-
tion first, and then vibration), the extent of the total effect it ap-
proximately equal to the sum of the effect produced by each factor in
i{solation. Thus, vibration has no influence whatsoever on processes re-
lated to recovery from premutation injuries.

With one esseitial difference, the same general relationships pre-
valiled for combined application of acceleration and irradiation. In the
experiment in which acceleratlion preceded irradiation, the modifying
influence of the mechanical factor was manitested clearly. Uilllke vi-
bration, however, acceleration amplified the effect of irradiation in
a dose of 1000 r by a factor of approximately two. In this case, 1t may
be assumed that the acceleration is modifying the effect of subsequent
irradiation by affecting the positioning of homologous chromosomes. Ac-
celeration following irradiation or applied alone had no influence
whatsoever.

Conclusions. I. The frequerncy of crossing over in chromosome 2 of

Drosophila melanogaster males under the influence of y-irradiation, vi-
bration and acceleration was studled.

2. The maximum incidence of crosscvers, which indicates action
upon rudimentary cells in the melotic stages, occurred on the 9th day
after y-1rradiation when the cultures were stored at a temperature of
25 + 1° c.

3. Vibration with an amplitude of 0.4 mm, a frequency of 70 cycles
and duratlion up to 4 hours induced crossing over, showing greater ef-
fectiveness 1in the more proximal regions of the chromosome.
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4. Acceleration to 4000 g was found to have no effect.
5. Vibration reduced the subsequent effect of y-irradiation, while

acceleration, on the contrary, increased the irradiation effect.

6. The effects add when vibration and acceleration are adminis-

tered after y-irradiation.
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2.
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