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SUMNARY 

Let X(t) be a continuous nxn symnetrlx matrix function 

of t for 0 ^ t ^ 1, monotone in the sense that X(t) - X(8) is 

non-negative definite for 1 2 ^^ ^ 8 ^ ^, Denote by 

[x(t) — X(8)] '  the unique non-negative definite square root 

of X(t) - X(a) for t ^ 3. Take 0 ^ t1 ^ t2 ^ tN - 1 to be a 

sub-division of [0, l] and consider the sum 

^ - "s1 [x{t1+1) - xCt^]1/2 FCt^CxCt^) - xCt^]1/2, 

where P(t)  is a given continuous matrix function of t in 

[0,   1]. 

It is shown that as N —> oo ,  with Max (t^   ,  — t.) —► 0» 

S    converges to a linear matrix function of P which we write 

L(P) - J (dx)1/2 PttHdX)1/2. 
0 

This is a generalized Riemann-Stieltjes integral for 

matrices. 
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ON POSITIVE DEFINITE MATRICES AND STIELTJES INTEORALS 

by 

Richard Bellman 

Jl. Introduction. 

In a recent paper, [l], we considered two generalizationt 

of the Rlemann-Stleltjee Integral connected with the study of 

positive definite matrices. One extension was considered In 

full generality, the other only for 2x2 matrices. 

In this paper, relying upon a result of All R. Amlr-Moez, 

[3]# concerning the varlatlonal characterization of the eigen- 

values of symmetric matrices, we shall complete the second 

extension. 

Our final result is a Rlemann—Stleltjes integral for 

matrices, which can be extended to many other classes of non- 

conmutatlve hypercomplex number systems. This will be 

discussed subsequently. The motivation for the present 

investigation arises from an extension of classical probability 

theory treated in [2] . 

52. A Riemamv-Stieltjes Integral for Matrices. 

Let X(t) be a continuous nxn symmetric matrlo function 

of t for 0 ^ t ^ 1, monotone In the sense that X(t) - X(8) Is 

non-negative definite for 1 ^ t ^ s ^ 0. Denote by 

[X(t) - X(B)] '  the unique non-negative definite square root 

of X(t) - X(s) for t ^ s. 

. 
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Take 0 ^ t, ^ tp ^ • • • ^ tN - 1 to be a sub-division of 

the Interval [o, l] , and consider the sum 

(i)  ^ - "i1 Wt^^-xC^)]1/2 i'(t1)[x(t1+1)-x(t1)]
1/2. 

I-o 

where P(t)   Is a given continuous matrix function of t In 

[0,   1]. 

We wish to demonstrate the following: 

Theorem 1.    Let Max (t1+1 - ti) —► 0 as N —► oo .    Then S«, 

converges to a linear matrlc functional of P,  which we write 

(2) L(P)   -  y»    (dX)1/2 P(t)(dX)1/2. 
0 

The proof of this result for (2x2) matrices Is contained 

in [l].  Below we shall present a proof of the general result, 

^3«  Preliminaries. 

It Is sufficient to Indicate the proof for the case where 

the sub-divisions possess a special form, t. - k/U,  with N 

assuming values of the form 2^, M =« 1, 2, •••.  In this case, 

every sub—division Is a refinement of the preceding one. 

Standard techniques used in the scalar theory can be carried 

over to the matrix case to establish the general result. 

Let us now show that S« Is a uniformly bounded matrix 

function.  We have, for any n—dimensional vector y. 
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N-l/ 1/2 1/2  \ 
(2)   (Vy) - S (^(ViMCt^]  PC^j^t^^-XCtJ]  y,y) 

N~l / 1/2 1/2 N 

1-0 

Since P(t) Is continuous In [o, ij, we have (Fz, 2) <£ 

m(zf z) for any z, for a fixed m. Thus 

N-l / 1/2 1/2 

1-0 

V-l  / 1/2 1/2 v 
(3) (V*) ^ m 2 (DcCt^jMC^)] y, [xCt^MCt^)] jj 

imZ^ (y,   [Xft^^-Kt^jy) 

^m^y, pC(l) - X(0)]y) . 

This completes the proof of the boundedneso of S». 

Since X(t) - X(8) Is symmetric, and non-negative definite, 

for t ^ s, we may writ« 

^(t^s)       0 

(4)  X(t)-X(s) - T(t,s)| •        |T'(t,s), 

xn(t,s; 

where Xj(t, s) are the characteristic roots of X(t) - X(s)# 

taken'for the sake of deflnltness in the order 

^1 ^ ^2 ^ '*' ^ ^n* an(1 T^t' 8^ ls ^ ortho8onal transfomation 

which aay be taken to be continuous in t and s for 1 ^ t ^ s ^ 0. 
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Then we may write 

• . Act,.)1/2 

(5)     [X(t)-X(.)]        -T(t,.) 
1/2 / ^2*^'B' 

As In [l], we may show that the convergence of S» depends 

upon the convergence of sums of the form 

(6) 4") . V sfvyt^. t,) 

43'k) • yi h(t1)(xA)i/2. 

for 1 ^ J, k ^ n, where g(t) and h(t) are continuous functions 

of t In [0, l] . As In [l]* It Is sufficient to consider the 

case where g and h are constant. 

(]c) The convergence of sums of the form SA ' has been 

considered In [l] .  It remains to consider the sums B\*'   '. 

$*. Representation of Amlr-Woez - Hoffman. 

The result we require to treat the convergence of sums 

Involving terms of the formfa.X. ) '  Is 

Theorem 2. Let A be a non-negative definite matrijc with 

chai»acterlstlc values ^i ^ ^p ^ * *' ^ Xn' and 1<t ^i»  l2'  * *' ^k 

be Integers such that 1^ 1,^ ••• ^l^^n. Then 
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(1) x1 x1 n 12 
Sup Inf 

Ml c "2      ^ € "p 
dl"V1p N0'n• 

(Ax1.  x1)     (Ax1,  Xg) 

(Ax2,  x^    (Ax2,  x2) 

This Is a particular case of a general result of Amlr-N^ez# 

[3]« found Independently by A. J. Hoffaan. 

§5. A L. 

then 

Finally« we require the slaple 

. If A and B are 2x2 non-negative definite «atrlcee. 

1/2        1/2        1/2 
(1)       [det(A + B)]   2 i*9t  A)   + (*•*  B) 

A proof of this la given in [l], and is readily established 

by direct calculation. • 

§6. Proof of The ore». 
1/2 

It is easy to see fro« the inequality (^«O   <£ (^ 1 + ^ic)/2 

or otherwise/ that each sun of the form R^* ' is uniformly 

bounded for all N. Let us now establish the inequality 

(1) R(,M0 . R(j,k) 

This will demonstrate the convergence of R^'k'  for N - 2M. 

Using Theorem 2, we see that 
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(K1x1,x1)  (K^,^) 

(2)   [xJ(
tui't1)

xjc(
ti+l'

tl^   -Suplnf 

where ^ - X(t1+1) - X^). 

Let a,, 82« •••* 8N be the additional points added to 

tran8forBi the Nth iub-dlvliion Into the (N-Kl)8t sub-dlvlalon 

1/2 

•l    D2 
I »—I 1 ^ -• 1 1 

Vi     h-1 

Since 

(3)  ^ - x(t1+1)-x(t1) - [x(t1+1)-x(t1+1)] + DcC.^^-xC^)], 

we see upon applying the lemna of $3 to the representation in 

(2) above, that 

^(Vi'h'V'i+i'h^ 
1/2 

This yields the desired monotonlclty and oompletef the 

proof of Theorem 1. 
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