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SOME OBSERVATIONS ON FACTOR ANALYSIS
Harry He. Harman

While my primary interests in factor analysis have been concerned
with the development of its methodology, I wish, at this time, to reminisce
somewhat about the origin and growth of the subject, and to make an appraisal
of its present status. This paper, therefore, will be non-mathematical,
expository in character.

The birth of factor anilysis is generally ascribed to Charles Spearman.
His monumsntal work in developing & peychological theory involving a single
general factor and a number of specific factors goes back to 190, when his
paper, "General Intelligence, Objectively Det¢ mined and Msasured", was
published in the American Journal of Psychology. Of course, his 1904
investigation was only the beginning of his work in developing the Two-
Factor Theory, and this early work is not "explicitly in terms of factors®.
Perhaps a more crucial article, certainly insofar as the statistical aspects
are concerned, is the 1901 paper by Karl Pearson in which he sets forth "the
wethod of principal axes”™. Nevertheless, Spearman, who devoted the remaining
4LO yeara of his life to the development of factor analysis, is regarded as
the father of the subject.

A considerable amount of work on the psychological theories ard
mathematical fourdations of factor analysis followed in the next twenty years.
The principal contributors during this period included Charles Spearman,
Cyril Burt, Karl Pearson, Godfrey H. Thomson, J. C. Haxwell Garnett, and
Karl Holzinger; and the topics receiving the greatest attention were concerned
with the proof or disproof of the existence of gerwral ability, the study of

sampling errors of tetrad differences, and computational methods for a single
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general factor which included the fundamental formula ef the centroid solution.
The early modern period including the bulk of the active and published
controversy on factor analysis, came after 1925, with a real spurt of activity
in the 1930%s. By this time it had become Quite apparent that Spearsan's
Two-Factor Theory was not always adequate to describe a battery of tests.
So group factors found their way into factor &nalysis; although the experimenters,
at firot, were very reluctant to admit such deviation from the basic theory
and restricted the group tactors to as small a number as possible. What
actually happened was that the thecry of a gensral and specific factors in
Spsarmants original fomm was superseded by theories of many group factors,
but the early method continued to be smployed to determine these many factors.
Then it naturally followed that some workers explored the poesibility of
extracting several factors directly from a matrix of correlations among
tests, and thus arose the concept of multiple-factor analysis (Garnett, 1919).
While the actual term may be due to Thurstone, and while he undoubtedly
his done most to pogularite the method of multiple-factor anaiysis, he certainly
wag not the first to take exception with Spearsmants Two-Factor Theory and was
not the first te davelsp a theory of many factors. It is not even the centroid
method of analysis for which Thurstons deserves s place of prominence in
factor anklysis. The centroid method iz clearly admitted by Thurstone to be
8 computatioral compromies for ths principal~factor solution. The truly
resariable contribution of Thurstone was the generalisation of Spearman's
tetrad-difference criterion to the rank of the correlation matrix as the
bagis for determination of the number of common factors. He saw that a
s8r0 tetrad-difference corresponded to the vanishing of a second-order
determinant; and extendad this notion to the vanishing of higher order
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determinants as the condition for mere than & single factor. The matrix
formulation of the problem has greatly . wilitated further advances in factor
analysis.

Let us turn now from the review of the historical develomments, to
consider how the several schools of modern factor analysis arose in
peychology. As is well known, a given matrix of correlations can be factored
in an infinite number of different ways. (It is not entirely clear whether
this well known fact was truly appreciated 15 the earlier days of factor
analysis; and if, in fact, the failure to recognise this mathematical truism
may not have been the cause of the many controversies regarding the "trus",
the "best”, or the "invariant® solution for a set of data.) When an infinite
mamber of equally accurate solutions are gvailable, £h¢ question arises: How
shell a choice be made among these possibilities? The preferred types of
factor solutions are determined on the basis of two general principles:

(1) atatistical simplicity, and () peychological meaningfulness. In turn,
each of these principles requires interpretation, and each has been applied
variously to ylald several distinct schools of factor analysts.

If one were to make his choice entirely upon statistical considerations,
a rather natural approach would be to represent the original set of variables
in teras of a number of factors, determined in sequence so that at each
successive stage the factor would account for a maximum of the variance.

This statistically eptimal solution ~- the method of principal &xes —

was first proposed by Pearson at ths turn of the century, and in the 1930ts,
Hotelling provided the full development of the method, including an iterative
process for the determination of the charactoristic roots. While this
procedure is perfectly straightforward, it entails a very considerable amount

of computation, and becomss impractical with ordinary camputing facilities
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vhen the matrix is of corder 10 or greater. In recent years, howsver, this
difficulty has besn overcome by the use of high speed electronic computers.
Another choice biged upon statistical consideratiors is the Centroid
Solution. As indicated above, this method was introduced only as a camputational
axpedient when it becams apparent that the principal factor solution was too
Jaborious. 4ll that can be said for the centrcid msthod is that it produces
without such aritimetic one of many possible sets of axes which account for
the variance in a mannsr approximating the optimal situation of the principal
axes.
The¢ end product of these solitions -~— principal or centroid -— is not
. acoeptable to psychologists (with the possible exception that the principal
factor solution is sometimes acceptable to Burt). In quest of "msaningful®
. factor solutions, psychologists have introduced various theories in tho hope
of arriving at a form of solution which would be unique and apply equally
well to intelligence, personality, physical wt , and any other
variables with which they might be concerned. Holsingert's Bi-Factor Theory
and Thuretone's Simple Structure Theory are in this cisss. On the other
hand, Themeson's Sampling Theory is primarily a psychologlcal theory of the
aind. Thers is 1m0 preferred t.ygo of factor solution cbtainable uniquely on
grounds of peychological eignificance. If peychological meaningfulness rather
than a pure statistical standard is imposed, then to scue extent the judgment
- of the investigator will be involved. Attempts at an objective solution to
this probles will bs indicated in a moment. However, I made no attempt to cover
the work of J. P« Guilford, Raymond B, Cattell, John Prench, and others con-
cerned with the study and {solation of specific pesychological factors.
Pirst, I wish to elaborete on the question of indeterminmcy in factor
amlyeis. The infinitude of factorisations of a correlaticn matrix mey
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We can regard the observations on a set of variables as determining a number
of vectors (correspanding to the variables) in a space equal to the number
of subjects. By methods of factor analysis these vectors can generally be
contained in a space of smaller dimension than the mmmber of variables.

The coordinate axes of this reduced space are the common factors, and the
originel variables can be expressed linearly in terms of these factors.

The determination of this common-factor spacs is in no way dependent on the
particular coordinate freme of reference employsd. This arbitrariness is
represented geometrically by the infinite number of rotations possible from
one set of coordinate axes to another.

For ease of mathematical deacription, and sometimes to facilitate
peychological interpretation, it is common practice to change the frame of
reference. In maidng such & transformation of coordinates it must be remembered
that the geometric configuration, e.g., straight line or swarm of points, is
left unaltered. The mathematical expression or formulas describing the
geametric configuration may change under trensformation, but the configuretion
iteelf is invariant,

The mathematician usually is concerned with the geometric configuretion

only, using the frame of reference as a tool, and will prefer one refsrence
system to another if it ylelds a eimpler (and more elegant) expression for
his configuration. For example, the elaborate formula consisting of six
terms:

AC + BY? 4 CXY + DX + EY + F 2 0
represents a geomstric configuration (an ellipse) in one (arvitrary) frame

of reference while the expression
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represents precisely the same configuration in another (arbitrary) reference
frame selected 80 as to make the equation as simple as possible.

Urlike ths mathematician, the peychélogist frequently concsrns himself with
the interpretation of the tx-'un of reference, using the configuration of
points merely as the wehicle to get to the particular reference axes. Thus,
in factor analysis the geomstric configurmtion is a swrm of points, sach
ons representing & test and the density of the points bding & function of
the intercorrelations among the tests. A frame of reference may be selscted
f~r paychological interpretation on the basis of the particular configuration
of points but the eaphasis in the resuiting peychological theory is on the
coordinate axes, not the configuration alone.

The attespt to fix the coordinmate &xes on some objective basis has been
undertalesn by a mmber of pesychclogists. This work was apearheaded by
Thurstone's principle of "Simple Structure”, and he was among the first to
strive for an gbjective definition of this concept and an accompanying ob-
Jective procadure for & simple structure soclution. Since 1935, Thurstone
haa been followed by Horst, Tucker, Carroll, Fergusen, Saunders, and Wrigley
with specific proposals for analytical or semi-analytical procedures for
the attainment of simpls structure or approximations to it. Redl strides
in this direction havs been mrde very recently, and reported in the last
two years.

In general, the rotation of axes in order to arrive at simple structure
may be viewsd as an sttempt to reduse the complexity of the factorial
d_ucr:\ption of the testa. The ultimste objective would be a uni-factor
solution, in which each test would be of complcxity one, i.e., involve only
& single ocemmon facter. An orthogonal urdi-factor solution is extremsly
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unlikely with empirical data (except for the limiting case of only a general
factor for the entire battery of tests). If a uni-factor solution were possible,
the variaice of sach test would result from but one factor loading; anxd a
reagonable approach to this ideal would smem to require the maximum inoquality
in the distribution of the variance among the severaul factors. This impiies
an orthogonal transformation which maximires the variance of the contributions
of factors (i.e., the squared factor loadings). Basically, then, the amslytical
approach to simple structure involves the maximization of fourth powers of
factor loadings. For this reason, Wrigley has named this approach the
nQuartimax Method.® His method is xathematically equivalent to Carrollts,
although the two procedures were developed to satisfy different criteria,
Also, Ferguson and Ssunders had independently arrived at very similar results.
Since a name has been appendsd to this type of analytical procedure, it is
quite likely that the several indepsndent msthods will collectively be identified
as the "Quartimax Method."

In addition to the problem of obtaining an objective rolution which would
be pasychologicelly acceptable, factor amalysts have been troubled by two
ma Jor weaknesses — one in theory and the other in practice - being,
respectively,

1) Lack of rigorous tests of significance, and

2) ©Excessive computational requirements.

lawvley's work on the maximuwr likelihood method during the past 15 ysars
marks the beginning of a period which we hope will eventually lesd to &
resolution of the first of these deficiencies. The second area of difficulty
is being resclved by the advent of high speed electronic computers. Today,
such sachines as the Ordvac at Aberdeen, the Illjac at the University of

Ill4nois, ard the Whirlwind at MIT, have contributed to the solution of
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problems in factor analysis in five distinct arsas:

1) The rapid computation of correlation coefficients, weling the
techniques of factor analysis feasible. -

2) The actual computation of factor solutions — principal axes or
square root solution for very large matrices.

3) The estimation of communalities.

L) Analytic approach to "simple structure.”

5) Lawley's maxiram likelihood method, and significance tests.

It is safe to asuume that high spsed digital computers will becoame
increasingly availalle for fsctor amalysis vork. ¥hile irnumerable advantages
will {mmedistely accrus to the scientist, there are also dangers in the greater
ease of computations. He will not have such intimate knowledge of his data
as in the casé of a person who spends considsrable time on a desk calculator.
The ease with which computations can be accomplished in this electronic
age may lead to excesses and wasted effort. However, the ultimate effect
of the high speed computers may best be described in wrigley's words:
",...{they) sre going to play much the same role for the statistically-minded
paﬁchclogiut as the telescope has for *he astronomer, and the microscope for
the biologist = the role of an instrument vhich leads to greatly widened
horisons.”



