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SOME STATISTICAL PROPERTIES OF SELECTED INVENTORY MODELS

Murrey A. Gciller'
The RAND Corporation, Santa Monica, California

n the study of inventory policies,/\eac is interested not only in the
mean values of such important randam variables as number of shortages per
time period, but also in their variance and covariance properties. Sucn
&dditional properties are of interest in interpueting the stability of an
expected value, under assumed inventory policies and parameters, and in
using stochastic or Monte Carlo models to calculate estimates of the
expected values by sampling techniques. In this paper, we sxamine com-
paratively eimple inventory nodels\, and derive the expected value, vari-
ance, and selected covariance and correlations of the random variables
representing stock on hand, shortages per period, overages per period and
reorder quantity, 'oaoh~ot vhich will be déTIned delow.

A

\
I. INVENTORY MDEL WITH ZERO PROCUREMENT IEAD TIME

First, wve consider an inventory model vith zern procurement lead time
vhich is governed by (S, s) policies. We assume that a particular set of

values (S, s) has been selected, so that vhenever the stock level x falls

below s, then poeitive ordering is immediately enacted to raise the level
to S with immediate delivery. When the quantity of goods in supply x
exceeds s, then no ordering is done. We allow x to assume any possible
*E'i viewvs expressed in this paper are those of the author. They
should not be interpreted as reflecting the views of The RAND Corporation
or the official opinion or policy of any of its govermmsnial or private

research sponsors. Papers are reproduced by The RAND Corporation as a
courtesy to members of its staff.
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real value. A negative stock level should be interpreted as the amount
oved tc consumption. Thus, all demand will be ultimately sctisf:ed, and
therefore it is meaningful to refer to negative stock levels. Ve also
acsume that the density of demand f(f) is known, so that in eacn time

. period, & demand ¢ has probability f(¢) of occurring. Then, if x, = rtock

level at end of period n, we have:

l. STATISTICAL PROPERTIES OF THE STOCK LEVEL X

We first solve for Cwixn xn+1} , which is given by:
Cw{xn xn+1} =Ef{x x | - E{xn} Efx, ﬂg
Ve can then Jdefine !{xn X ﬂf as tollows:
'{xn xu*rls - f E‘-"nﬂ xn{x!i .(xn)dxn

) ) f xnsixn-fl' xn} ‘(xn)d'xn

Using the above transition law, we get:

’xn-l ir s<xn_<_s
‘{"mxl"n?"

Se-m ir xn_<_c

\




Vhere m = E(¢).

Therefore,

8 S
E[xn xn+l} = (8 - m)’l:”x;(xn)d.xn + i xn(xn - m)’(xn)clxn

Now, we sclve this expression for the special case of exponentiul

demand : f(g) = M'M. For this continuous density function, the stationary

distribution of x is given by.*

(1}m’ if s <x<§8
") - (s - x)
=A(8 - x
M1+m ; if x<s

where A =8 - 8,

Substituting ¢(x) for ¢(x ) in the above expression far E{x x .,
we obtain:

!{x x +]} f axe™ME - Xgy f x(x - %)dx
vhere n = %o

The first term on the right can then be integrated, and for conven-

ience, v let y = s - x. We then get:

5 -3 N S G-3 .1
_7 " “'1+Mf"("y)‘ dy=7%a 1®" S

®Arrow, K., Karlin, S., and Scarf, H., Stulies in ths Mathematical

Theory of Inventory and Productiom, 1959, Chapter 1%.




Also,
3 .3 2 2
A fs 1l A 8 s’ S_’_.__y
I+%a 4 "‘"X)‘"T?Ta('i's "ata

cainiu,\nm

3 .3 2 2
S.8,1 .08 a0 §° + 5
. &'x‘x*xz"T 3 "7 ‘'3

:{&x"’l’ i 1+2a4

Nov, we solve for E{:&}

B{x j = j Efxnﬂ,xnio(xn)dxn

- s @ e e e

Therefore: A 24 225
.241;0)'28 +§h.—-§+u32-u5-32+.2--)2i

2 A A 2
(x(x} 12

1 + a2

\bmmﬁﬂthdw[:‘x.ﬂ} by:

Cov{x, %ot = Elx, Gl - E(x}12




Therefore:
W oA 52 2 s s, L
\ ‘ 3 3 2 2 NN
Cov (X, X441 T+ b
L 2L " 2.7
=2+_;__+xes LAs 2 2 3 2, 2 ASs
2 2
. A
(1 + xA)e
Simplifying, we get
2
1§—§§!1— [xa(s - -)2 - (5 - 8) - €]
CWanxn*l}=

{1 +a(s - a)]2

We next derive Vcr{x n;’ vhich is given by

Vu-{:%ls Eixﬁ} - [E{xn}le
Ve know that:
B - [ Bl et ax, - [ <o ax,

Solving this expression for the case of exponential demand: f(§) - xe'“,

ve get

‘ 8 s 2 -A(s - x)
x{xf}-fxeo(x)u -f. 1"?"M dx t[. . &



3 3 *
=-1-—":—)3 (g.-%)’ll:m,/; (8% - 28y - y2)e May

rubstituting in the cecond expression y - 8 - x. We then get

N8 8 1 2 o8
( )+ —

. S - .2
T A (8 - 5)

2,
Bl 33

S

-

! 2 . :
To obtain Var{ xnf, we must now subtract [E{x (] fromE{x’;. wWe tuer ger:

x x

YA . 2

AN I
’ A 5 2 2-".}.

var{x,) = Y.

Heducing this expression we get

Var {xng =

Knowing Cov {xn xnﬂ} and var{xvé, we can also find the correlat:on between

X, and X041 This is given by:

o . COV(xn xn’lj—
n “n+l Var Ixn}

Using the resw.ts obtained for the case of exponential demand, we find that

the correlation between x, and xa is given by

2
B2 %-02- as-9) -6l

P, . 'T
X Hpe1 %(3-.)“.15(3-.)5.(s--)ahf(s-s)*;1:5




The following table of o, hes been computed for a series o.

b4
n n+l
values of A and S - 5 giving the following resulis:

Table of » x
n “n+l
A
S -8 .01 1 1.0 10 100
- - - e
1 -.006  -.005 -.13 .4e L9
D -.001 ‘0(6 clh -a_‘) :%
lo -.0(5 ‘-1"‘ oud c% 09‘:“
2 .03 -+30 R .Y . GG
50 'Olo 016 "j] -99*‘ 099‘
lm 'olu .159 o% u,am 099‘

Further, the sequence xn is a regular and stationary Markov process, and

from the properties of stationary Markov processes, we know that#®

R(p) aPR(0)

vhere R(p) = Cov{xn xmp} and R(0) = Var {x {. Therefore

R(1) = aR(0) ,

Cov (xn xn+1§ : a Var ixng

¥Doob, J. L., Stochastic Processes, Chept. 10.




ro that ,
Cov *n xn*)} )

& = “Var §xn; B Dxn Xne1
Lonsequently
) . . P
Cov t"n xnw% Dxn Xne1 ver ? xn}

80 that

. Cov ixn X ep j o

= = D
xn xnﬂ:a var (xn} xn xn-"J.

Thus, the entire correlation function between X and X, p for all

P can be obtained from knowledge of P x . Since we have by
n "n+l n n+l

for the exponential distribution, we therefore can compute the correliations

Py x for all p, since the inventory model we are studying is a statiomary
n n+l

Markov prooess.

2. STATISTICAL PROPERTIES OF THE SHORTAGES Y,

Ve sssume the same inventory model, as described above, with zers

procurement lead time. Then, if b A shortages in n-th period, we have:

0 ir x > 0
y, = 8-
n

-xh it xn< 0

Ve first seek c‘”{’n yn+1‘§ -k {’n Yaed) - E{yn} E{ynﬂ} .



Eyy Ynay) - [‘ A y!lﬂl %y ) & (xg)ax,

0
1‘3(}'n yn,l) = f an(ymll xn)¢»(xn)dxn

[o, i g«
(yn+1| X, < 0) - \
C g - 3, it &
\
o
E(yn*'l'xn <o) - f (¢ - s)r(g)at

[ 94
%4

x

-

- ‘{tt‘(t)d& -3 j f(E)at

.

tn

We row let £(&) - ke')‘g, the exponential distrioution. Then:

E(y,,,|x, < ©) xf ge e o fe’“dg

S S
-AS -AS
“AS , e =\S e
Se + - Se E ~
We then have:
-A(s - xn)

.(’h)dxn'ul+m

if x <s for £(8) - e M

0
-NS‘-M AX

E(yn yn+1) =" .1 + Xn® n‘xn



Selving for E(yn) :

E(y,) - E(yml) - f E(ynl' x )¢ (xn)dxn
0
- 'f an(xn)d.xa
e-h 0 ,.xn
B0n) = - tom [ Mge fax
-t
= ‘-“
A(l + A
Therefore:
e-)‘(S + 8) 28

Cov(¥y Ypu) = 5— -
"o Yo A+ a) A% - )2

= oM (e . -'e.—u)
221 - M) 1
We further note that:
-2as
Cov(y, Yaey) = ;571 . 2)? l:m)é' 1)
But
LM <1, 00 that  cov (g Ypy) < 0
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We nov seek Vu(yn) to complete the correlationm.

nar(y,) = E(y2) - (8y,)?
[ )
2, _ f 2
Elyy) = J E(y ]x,) o(x )ax
0
;f xeo(x )ax
n n n
-0l
-\8 0 AX
2 e 2
Ey)) - T7%& Ax e ndxn
-0
op 8
A (1 + \D)
Substituting:
-A8 -8
2 e
Var(y,) = — -3 3
AS(1 + M) AS(1 ¢+ AA)
~\8 -
T
AN(1 + \)
Therefore, the correlation o is given by:
yn yn+1

Cov(yn y __(1 + m) <

o) =
Yp Yasy  Ver (y 7
A (1 + \)

OV AN
1+>A



~\8

-AS e
i '1+m=e')‘s(l+AA)-e')‘s
,. £* 2(1 8) - e
1+

) < O, we also note that

Fram the above result that Cov (y ¥ ) <

o) < O, PFurther, since y is not 8 Marzov process, we &annt’. nler
Yo Yp1 ” n
the behavior of o s, P- 2, 5% ... from o .

In yn+p Yn Yni

3. STATISTICAL PROPERTIES OF THE OVERAGE Vn

Ve still assume the same invertory model, 88 acove, Wili ‘¢ IC ,rocure-
ment lead time. By oversge , we mean the positive amount of stock .e:v At

the end of the period before ordering. If v, - overage in n-th period, “nern.

}( xn, it xn > 0
AN
ko , if X, < 0
Recapitulating: A

|
1
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We now seek Cov (vn vn+1)’ vhere:

Cov (vn vn+1) = E(vn vn+l) - E(vn) E(vn+1)

We have that:

E(.n vn+l) =./; E(vn vn+l,xn) .(xn)dxn

=«/O xﬂE(vn*llxn)&(xn)dxn

o , ifg__'<
S -4, if ¢ <58

I

{ <x <
\vn+l|0 x <)

o, ir Zox
(vn+1l| <x < 8) -
xn' ¢, ir ¢ <Xn
s s s
!(vn+1|0<rhs 8) = ‘[o (s - e)r(e)as .‘[) (s - ;)M-Md{

S 8
=8) Mgy - f theMag

1) 0

-A\S

=S(1-e')‘s)+8.')‘s+ex -%
Y- oM




Also:

b 4
E(v ..Is<x <8) = : 0
n+1l® < % < o (- t)floar e Mar

- A
»k.xn+e n-1
A
Thus:
E( -
v.v ..) =
n n+l ./O an(vn*llxn) (xn)dxn
s 4 'AS N\ '*-{B‘XJ
,j < [(AS+e ~1)u n
o n x T ax
\ *
S M
+ y" X kxn*e - >
Js A VAR
DS +e™™ . 1) ™8 8 >
1+ 4 '. X e Tdx
<0
S
A S -
* — + 1 M
TR j, %™ "Toa | e ax
s
1 S
1+mf' Xpdx,
8o that




We also get:

Also,

-19-

E(vn) =,jf E(vnlxn)’ (xn)dxn

= Jg xn't(xh)dxn

As n A P x dx
I+ J, %° R v
i} M ) ™ P S ¥ s2 . 'Q*
1+ A XE k? 1+ 2

=M+e')‘-l

A 2 2
AT +8) BT eoay (57 - 89)

D - [ 202 i,

S~

5 (g )ex,

s "“""n) 5
j; S ™ "‘n’[ % T %
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A8 5 . X S
e n A
TTA fo *p® dxn+1+mj x
8
_ NV RY ) ope™ . )8 ) —g\J
1+ B\ 2 I
/
. A (85 - s’)
1 + A 3
~ s/
i NCsZ - 2an + 2- 2B . (s> - &)
)‘2(1 + m) 3T1 + \A)
Thus
2 2
Vtr(vn) = E(vn) - [E(vn)]
AP anroe ™ £ (sD .40
A2(1 + 2) 31 )

s + o™ .2

2
A 2 2
[ Yo,y R v '“J

-

From ths adbove, ve also have:

ccw(vn 'n+1) = l!(vu vn*l) - [E(vn)la

~N

'68+c"’8-1\h*0'”-1>

T+ ) J
7/

. A (s’--_ 1 (2.4
1+N ! 1 + A 2
\ - 7



-1{-

! se M . e-AS ) se ™
1l + N A\ )\2 A T2
A

xs + e ™ 1 A 2. 60

M1+ 0A) 20 < A)

=~

Finally,

n
Vov(vn vn+1)

DvA = Var(v_)

v
n n+l n

The express . ons given 1 “ove for Co'v(vn v_ .) and Var (vn) can

n+l
then be substituted in p v to get an explicit solution for Yoy

n nt+l o n+l
in terms of A\, s, and A (with S - s + A), Here too, v, is not a Markov
process so that we cannot infer the behavior of o v , P~ 2, 3... from
n n+p

o) .
vV
n n+l

4. STATISTICAL PROPERTIES OF THE REORDERS w_

We assume the same inventory model, as described above, with zero

procurenent lead time. Then, if vn = reorder in n-th period, we have:

4

o, ir xn>l

S-xn, if x, < s
J




~ 4 -

n = &> ifxn‘s

<
ifxn__s

E(Vn vn+1) N ]m E(vn "n+ll xn)”‘xn)d‘xn
8

=f¢. (S = %0 | w10 (o ax_

IO ife<s-5s
(wml,xnfa) )

Zg, ife>c.5
By | %, < 0) - J O S

A g

] S-s8

-2
= m-m + ek = Q-M(A + -]-'

A

vhere £ (8) = ve™ apan . 5.,

We thus have:

8
E(v v, ) = L (8 - x)e™ 4 Ly (x,)ax_

s (s - x )
- e'M(A+%)j“ (S-xn)udxn

1+

s
AXx
= .-M.-Mj (s - xn)e ndxn
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. -NA -8 Seu leM e“
= e e —_— -t =
A EN .}‘2

M o
(NS - s +1) =2 — (A + 1)
N2 \2

Also,

w0

E(v ) = E(Vn+l = Iw E(wn I :»tn‘o(xn)clxn

o

=j’ (s - xn)o(xn)clxn

8 -A(s - x)
Ag
,[.o (8 - %) Syom™ &,

Also,

E(wf) -I E(v | x )O(x Jax

=f (8 - x)%(x )ax_

x(s-x)
I (s_x)2he1+m ax,

M
sm (S-X)%‘e dx

-\s f 8 Ax s AX
-%m[s""[ e r‘amn-aslr x e "axn+I xfkc “axn]




-\s As As
,g__rseu_zs(”u_e 25 2se

W8 S R

S| 2,2 L2
TIoa | (B-8 T (s "2__1’
(2)2 4 1
A2(1408)
Therefore

Vlr(vn) = E(vs) - [E(vn)]‘?

_han)?40

- —

AS(AA+y G

(41)2 . Han) + 3
AS(zax))

Cov(w, v ,.) = E(v, v ,.) - E('n)s("nﬂ)

n n+l

=E(v_ v ).[mn)]2

M
T VR . |
N A2

_..M‘M +1) -2

A

We also acte thet:

2

s

q



- & M
(2ov(\vn wn*l) = X <0 since M+l <e
We then obtain for o
n n+l
) ) Cov(wnwml
Yo wn+1 Varlvnj
. e-mQAﬂ) -1 A2(MA+1)
G (m+1)2 - (M11) ¢ 1

_pan) [e™oan) - 2]

(m«»:.)2 - (M+1) + 1

Also, since Cc:!\r(vn vn+1) < 0, we note that o < o, and further,

n n+l

since va is not & Markov process, we cannot infer p ,P-2,3% ... from

\J
Yn'n+p

e w

n n+l

II., INVENTORY MODEL WITH NON-ZERO PROCUREMENT LEAD TIME

We nov revise the inventory model being considered, and consider that
reorders are delivered after a specified procurement leed time. This is a
more complex model, 80 that we have not been able to obtain as many results
for the non-gero procuremsnt lead time case as for the sero procurement lead
time case. We first analyse the on-hand plus cn-order stock for a general
procuremsnt lead time, and then consider the covariance end correlatiom of
the on-hand stock lavel in tvo successive periods for the special case of &
tvo-pericd procuremant leed tims.



1. STATISTICAL PROPERTIES OF ON-HAND PLUS ON-ORDER STOCK IEVEL z,

We consider an (S,s) policy for this inventory model such tpat (f z,

sum of on-order plus on-hand stock in nth period vefore ordering, we then

nave:

Now, if xn - stock on hand at end of periud n
Yy - stock on osrder at end of veriod n, before un order ng deo c.omn

is made in period n, we theniave as transition relations lor X, B8R o
4

Ir xn+yn<s; xn*l xnwyn- "
Ypey ~ 5 Xy - Yy
a . = -
I *n ¥y 78 n#1 T *n T ¥Yn ¢
yn<l'1 =0

We can then derive the transition relations for z. the sum of on-hand
and on-order stock in the nth period Lefore ordering, using the fact that
'u =X + yn. Therefore,

Ite <s; z «eS-1¢

n+l

Ir :‘>o; g

n+l " % - ¢




However, these transition relations for 2 in this case are identical
to those found tfor xn in the zero procurement lead time case. Therefore, we
can apply all the results for the latter case to the non-zero procurement
lead time case for zn. We note that the above results have meaning only if

the procurement lead time t is equal to or greater than 2,
At

Thus, for the exponential distribution, f(t) - Ae ">, the limiting density i
of z is the sane as that for x:
T})T-A; if s<2<5S
o(z) =
-A(s~2)
e
TSV H ifz<s
vhere & = S - s, Referring to the transition relation for Xhe1 above, and

extending to the limit, we obtain the following:
If z < s; Xx=2z~-8
It z > 8; x =2 -4

Thus, the limiting amount of stock an hand x, is independent of the
condition on z versus s. Also, since z has the same limiting distribution
and transition relations as x in the zero lead time case, we can conclude
+hat 2z has the same covariance and correlation structure as that developed
for x. Thus, z also represents a stationary and regular Markov process.
To recapitulate the characteristics of z, parallel to those obtained for x,
we have the following results:

]
o303

As?
A 2 ~ 2
2} - —TrEy




3 3 2 2
S_ 8,1 N7 M S 8
Ss - 3 AR M T
Bz, 2} - 1+ A5 - 8)
A 57 \\
= S8 1 2_28_ 2
E{;f} 1+ANS-8)\% 5)*1+)\(s.55<")_ :é/
e

2
M[Xa(s-a)z - 2(S-8) - 6]

12
Covi{z_ znﬂB =

{1 + k(S—a)E]

2
2 e0) s (s-0)’ (002 2 (sm) - X5
var z, = N
[1+ X(S-s)]e
(5-8)°
51; [xz(s-s)a - 2 (s-8) - 6]
D’ z = T
SR GRS TUIERC LR JEDRR
o = of
n “n+p *n a1

2, STATISTICAL PROPRRTIES OF ON-HAND STOCK LEVEL x FOR INVENTORY MODEL
VITH NO-FERTOD PROCURBMENT 1EAD TDE

It ln = gum of on-hand plus on-order atock level at end of period n,
before ordering.
X, - on-band stock level st end of period n (vhich can assume any
real pusber value),
t = procuremsnt leed time, mseswred in oumber of time periods from
order to delivery,
then the following relation holds:



-t

-"'-g

z Z -

xu+’c-1 n Ex'x n+t-2

where &n - demand in nth period.
We now specialize this relation to the case of t - 2, and we obtain:

; Sz -k , (
*pe1 " g £, We will now compute Cm/(xn xn*l) vhere Cov\xn xn*l)

E(x_ x

0 *nep) - Elxg) Elx ,1). We know that:

n+l n

vhere xn is independent of zn versus s. Forming the product Xy Xp-1 end

taking expectations, we get:

E(xn xn+1) = I’:(zu " "n)(zn-l LT

)-E(zng ) - E(¢_z_ ) +Et

E (zn zrx-l

/
2
n n-l

pedent of z ., and E (!n) =

Now, ¥ ) 1s given above; E(;n zn_.‘) - %E(zn-l) since "n is inde-

I

; and E(8 §_;) =-1—2. The relation that is
) ¥

still to be derived is that of E(gn_l zn), where z_ depends on £.1° Ve de-

rive this relation as follows:

'

S-¢ ifzn_ <s

n-1’ 1

ir zn-l >s

[
n-1 n n-1 n n-l

)




Therefore,

ir zn-l <s;

=s. -)1: - f—e

Ir 'n-l > 8;
E(gn-l *n I zn-l) B E(gn-l *n-1 ’zn-l) B E(gill)
=z,  E(t, ) - E(e2 )

n-1 2

N G

Removing the comdition on Ty Ve obtain:
It 'n-1.< ' H

[ ]
3 -A(s - g)
"kx'.."(‘i‘@[.!rrm—"
[
8 2 Nied
'<:';:5> T f. aa as
8 2\ ™
'(x':i)f'o'ﬂ'

AT(1 ¢ )



i

S .
E(t_ . z) - 2_2) 2 __qa
n-1 “n f(x K;wfm
a - ')‘2"

_ A 82-5_2(5-5)‘
"1+ A(S-8) =/ N )\2 —J

"

Therefore, combining tue two results far.«< z < s, we get:

Br .z ) A:2-25+2s 5% 4°
n-1l n X2(1+XA) 2(1 +NA7
28 -k - hxs+’axs+x232 2y
a(1+m)

_ s - 28 + 252252
a§(1+m)

(53-1)2 (s - 2)2-
a.(1+m)

Referring back to

l(xn xn+1 ‘('n *n- 1 - E('n !n-l) - n“n 'n-l) * E(!n ¢

n—l)

and substituting for each of the terms on the right, we obtain the follow-

ing:
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b) 5 2 2
S s .1 AS” - \s S 8
A A
E(xn xn+1)— 1+ M
2 2 s-}-+k§2-k§ﬂ
s -1)- (8- 2)"-1 1 A 2 2 {,1
a(l*M) N 1l + A ,K?
-
- T T B L Vo
ATOA 2 3 3 2 2
B(x x ..) = A
n “n+l 1+ 2\A

(xs-l)a- (u-2)2+m- 2)2- (xs-J.)2

2\2(1 + M)

)

= ‘(zn 2+l

Thus for this model the expected value of the product of stock on hand

in two sucoessive periods equals the expected value of the product of stock

on hand plus dAue-in in two successive periods, or equivalently, the expected

value of the sams product for the zero lead time case, vhich is a very inter-

esting result,
If wve campute the covariance, wve get:

Covix, X,,y) = Blx, x;y) - [E)] 2
= '('n 'n*l) - ['('n-l - tu-).)]2

- B, ) - [B ) - )
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X(z )
2 n-1 1
- E(z 7)) - [B, ]2 el X
i A 1
= Cmr(zn znu) + AR — - :2
~Cov(z z )+ 28-2+282 . 3%% 1,5,
n n+l ke(l + \A)
2 22
- Cov(z 1 )+x2s -AS - A%°% + s . 3
n n+l AQ(J + )
Now, considering Var [xn} , ve get:
2 2
Vlr(xn) = E{xn} - [E(xn}]
2 " %1 "t
2 2 2
X 'n-l an-l n-1 * gn-l

Therefoare:




- 50m

"N B S

2 2 P

xn = zn--l n-1 ‘.‘n-l gn-l

2 2 2 2
E(xn) E(zn_l) - X E(zn_l) + )‘—2

A
Therefore:
2 2 1
et 3020 - [3te, ]+
= Var(z_ ) + 1
r(z, 2
Thus, we obtain
X282-XS-X22+5M-5
. _ Cav(xn xhﬂ.)_ c""('n 'n+1) + :é?l :M)
X Xy Var(x) Var(z ) + 15

>



