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Su—ary;     Using the technique of continuous 
approximation,  approximate solutions to a 
number of Important multi-stage  scheduling 
problems are determined.     In addition,  the 
functional equation approach of the  theory 
of dynamic programming Is used  to derive an 
alternate proof«of a result of S.  Johnson, 
contained  In P-402. 

' 



Som« Camblnutorlai  i'robliits  Arioln^ In th«  Theory 
of Muitl-Litttj/e  ^rooesaea 

By 

Richard  bellman and  uilver uro a 

io   introdüctlon. 

A problem of some  Import mce  in Induatnal appllchtiona which 

^ivea  rise  to  aoine  Intereoting and quite dllficuit  combinatorial   pro- 

bieir.a   is  the  following: 

"There ^re   n  items,   not all  identical,   which  hove  to bt   proceaned 

through a number of much Ines ol   different type. The  order in which the 

machines «re  to be  used   is  not  iramatarial,   since some  procea^ea maat be 

carried   out  before  others.   Given  the   tLiiea   required  by  the   i-th   item on 

the   J-th machine,   a^j,   1*   1,2,.,,^,   j « 1,2, ., „ ,m,  determine   the  order 

iii which  tue   Items  should   be  fed   into the  ma chines  so aa  to minimize  the 

total  time   required  to complete   the   ioto" 

As a  simple  example   of the  above,   consider   the  case where   we  have 

a  number  of  books which must be   printed  and  then  bound,, Clearly  the 

printing must  precede  the   bindingo 

Mathematically,   the   problem la  one   of arrangements,  which can be 

solved   in  uny  particular  case by  enumeration,,   however,   a   ^uicK count 

i>l' the  josaible  ürrangementa will   show that ag soon as  the number of 

Items   reaches  ten,   the  enumerutive   techni   ue   becomes  unwleldyo 

At  tne au^vestion   of  one  of tne   uut.ors,   this   problem was   Investi- 

gated   oy .>.  Joiuinon,   who  found  a  number  of   Interesting and   Important 

results  which we slßll  desciibe   beijwu   ae   ..as  «ble  to aolve  couipletely 

the  two-stnge   problem  lor any number  of dissimilar  Itbms.  The   three 
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atHg«   probitrn,   hownver,   i-osea dilficuitlea  of an entirely  new and 

lorir.iuabiti type,   und   tma aj  fnr  renlated   solution ^ 

An Important tool in Johnson'a work was an explicit formula for 

idle time on the second machine in the two stb^e [roceaa. It la this 

quantity  which determinea   the  efficiency   of  b  pirticular  routing  ordero 

In  thla paper we ahali   tackle  the simplified  problem  of determining 

the   opt Ira« 1 order when  there   are  a  lurp,e   number of   iteraa  of  only «  few 

different types.,  Thia   ia   perhapa   the   moat   Important  problem  aa   far  aa 

practice   la concerned,, 

Even  here,   the   original   problem seems  difficult to  resolve.  Con- 

sequently we  shall    use   a device  which  works   unlforiüly  well   throu/hout 

the theory of dynamic   ]. ror.rom.i.ing,  namely   the replacement   of  a d lacrdte 

problem  by  a continuoua   version.   As   ia  fre   uently   the   c-ist,   the   contlnu- 

cua  version may  be  aolved   with  great ease  und   alegance0 

For   tnoae   interested   in  other  problems  involving multi-stage   pro- 

cesses which may  b«3   approji LmMtod   by  continuous  procea  es  and  thereby 

resolved,   we  refer  to  C^ U1* J ^nd     i-5j     t   vvhtre    other  rolerencea to 

the   theory  of uynomic   pro^'ra'ui in^, mu^   be   found. 

Finally we   shall   show   how the   two-rtuge   process   may   be   attucKed 

by  the   functional   elation approacn  of the    theory  of dynamic  programming, 

cf  &J ,   and   resolved without   tht»   use   or nn  ex; licit   roimula  for 

tne   idle  time,,   Thia  method   is  imfortant   since   it   is   not   alw-jya   possible 

to   obtain  a   tractable   explicit analytic   repreoBiitatl on   of  the   quantity 

that   is to   be   minlml/ed   or   maximized   In  m?iny  an'loroua   problems,, 
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The  methüdfl  presented  hire »nhy  aiao  b« untd  to   to treat the 

cnse  where there   hre   1 ntörcharir ö^bie    nrichlnes,   operators  trulned  to 

worK   souie  or  ail   of the  ii^chinea,   and  so  on.   We  feel   that   It  is   beet 

to  exi-ose  the method   In  its  native    i IrTipl Iclty  and   leave   the extenalonn 

to thuee   to  whom the   j robiem  may   have  some  l;ijiiecliöte   Interest. 

2 ,   The  hesuit s  of J ohrmon., 

in thin  section we  shall  present the  rejiuits already  obtained  by 

Johnson.   Me  first  of ail  eatabllohed  b.T   a slin^lt argument  that for the 

canes   of  two  and   three muchiiibs  thb   order of   p.-ocessing  on  euch  macnine 

can   be t'iKen  to   be   the sau«   in  un   optimal   nrren^ement«   'I'hls resuiie   in 

a  conalderabie  al.api if Icati en   and   permits an  explicit   formula  for   the 

Idle   time  to be derived»   DO. 

Let  un note  in   passing thnt .Johnson showed  by means   of a  simple  ex- 

ample that   this   laentlcui  ordering may  not be  valid  for  four or more 

HUJ ^ee, 

The or dm il Johnson  ) o   Let xL     be^ the  inactive  time  on  the  second machine 

Inuuedinteiy  before  the   1-th Item   Is  procesaed  on the   second machine„ 

Let   I«- »b. )   t^e   the  t Imea required  to \ roceas  the   1-tn  item on the  first 

and   necond  mach Ines   respectively,   and   assume  that the   items are arranged 

In  numerical   order»  Then 

TV 

UJ 1     ~    2„* TLfV. c 
t= I 

where  lx^    repreaen tt-   the  t ot J!   Id ie  t^ime  on  the   sec ond   :üachlneu 

iVi   ahail Klve   ttit   [.roof for the   a&Ke  of comji eteriesa,   since   it   is 

quite  ruicrt. 
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UJ 

whence 

Glmliarly 

and 

(5) 

J 3- 

SS TT^t 
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The  remülnaer   of  th• proof Is   Induct lit» 

The two mHChln«  probi«m  la  equivalent to determining the arrange- 

ment  of n  Items which will ir.lnlmlze  the   rlp.ht   side   of  (1).  The solution 

Is  ßlven by 

Theorem 2(John.joni „   An   ojAlmai   OIQ%T1U£  la determi ned   by  the  following 

rule:   item  1  precedes   item j  IT 

it) mln   (a-.b^j    <    mln   [H-   ,bt JO 

if t he re   Is   e^unii ty ,  ai t.iier  orden n^  ia   optimal t.   j rov loed  that   it 

is  conalstent   with  all   the dbf 1 nlte  xr^ ffa na ncas , 
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Kor the three-atH,-«  ;r3bi6n;,   tha corrto3pDiid'(.ng formula for  the 

total   Idle   time   on the  third  mhchine,  ülao derived  by Johnson,   la 

(7)      I' -       "^      [   ^^-   ^^ tS   ^ "   ^ Cl 
V » I 

where   a; ,bv,c;,   denote  reapbctlvely the times required  by the   1th  Item 

on  the  first,   seconci  and   third  aß chine 3 o 

3o  Continuous Versions - 2  mach Ines., 

To lliu^tratt.  our  technl^es,   lbt us begin  by  considering the 

almpleat  case,   that of  two machines  und   two different  types of  Items,, 

Maauminft that the   t?tai number of   Items  Is   large   compared  to  the   timea 

required  to  process any   Individual   ltem0  In place of the expression 

«E fc^   -   <Lb:      ,   we   consider  the   Integral 

ID K (alt)   -  bit) )dt. 

The  analogue   of an  arrangement  of   Items   Is  a   characteristic  function 

£ dbflned   over   th«   Ir.tervai   Qu.Tj   .  This  function  determines  alt)   and 

bit)   hi the   foliowinf /.ay 

Hit)     = &!$   *     f*v0-4>) 

b(t)     = ^.1   ♦    k-v (1-4) 
12) 

where   lui .b, i   ani   la^jb^)   reprwaent   thy tla.es   required  on the   first   and 

second  machines   fr^r the   first  anc   Mecoiid types   respectively«  The  function 

i (t)   la  the   cha racUr i ütlc   function   of the  aet   over whicn  the   first   Item 

ia  i-roc^aaed,   hiö   i-j. la  t h«  charact aria tic   function   of the  set   over 

the second   item  Is  iroceased.   The   conatralnta   upon   f     are  that   it   take 



on only the values 0 and 1, and in addition satisfy 
\ 

l J) ~ '.U: = ~, 
0 

which is 6quivalent to tbe statement tbe t k or the T items belong to 

the f i rst type o If we set 

ex ::: 
l4) 

( ~ , - .... .. b~- b • ) 

\. Ql.- ~,J 

the problem is that of d etermining the quantity 

( 5) I = 

and determining the corre s ponding fuJct i or.s ~ 

lt 1a tobee:X.iJ&Cted tha t in general to obta in a minimum we mu s t ex

tend ~u r class of f unctions and cons! dar th ose wh i c h correspond to "mixed " 

olicies. 'l'his is to say we must allow ~ to satisfy the weaker condition 

~ 4> ~ 1, r ti t her tha n be re s tricted t.c values of CJ or lo For two machln6s, 

t h6re is a s olu ti on in the nu rrower olas s. For three rna o.hines, th 1s wi ll 

not be true ln t he ma j orit. of cases. '!'h i s illustr ates the complexity or 

the solution at the correspond ing discrete J:,ro bleOIJ o 

Let u now dem:Q s trate 

'l'h6:ll'em 3 o A ;n1.nimizi ng • 

( 6) 

• 

lf 01.(0~ 

:: 0 

is given ll 

in 

in 

in 

in 

[T- Jt.~TJ 

[o .> T-•J 
[ o.) x] 

l~ .l ·-~] 

If ot=:o is arbitrary. 
) 
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Propf:   L«t  us consid«r *> G firsto  D«not« the  $   dtscrlbed above 

by   4»r     o  Then for any  ^    eatiafylng (3)  and   0* ^4 1,   it la clear that 

(7) CK^    $ AX *   ft u.    ^       *S    ^jit^ri^ 

Hence 

(8) '***' 
O » v* $ T 

which shows that 4 forniahea the minimum. The case where «* < t is 

treated aimllariyu It is clear that for **ü, ^ plays no role,, This 

comj-letes  the proof. 

The ^   we have  found  is not  necessarily  unique.   It  is,   however,   the 

simplest  solution,  and  the   most   important  in applications. 

Let   us  now consider  the  etror made   in  using the Solution to  the 

continuous  case as an approximation the solution  of th e discrete  case. 

en  ^ n- ?. K and    5>v -   Z b> 

is  bx   or b,^     ,   htnce negligible   if n is large. Now consider  the difference 

We   see  that   the difference  betwe 

betWfcen 

( 

u» !,<:,...,n,  where   ^    is  1  if the  first   item occupies the i-th poaitlon 

und   zero   otherwide,   and   the continuous  analogue ^ Tin) ?  o*\ ^jj-f bu.« 

It   is  clearly  sufficient   to consider  the  difference at integral  values 

of  Uo   We  have 

< 'i 
(10)      Ji.) -x(^ ^    =. C ^a-^*,) . 

For each  ^.     consider   the   corresponding tit) which has  the   property 

that    ^   .i;t       ^. 4.       i  when u al,2,,.0,n.  The difference will th bn   be  zero 



It fol l ows then that if we minimize J(u) over all ~ and find that 

the min imizing ~ or a mininzing t , corresponds to a ~i , we obtain 

a very good awroximatlon to the solution of the original pr:>blemo lv'en, 

as below, in the case where there is no minimiz ing function corresponding 

to a characteristic function, we may still bs able to a proximate by means 

of chamcteristic function s , and obtain a useful answer o lor e:xample 8 if 

~ ~ a, where 0 < a< 1, in the interval lU,s), wa may consider an app roJ.imti te 

~ given by ~~lin l O,aJ and 0 in (a,S} o Still finer subdivisions will 

yield more accurate a pproximation o For a discu ssion of thia concept of 

rep la cing mixed strategies by ~ure st. rate ies, see C,1 ; for an appllcati~ 

see C1J 0 

'!'he case where the.N ur e more t hen two ty es of items is treated 

in a similar manner o 'fa e, far i nst anc6, t he case of three types of 

be Ule respective char acteri stic functions of the 

sets where eac is iJ roce s s ed o Then, corr6s onding to l5) we ha ve the 

ro blem of determinin t he minimum of 

(ll) 

over a 1 ~. , ~ 00 ~J sa ti s fy ing t h e con straints, 

to ) 0 !: ~ · ,, 
' ll2) (•) ~"' ... ~l.; ~l .. ' 

.,.... 
T 

\ ( :. ) \ +,a : )(,, \ ~~~ ,. ~ ... ) 4 t.t' = ~J ..) 
C) () 

I + - ~ . .. -~ · : T 

Usi ng the res ul t of (7J, it is clear t hat th e order of the items 

is detGrmi ned by the quantities a.- b · ~d·, M1ich are to be arranged .. ' .. 
in increasing order of rna ,intud e o '!'his yi elds t h e op tima l orderln go 



4o Contin ous Versi~. Three ~achineso 

Let us now discuss the three-machine problem essumint\ two distinct 

va rieties or items. The method given here ext~nds to any number ot stages 

a nd a ny 11umber of itams, provided that we assume that the ordering on 

each machine is tb e s-. 

As the continuous analogue of the expression given for 13-n, in (2.7) 

we have 

( 1) I 
T [ 

.... \f.. = max 
\ ( b \ t J -o \ t J ) d ~ (TJ ~ u ~ v ~ \la\tl-b\t))dt + 

0 0 

~ II - max [ a( <; +.l.t+ ~ ~~. .. 1 \ ~.u- .. 6.; l 
• ll 

O SI.\ ~ If ~ r 

upo setting 

l2) c.- tt.)= a,.,,. a..._ (l- ~))) k,(t)-:. b1.,+ b~ (l-+)) d1)• c 1 ~-t c ... (I-.,)J 

and 

( J ) 

"lie wish to determine the m1n1aum ot I ror all+ ' subject to 
r (T) 

(4) 0 ~ fl~l ) \ ~.u,..t. 
I> 

A so lution is given by 

Th6or8m 4. The minimum value or 1 is 

1 'Y'il.0t.,. ( 0; lJ~+~T, l••~)J!~(~+~)T). 
( 5) ~ 1..\tj i) = .. -,.. \ " 

~ minimizing ~ is gi V6!! £l_ 

ror .£. t ~ T. ln general, th6 solution is !!£,!2-uniqu& o 



P-456 
-10- 

froüf:   <Ve   hHV« 

(7) X^*)   * s a It i rig u  v     0 , 

sbttin^  a     CjV    To 

netting u    Tfv    T. 

On  the   other hand,   if wj  take ^- k/'i,  we  wish  to determine  the maximum 

of the  linear form 

{8J LU^) ^ -p V ^ 

over  the region  G<  u^ v i Tc   The  maximum occurs at  the   of the  vertices 

10,0),   lü,T),   or   IT.Tj^   and   hence   is  HS  riven   in   \5)o 

The   ine;ualities  of  (71   show that  MinX  "i   V,  me ar^uoient  above 

shows   that   Kin i>   i    V.  hence  we   have  equality« 

if,   for example,  o t sb + 'kT %. U^V-». (iit^)r ^o> 

the  solution is   non-unique.   To  shOA tins,   let   us   observe   that  Hie  above 

condition   impiibs that   the  values   of  tn<=   linear   forrr. at  the  v.rtices  are 

such that   one  lies   strictly  above  the  othor   two.   It   Toiiows  that   if w« 

perturb  ^    by a   sufficiently   sraail  amount   over an   interior  interval   in 

such a way as to leave   its   total   inte^al   over   ^CfT)   unchanged,   the  efitct 

on L will   be  to  xeave  its   values  at   the vertices   jnchanged,   nence  we   can 
I 

obtain  'jrbltrnrily nony  solutions   from the   original   solution  ^     o 

It   is   also   possible  to   derive   various   conditions   of  quite   special 

nature which will  ensure  unlueness. 
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Incidentally, the fore o1ng minimization pr oblem hHs a determinate 

two-rars on zero sum 68mB inter pre ta ti on ln which the a1n1mi zing player 

picks the ;> l subject to the san:.e o onstrai nts as above), and the maxi-

m1 z ing pla yer picks a point lu,v) in tbe trill!ngle 0~ u~v ~T, with tl'W 
~ ( 

payoff e iven by 1)(.\ ,....u: .. ~~.~.1- ~<; ~ttt 'bv • The value of the 
0 0 

game is Bive n by l5J, an optimal s trategy for t h e minimizing player is 

g iven by l6) 1 while the maximizing plHyer has an optimal pure strategy 

consisting or choot-.ing t h e vertex 1hich yie lds tile lB r g est value for the 

li near form ,L • 

5o Alterna t ive Derivation of the Decision ~t1on. 

Let us in tb 1 s section show how t he Johnson criterio n , given 1n 

Theorem ~ . ma y by derived by use or the r unct i :n a l e uation approttch or 

t a t h i o ry of dynami c ro g r brrm lng . 

\ 1) 

Let 

time c :mswn6d processing thl l' 
items wi th re quired times ·a , b 
on t he first ana second lD8 chines 
when the second me en ine is commit ted 
for t hours ahead, and an optimal 
scned\Uing procedure is employed . 

Then if the first item is 1-rxessea first 1 we hB ve 

lf we ch o os e t h e second item to follow, we obtain 

l 3, 5- ( (4. , ·J b,) • · · ) 0 .. ) b·• ! t '\J -- Q ' · t_ I 0 0 0 0 Cl b G L b "- [ L ·~ ,._, , • " • · ':S'\ ; ) > ..) l J i) " ' .> " > Uflll~ :a..• r101J. "'1-'~:..1' 

~04.- ( t - 0 . ) () ) J 0 J ) . 

n the ot her hand, if we interch ange the orders, we obtain 
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(4) .,_(a,) l.,.l . . )aN ) bN;t-)= ~ • .,.c:. , -t+ (o>u)OJO.l alJ k>J ; ' " .>QH)btq b , ~ M~ l ~~- c.~ ~ 

t-1\41 (i- -c..~p)J 0 J ). 

It f:>ll:>ws freon these . t' ormulae t ha t t h e :>rder of t h e items wh ich mini-

mi z .a s the newt-term is optimaL lt is n:>t tmmedio tely ob vi ous th t this 

order is independent of t o We ht~ ve 

= tr\~ [ t-C~, J C; 0. \.""bl] -t 'b 1 -tbl.-~~ 

-= M04 l t) " ·; <l , -t q1.-b 1J ..,. b , ~b~- c.,-<:~ ~ 

1 t is e ally se en from this that ro brd lea of the value of t , 

t he in terc h1:2oge wh 1 c h minimize s Max l c. ,J :.:.~ , . Q'}. -b.] conn ot inc rea A e 

t he tot al time, and may decre a se ito 

The remei der or the r :x>t' r ceeds a s i n J:>h ns:>n 1 s pOJ er. 
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