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BO'M'LENECK PROBLEMS AND DYNAMIC PROGRAMMING 

Richard Belllll&n 

gt. Introduction. 

P....\07 

purpose ot tt\18 paper is to indicate how the theory of 

dynamic prog~1ng provides a mathematical formulation and a sya­

te .. tic approach to an interesting and significant class or pro­

duction and allocation proble-. whtett w shall ct'tl-~ 

prpbl•ee Tb= tollsztt«~ probla .. are t)pi .. l• 

Problea 1: 

At sa.e in1t1al period we possess a quantity x 1 or steel and 

a capacity z. ot steel production, with the privilege or 

dividing the quantity x 1 into three parts, y,, Ja, Ys where Ya 

ie t .o be used to 1ncreaee the ca c 1 ty, Ya to be used together 

with the present capacity to produce more eteel, and y3 to 

re .. in in the stockpile. Given that this allocation and pro­

duction process continues tor a rtxed number ot time periods 

and given the increase in capacity detennined by x, and y, and 

the increaae in the quantity ot eteel detera1ned by xa and y2 , 

the queetian ie to determine the allocation policy Which maxi­

alsea the quantity ot steel in the stockpile at the end or 

the tinal period. 

Problea 2: 

We are enppd 1n the .-nutacture ot an itell which requires 

two ea.ponent parte. Ve poasess reeourees which •Y be used 

to lnereaae the rates ot production ot these i teu. AssWiing 



P_.07 
-2-

that we know the relation between rates or production and 

the rate or allocation or reaources. What policy or allo­

cation or reaources do we eaplo7 in order to .axiaize the 

output or co11plete ite- over a t1xed ti~~e interval? 

Theae problema in their diacrete roraa Where decisions are 

•de at a finite nUB~ber or tized ti..es •Y in ao.e caaea be attacked 

by the ca.putational techniques or the theories or linear and non­

linear progra-ing. However. not only do the siapleat problema. 

taken over time inteMala or quite reasonable lenath. sive riae to 

•trices or unreasonable d1mens1ona but. •ore serious rroaa the 

esthetic and .. the .. t1eal point or view, th1a approach takes no 

cognizance or the 1ntr1na1c atructure or the proceaa. 

It we consider the problem 1n ita continuoua torm (an approzi­

.. tton technique wh1eh almost alwa7a reaulta 1n a sreat analytic 

a1mplit1cation). simple aaauaptiona ot linearity yield the ayatea 

or ctirterential equations 

eta, 
dt • a,y, • 

~ • -Ya-Ya + Min (baza.aa7a} • (aa-1 }J'a~a. 

with y 1 and Ya subject to the reatrictiona 

(a) Ja.Ja~O 

(b) Ya+7a ·sa. 
(e) 7a ~ ~ 

( 1) 

Ze (0} • ca. 

(2) 
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Tbe term M1n(b 1 x 1 ,&a7a) represents the bottleneck condition and 

1a the •them&tloal equivalent or the limitation on the growth or 

the ateel stockpile due to 1nauftic1ent capacity. our aim ia now 

to .-zimlze Xa (T). 

In th1s rorm the problea .. 7 be attacked by claaaical .ethoda 

or the calculus or varia tiona util1zina Lagrange mul tlpllera. HOlt­

eYer, once ap1n th1e .ethod ia too ceneral and the particular 

reatures or tbe problell are overshadowed. 

A third attack on probleas or th1a genre ia arrorded by the 

ver,r 1ntereating techniques deYeloped by R. Iaaacs in hla study or 

a claas or continuous games. Although there are some points of 

contact between our methode, the conceptual baaea and the analytic 

continuations are quite distinct. In particular, his techniques 

would aeea to lead to srave coaputat1onal d1rricult1ea. 

Let ua •ntion that a sl~rple !_nterpretat1on or the second 

problea above leada to the .. theaat1cal question or maximizing 
T ar Mln(x,y)dt over all ra and f2 sat1stying 0 ~ ra,fa ~ M, 

~ (f,+fa)dt ~ o8 • where 

d.x 
~ • &aX + &aY + f , , x(O) • ca 

(') 

( 0) • ca. 

§2. The DJn&!ic Progra.atnc Approach. 

We ~11 consider only the riret problem in discusa1ng the 

appl1catton or dynamic prograaa1ng techniquea. For a brier d1a­

cuaa1an or the theo17 and a011e typical probleaaa we refer to [1], [2]. 



Our riret step 1e to imbed the problem within a continuous 

ramtly b7 taking the quantities x 1 , x2 and T, the duration or the 

proeess, as the baste etate variables. The errect or any deci­

sion, where by a dec1s1on we mean a choice or y 1 , 2 and Ys, will 

be to transro~ these state variables into a s1m1lar triple. The 

criterion runct1on Max sa(T) .. Y be written r(x 1 ,x2 ,T). Using 

the intuitive and obvious propert7 that an opti .. l polic7 has the 

property that its continuation arter any 1n1t1al deetatona •ust 

also be optimal w1th reapect to the new state variables, we obtain 

the characteriatie tunct1onal equation or dyn&D'Iie progl'UIIling 

Max r(x.(s),xa(a),t), 
D f1>,~ 

(1) 

• ca' 

where K1 and X2 sat1sty ( 1 ) or ol and by MaK w .ean that the 
nl],~ 

.aximum ie to be sought over all y 1 and Ja which eatiary the rea-

tr1et1ons 1n (2 ) of 12 over n>.~. It ia quite eaay tD prove by 

elementary arguments that the aaKilllWI ia aaaumed. Purthermore, it 

follows readily rrom (1) that the solution ia unique. Por aetting 

t • o, we obtain, ueins the initial condition 

r(ca,ca,a) • Max r(x,(a),s.(a),o) • Max x.(a) (2) 
on>,!] o@,a] 

Hence the fUnctional equation ia equivalent to the or1g1nal pro­

eeaa. Alternativel7, it 1a eaay to eatabliah directly by aucce .. ive 
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laau.tna that t baa well-behaved partial derivativea with 

reapect to the baaic .arlablea, we obtain via a liaitif\8 proceaa, 

aa a ---+ o, tbe partial ditterential equation 

Where by D [o] we mean the region in y, ,ya apace described by 

Since it seema rather ditticult to prove directly that the solu­

tion or (1) possesaes the ~quiaite continuity propertiea, an 

indirect approach is used. It ia tirat shown without ditticulty 

that any aolution ot (3 ) aatiaties (2). Having obtained a solu­

tion ot (1} by the use or (3), the uniqueness theorem tells us 

that it is the aolution or (1}. 

Turnif\8 to the taak or finding solutions or (3} we firat con­

alder the caae ot s•ll t where the solution ie ianediate. Having 

obtained r tor small t, the partial ditterential equation is now 

utilized to deduce the form or solution aa t growa. Since thia 1s 

a •bootstrap" method 1t is necessary to verity wlth great care 

that the t obtained in this tashion 1s actually a solution of (3}. 

Having round t we can now detel"''lline whether or not the optimal 

policy is unique. It turns out to be so in thls caae. 
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Let ua glve a short sketch of the steps t o be followed 1n 

obtaining the aolutlon of the max i mization problem. we shall con­

alder the moat compl icated caae Where no capacity reetrlc t ion eztata 

initial ly, i.e., c2 < b1 c 1 /aa. For proceaeee of shor t duration the 

soluti on 1a clear, y 1 • 0 , y 2 • x8 , yielding f • cae(aa-t)t. 

This policy is pursued until a bottleneck develope. Using the 

above allocat i on program, this wi l l occur aa s oon as t exceeds 

I . 
I 

I Da order to olataln ta. aolu.tton tor tt.aa areater tbaD 'fa , w 
• . -

rewrite the right aiJe or (3) or ~3 in the fora 

Max [ ( ?)t "at ) + (a .. -1) ar D[o] y, a, ~- ~ca '"' -ac; (1) 

The location ot the maxtm1z1ng point (y1 (0), y2 (0)) will depend 

upon the eign and magnitude ot the coetticienta ot y 1 and y2 • For 

t < T,, the coeftlclent or y1 la unlfo~ly negative, whlle that 

of Ya 1a ~itormly poaitlve • . 
Proceeding on the aaau.ptlon or continuity, we auapect that 

t he solution tor t slightly greater than T1 will have the rorm 

Yt • O, 7a • Xa for 0 S a S T, and Yt • O, Ya • b1 x1 /a2 (due to 

the capacity restriction) tor T1 ~a ~ t. 

The tunct1on t will now have the tor. 

r • + (t~,) (aa-1) b,c, •• (2) 
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In order to find out how long this policy endures, we apply (3) 

of §3 at the pointe • T1 • Starting rrom this point ~e eee that 

t bu tee to~ ·~ + (...-1) b,o: (t-Td/ ... 
fte coeffioient Of 71 1ft (1) 1• &t ~~ bO: - ~~ ao~ 

• a 1 b 1 (aa-1 ) (t-Tt)/&2 - 1. This 1e 0 at t-Tt • a2/a1bt(a2-l) • T*. 

This ehowe that this modified policy ie optimal for T1 ~ t ~ Tt 

+ a2/a, ba (a2-l). 

For larger t, there will be an interior interval during which 

y 1 • Xt-b 1 x,/ae. This corresponds to allocating steel to increase 

the capacity or steel mille. For large t, the optimal policy haa 

the fonn 

Yt - 0 , Y2 .. ~. 0 ~ s ~ Tt 

Yt • x2 baxl Y2 - b tX& Tt ~e~t- T (3 ) a2 
, 

a2 
, 

Yt - 0 , Y2 -!?.!.!.1. 
a2 ' t - T * ~ 8 ~ t, 

where T* 1e ae a bove. 

Since we have pureued a bootstrap method it 1e essential ae 

mentioned above that this s olution be verified. With application 

to inte~nduetry problema in mind, it ie vital that t his verifi­

cation be analytic rather than numerical. The deta,_le of the veri­

fication are not trivial and we shall postpone any discussion until 

a ruture time. 

§s. Diecueelon. 

The method we have preeented in skeleton form 1e applicable 

to a large claee or problems related to the maximization of runctione 
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or runctionals depending upon the s olutions or di fferen t ial 

qua t ions. It is also applicable to various classes of multi-

stage continuous games, such ae games of aurvival. 

! f--aa is neceeaary tn more realistic ma t hematical modele 

dealing with the production of capital goods--tim lagB are tak~n 

into acc ount, the complexity of the problem i nc reases. 

A complete and de tailed treatment of the above problem will 

be prese n ted s ubsequently, togethe r with a d i~ cussion of extensions 

1n t he d irect ions j us t c1t~d . 
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